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Abstract

MAXIMIZING THE OUTPUT OF LARGE SKY SURVEYS: FROM the IGM

TO MILKY-WAY DWARF SPHEROIDAL GALAXIES

by

Jiani Ding

The availability of large sky surveys, including the SDSS and DESI, have revolution-

ized research across various fields from the large-scale structure of the universe to the

evolutionary histories of the Milky Way and its satellite galaxies. In my thesis, I utilize

machine learning methods to analyze the large datasets from SDSS and DESI. I first

show new measurements of the mean transmitted flux in the hydrogen Lyα and a mea-

surement of the relative transmitted flux in Lyβ. This measurement uses 27,008 quasar

spectra from the Fourteenth Data Release (DR14) of the Extended Baryon Oscillation

Spectroscopic Survey (eBOSS). The τLyα values show a smooth increase by a factor

of 5 over the redshift range z = 2.4 − 4.4. I then investigate the spatial distribution,

kinematics and metallicity of the Draco and Sextans dwarf spheroidal galaxies using

DESI data. For Draco, I find minimal evidence for an extended distribution of stars

and conclude it has not been significantly tidally disturbed or undergone extensive tidal

stripping. For Sextans, through 6D orbit integration, I identify 16 candidate extra-tidal

stars and argue that Sextans may have had significant dynamical interactions, possibly

with other dwarf galaxies before accretion by the Milky Way.
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Chapter 1

Introduction

The astrophysics community has witnessed the substantial scientific impact

and contributions made by large-scale sky surveys over the past decades, such as the

Sloan Digital Sky Survey (SDSS; York et al., 2000), Dark Energy Survey (DES; Dark

Energy Survey Collaboration et al., 2016), and the Dark Energy Spectroscopic Instru-

ment (DESI; DESI Collaboration et al., 2022a). By providing large and homogeneous

datasets throughout our universe, these surveys have revolutionized research across var-

ious fields, from the large-scale structures of the universe to the evolutionary histories

of the Milky Way and its satellite galaxies.

Similar to how a wide-angle lens can capture the essence of a grand vista,

the extensive survey area (covering 8000 square degree of the sky at Galactic latitudes

above 30 degree) and depth (g band magnitude up to 23 mag) from the SDSS survey has

contributed to comprehensive investigations mapping the distributions of the luminous

and non luminous structure in the universe (York et al., 2000).
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As a component of the SDSS, the Extended Baryon Oscillation Spectroscopic

Survey (eBOSS), was designed to map the large-scale structure of the universe with

unprecedented detail. As part of SDSS-IV, eBOSS extend the SDSS surveys by targeting

a diverse range of cosmic tracers including galaxies, quasars, and Lyman-alpha forest

absorbers Dawson et al. (2016). The quasar sample from eBoss contains over 500,000

quasars with over 140,000 quasars newly discovered since the beginning of SDSS-IV.

This sample is detected over 9376 deg2 (Pâris et al., 2018). One major reasons that this

quasar sample is crucial for astrophysical studies is that quasars are luminous spotlights

in the distant universe. The absorption lines imprinted by the quasar spectra on the

neutral gas is a powerful and unique probe of the large scale structure including the

IGM, and the underlying dark matter. The IGM is gas outside the virial radius of

galaxies and clusters, spanning the vast spaces between galaxies. Greater than 90% of

baryonic mass is located in diffuse matter, and IGM thermal history is connected to the

thermal temperature and ionization state histories resulting from structure formation.

Therefore, the IGM holds key insights into the reservoir of gas for galaxy formation,

the thermal history of the universe, measuring the total ionizing photon production of

galaxies, and the underlying matter power spectrum (e.g., Becker et al., 2011; Becker

& Bolton, 2013; Palanque-Delabrouille et al., 2013, 2015; Villasenor et al., 2022).

Building on the legacy of SDSS, the Dark Energy Spectroscopic Instrument

(DESI) has emerged as the largest current ground-based spectroscopic survey ground-

based large spectroscopic survey. With advanced instrumentation (DESI Collaboration

et al., 2022b) built on the 4 meter Mayall telescope, DESI is able to observe 5,000 spectra
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simultaneously with a resolution 2000-5500 depending on wavelength for a wavelength

window from 360 nm to 980 nm. DESI will enhance our ability to probe the fundamental

properties of the cosmos and continue the groundbreaking work initiated by the SDSS

(DESI Collaboration et al., 2016a). DESI will advance the study of baryon acoustic

oscillations (BAO) and the growth of structure with a much larger sample of over

35 million galaxies and quasars. The larger sample, survey volume and survey depth

of DESI allows a much refined measurement of cosmological parameters and galaxy

formation and evolution (DESI Collaboration et al., 2016b,c)

While DESI’s primary mission focuses on the precise measurement of dark

energy and the expansion history of the universe, it also includes a significant program

dedicated to studying the Milky Way along with its primary 5-year cosmological program

(Cooper et al., 2023). The DESI Milky Way Survey (MWS) aims to map the structure,

kinematics, and chemical composition of stars in our galaxy, providing new insights into

its formation and evolution. The MWS targets stars with r band magnitude up to 21

mag. In the total five year program, the MWS will observe about seven million stellar

spectra at Galactic latitudes |b| > 20 degrees with a rapid survey rate of ∼ 660 targets

per square degree.

Among these targets, the dwarf galaxies play a crucial role in understanding

the formation and evolution of the Milky Way, as well as constraining the properties

of dark matter on small scales. Dwarf galaxies are metal poor, dark matter dominated

and represent the faint end of the luminosity function. Therefore, they open up a

unique window on the study of the hierarchical formation of galaxies, the gravitational
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potential of the MW and dark matter properties on small scales. They are also key

to understanding the dark matter distribution, star formation history, chemical and

dynamical evolution of the Milky Way (MW) (Bullock et al., 2000; Bullock & Johnston,

2005; Bovill & Ricotti, 2009; Weinberg et al., 2015; Simon, 2019).

The first dSph discovered was Sculptor by Shapley (1938) dating back to 1938.

The recent discovery of new dwarf spheroidal galaxies (dSphs) in the Dark Energy Sur-

vey (Bechtol et al., 2015a; Koposov et al., 2015a), Sloan Digital Sky Survey (Belokurov

et al., 2006a, 2007, 2008; Koposov et al., 2008; Drlica-Wagner et al., 2015), Magellanic

Satellites Survey (Torrealba et al., 2018) and similar databases has revolutionized our

knowledge of the Milky Way’s satellite systems.

In the past few decades, numerous studies have focused on the velocity disper-

sion, chemical abundance, metallicity gradient as well as the surface density of dwarf

galaxies (e.g., Walker et al., 2007, 2008; Kirby et al., 2011). Astrometric and spec-

troscopic surveys including Gaia (Gaia Collaboration et al., 2016, 2018a) and DESI

provide chemical and kinematic information for a tremendous number of stars. There

are now many studies focusing on faint structures, like tidal tails and stellar streams,

around the dwarf galaxies. In the picture of hierarchical galaxy formation, the differ-

ential gravitational forces from the Milky Way gradually strip the stars from the dwarf

galaxies through tidal disruption. These tidal forces stretch the stars into tidal tails

and elongated streams that trace the orbit of their progenitors Johnston (1998). These

structures are sensitive tracers for the underlying Milky Way gravitational potential, the

behavior of the dark matter (DM) properties and the DM particle effects on the dSph
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mass profiles (e.g., Erkal et al., 2017; Ibata et al., 2020). The addition of radial velocities

and distance estimates from spectroscopic surveys and proper motions from the Gaia

data release give us unprecedented, precise 6D kinematic information about these struc-

tures. It opens up a wide and unique window on the kinematic and spatial distribution

of dwarf galaxies, streams and the outer MW halo. These can give us new constraints

on the MW accretion history, potential and dark matter density distributions.

Motivated by the previous influential scientific output from all the previous

large sky surveys, this dissertation aims at utilizing the unprecedented data sample

from SDSS to DESI to delineate a more comprehensive picture of galaxy and large scale

structure evolution. With the implementation of machine learning technique to unveil

the information available in large sky survey data, this dissertation focus on research

from large scale structure traced by the IGM to small scale substructure revealed by

Miky Way dwarf galaxies.

In Chapter 2, I present my work using the SDSS data to study the IGM

properties. I motivate and discuss the details of a refined procedure for determination of

the effective opacity, τLyα, of the Lyα forest (excluding high column density absorbers),

and a new measurement of the relative effective opacity, ∆τLyβ, of the Lyβ forest, based

on 27, 008 quasar spectra at redshift 2.8 < z < 4.8 from SDSS DR14.

In Chapter 3, I summarize my contribution to developing a Damped Lyα

(DLA) finder based on a CNN algorithm for the DESI survey.

In Chapter 4, I discuss my study using a Gaussian Mixture Model to investigate

the spatial distribution, kinematics and metallicity of the Draco dwarf spheroidal galaxy

5



using data from the Dark Energy Spectroscopic Instrument (DESI) (DESI Collaboration

et al., 2023a)

In Chapter 5, I search for tidally stripped stars in the Sextans dSph in order

to investigate the history of its dynamical interactions with the MW. I use 6D orbital

integration to select candidate Sextans member stars from the Sextans dwarf galaxy and

BHB stars from the DESI data. I examine the potential Sextans members giants and

halo BHB stars selected from the 6D kinematic information as well as the implication

of this technique to search for halo stars associated with other dwarf galaxies.
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Chapter 2

A New Measurement of the Mean

Transmitted Flux in the Lyman-α and

Lyman-β Forest

2.1 Introduction

Intergalactic hydrogen scatters Lyman series radiation and produces a “forest”

of absorption lines in the spectra of distant quasars. This forest is a powerful probe

of the evolution of cosmic baryons and of the formation of large-scale structures in the

Universe, as it traces gas density fluctuations, the underlying dark matter distribution,

and the ionization state and temperature of the diffuse intergalactic medium (IGM)

following reionization (see, e.g., Meiksin, 2009; McQuinn, 2016; Gnedin & Madau, 2022).

The primary second-order statistic derived from spectroscopic data – the 1D power

spectrum of the flux distribution in the forest – provides one of the best tools for
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measuring the smoothness of the density field and constrain the nature of the dark

matter (e.g., “cold” versus “warm”), cosmological parameters, and the thermal and

reionization history of the IGM (e.g., Palanque-Delabrouille et al., 2013; Viel et al.,

2013; Palanque-Delabrouille et al., 2015; Nasir et al., 2016; Iršič et al., 2017; Yèche

et al., 2017; Chabanier et al., 2018; Garzilli et al., 2019; Villasenor et al., 2022).

While the flux power spectrum contains information encoded across different

spatial scales, a more basic quantity, the effective optical depth of the forest − ln F (z),

where F (z) ≡ ⟨F i(z)⟩ is the mean transmitted flux at a given redshift, gives insight into

the state of diffuse baryons, yields a global measurement of the overall H I content of the

highly ionized IGM, and allows for estimates of the intensity of the ionizing background

radiation produced by star-forming galaxies and active galactic nuclei (AGN; Bolton

et al., 2005; Becker & Bolton, 2013).

Specifically, gas in the IGM comprises most of the baryons in the Universe and

approximately follows a density–temperature power-law relation of the form (e.g. Hui &

Gnedin, 1997; Puchwein et al., 2015; McQuinn & Upton Sanderbeck, 2016; Villasenor

et al., 2021),

T = T0∆
γ−1 (2.1)

where ∆ = ρb/ρ̄b is the gas over-density, T0 is the temperature at the mean cosmic

density ρ̄b, and γ − 1 is the power-law index of the relation. The time evolution of

the parameters T0 and γ is determined by photoheating from hydrogen and helium

ionization, recombination, Compton, and expansion cooling, and collisional processes.

Assuming the IGM is in photoionization equilibrium, the optical depth of Lyman series

8



lines can be linked to these properties and thus can in principle constrain T0, γ, and

the photoionization rate per hydrogen atom ΓHI.

There are different ways to perform a measurement of the mean Lyα transmis-

sion through the forest. One is to estimate the unabsorbed continuum in either high or

medium resolution spectra and measure the transmitted flux as F i = f i
obs/f

i
cont, where

f i
obs and f i

cont are the observed flux and the unabsorbed continuum at each pixel, respec-

tively (e.g. Songaila, 2004; Kirkman et al., 2005; Dall’Aglio et al., 2008). Perhaps the

most accurate determinations with this technique are those of Faucher-Giguère et al.

(2008a), who measured the Lyα transmission in 86 high resolution quasar spectra. The

common challenge faced by these studies is the difficulty of identifying the peaks of

transmission near unity, as the finite resonant scattering opacity in even the most un-

derdense regions of the IGM causes a systematic continuum bias that becomes more

severe with increasing redshifts (Faucher-Giguère et al., 2008a). This issue does not af-

fect determinations based on extrapolating the continuum from redward of the Lyα line,

as usually done in the case of lower resolution data for which a direct local continuum

estimation is not feasible (e.g. McDonald et al., 2005; Pâris et al., 2011).

Another approach is to perform relative measurements using medium resolu-

tion quasar spectra in large datasets such as the Sloan Digital Sky Survey (SDSS). Here

one exploits the general lack of evolution in the mean unabsorbed quasar continuum to

compute, without continuum fitting, the mean transmitted flux F (z), as a fraction of

its value at z ≤ 2.5, then converts to absolute values by scaling to the measurements

made by Faucher-Giguère et al. (2008a) from high-resolution data, where continuum

9



errors are minimal. Using this technique, Becker et al. (2013) presented a new and

highly precise measurement of the mean transmitted Lyα flux over 2 < z < 5 using

a sample of 6065 moderate-resolution quasar spectra drawn from SDSS DR7. More

recently, Kamble et al. (2020) have used a similar modeling framework, except for al-

lowing spectral diversity in the sample, to measure the effective optical depth in the

Lyα forest using 40,035 quasar spectra from SDSS DR12. The higher opacity estimated

at z ≲ 3 by these authors compared to Becker et al. (2013) appears to require a 25%

weaker ionizing background.

The release of DR14 (Abolfathi et al., 2018) of the Extended Baryon Oscillation

Spectroscopic Survey (eBOSS) provides us with a large statistical sample with which to

improve over and extend previous results by incorporating the Lyβ forest at rest-frame

wavelengths between 978 and 1014 Å (Iršič et al., 2013). Because of the smaller cross-

section, the study of Lyβ absorption allows a better measurement of the equation of state

of the IGM at higher overdensities, can break degeneracies when used in conjunction

with Lyα absorption, and may yield stronger constraints on feedback processes and

other nuances of IGM physics that affect higher density regions but leave low-density

structures intact (Dijkstra et al., 2004).

In this Paper, we present a refined determination of the effective opacity, τLyα,

of the Lyα forest (excluding high column density absorbers), and a new measurement of

the relative effective opacity, ∆τLyβ, of the Lyβ forest, based on 27, 008 quasar spectra

at redshift 2.8 < z < 4.8 from SDSS DR14. The plan is as follows. In §2.2 we describe

the dataset and our method of measuring the Lyα and relative Lyβ opacities in the

10



IGM. The main results of this project are presented in §2.3. We discuss our findings

and compare them to previous measurements in §2.4.

2.2 DATA SET AND METHOD

In this section we describe how we construct composite spectra from the eBOSS

DR14 dataset, and measure the normalized transmitted flux in the Lyman series forest

at redshift z = λobs/λn − 1, where λobs is the observed wavelength at each pixel and

λn = 1215.67 Å for Lyα and 1025.72 Å for Lyβ. The final dataset consists of 27, 008

quasar spectra at 2.8 < z < 4.8 covering the wavelength interval 3800 − 9200 Å with a

resolution ranging from R = 1560 at 3700 Å to R = 2270 at 6000 Å (blue spectrograph),

and from R = 1850 at 6000 Å to R = 2650 at 9000 Å (red spectrograph). The average

emission redshift of quasars in each of our 16 composite spectra and the number of

spectra in each composite are listed in Table 2.1.

Rather than fit continua to individual spectra, we shall assume below that

the mean unabsorbed spectral energy distribution (SED) of quasars is very similar re-

gardless of redshifts, and that the difference between composites at different epochs

essentially reflects the evolution of the mean transmitted flux in the forest. The validity

of this premise is illustrated in Figure 2.1, where we plot the ratio between our com-

posites and the reference composite spectrum at zc = 2.85. Longward of Lyα, all ratios

approach unity within the errors, as expected in the case of intrinsic SEDs that vary

very little with redshift. In contrast, shortward of rest wavelengths 1215 Å, one observes

11



Table 2.1: Composite Spectra. Columns give the number of quasars included in each

composite, the minimum (zmin) and maximum (zmax) quasar redshifts in each bin, and

the mean redshift (zc) of the composite.

Number of QSOs zmin zmax zc

4640 2.8 2.9 2.85

4330 2.9 3.0 2.95

3995 3.0 3.1 3.05

3556 3.1 3.2 3.15

2830 3.2 3.3 3.25

2102 3.3 3.4 3.35

1189 3.4 3.5 3.45

991 3.5 3.6 3.55

1100 3.6 3.7 3.65

855 3.7 3.8 3.75

616 3.8 3.9 3.85

360 3.9 4.0 3.95

259 4.0 4.2 4.08

101 4.2 4.4 4.29

52 4.4 4.6 4.49

32 4.6 4.8 4.69
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Figure 2.1: The composite quasar spectra used in this work, plotted versus rest-frame

wavelength. The grey region denotes the wavelength range used for Lyβ measurement

and the green region denotes the wavelength ranges used for Lyα measurement. All

spectra have been divided by our reference composite at zc = 2.85 and the horizontal

line marks unity flux ratio. Redward of Lyα, all ratios approach one, as expected in the

case of almost identical intrinsic quasar SEDs.
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strong and systematic evolution in the flux ratio indicative of an increasing IGM opacity

with increasing redshift. When generating composite spectra in the quasar rest-frame,

nearest-pixel values were adopted without interpolation (in order to reduce the covari-

ance in the final composite), and combined by using an unweighted mean method (all

sightlines contributing equally). Individual spectra were normalized at the rest-frame

wavelength 1440 − 1460 Å where the quasar SED is relatively flat (without prominent

emission and absorption lines).

2.2.1 Systematic Errors

The initial eSDSS DR14 spectra have systematic errors in the blue flux calibra-

tion and sky subtraction (Lan et al., 2018). Though corrected by the pipeline following

Margala et al. (2016), DR14 spectra at wavelength λobs < 4000 Å appear still slightly

tilted compared to SDSS DR7 composites of the same quasar sample. This can be seen

in Figure 2.2, where the ratio between eBOSS DR14 and SDSS DR7 composites are

plotted at four representative redshifts (zc = 2.85, 3.25, 3.65, 4.29). The DR14 spectra

have systematically higher fluxes (median ratios always greater than one) across the rel-

evant redshift range. The comparison between DR14 and DR7 composites also suggests

a systematic trend of higher flux ratios towards increasing redshifts. We believe this

bias is mainly due to differences in the sky subtraction between the two data releases.

In an attempt to reduce systematics, we have made different signal-to-noise

(S/N) cuts to our sample spectra and compared the resulting DR14/DR7 composites in

different redshift bins. We find that a S/N > 2.2 pixel−1 cut at rest frame wavelengths
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Figure 2.2: Flux ratio of composite spectra (same quasar sample) from SDSS DR14

and DR7 at four different redshifts. Note how DR14 composites have a systematically

higher flux level compared to DR7, a bias that increases with increasing redshift.
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Figure 2.3: Same as Fig. 2.2 but after a S/N > 2.2 pixel−1 cut.

of 1440 − 1460 Å is optimal, as it greatly reduces systematics while only reducing the

sample size by half. As shown in Figure 2.3, with this S/N cut the DR14 and DR7

composites now match to within 3% in most redshift bins.

2.2.2 Final Composite Spectra

The final sample consists of 27, 008 individual quasar spectra, which are com-

bined in 16 redshift bins of width equal to 0.1 for quasars with redshifts < 4.0, and 0.2 at

higher redshifts because of the decreasing number of targets. We exclude spectra with

broad absorption line (BAL) features using the relevant flag in the quasar catalog (Pâris
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Figure 2.4: Final composite spectra from eBOSS DR14 data in different redshift bins.

et al., 2018), and mask the skylines region from 5570 to 5590 Å. The final composite

spectra for eBOSS DR14 are shown in Figure 2.4.
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2.3 Mean Transmitted Flux

2.3.1 Lyα Opacity

The mean transmitted flux at the rest-frame wavelength λc of a quasar com-

posite with mean emission redshift zc can be written as

F (z) =
fobs(λc, zc)

fcont(λc)
, (2.2)

where, in the Lyα forest, 1 + zabs = λc(1 + zc)/λα. Becker et al. (2013) measured the

ratio of F (z) at two different redshifts z1 and z2 by evaluating the ratio of fluxes between

composites “c, 1” and “c, 2” at the same rest-frame wavelength,

F (z1)

F (z2)
=

fobs(λc, zc,1)

fobs(λc, zc,2)
, (2.3)

a relation that is satisfied when the mean continuum in the composites either does not

evolve or has been appropriately corrected vs. redshift. They compute F (z) up to

a normalization factor, achieved by fitting a function that matches the observed flux

ratios. The flux F (z) is parameterized discretely in bins of z = 0.1, with the initial

bin at z = 2.15, and computed as a fraction of the transmitted flux in that bin, i.e.,

F (z)/F (zc = 2.15).

Here, we adopt a modified approach. We assume, as in Becker et al. (2013),

that the quasar unabsorbed SED does not change with redshift (see Fig. 2.1), but use

Monte Carlo Markov Chain (MCMC) inference to perform a simultaneous fit to all of our

DR14 composite spectra using a two component model: 1) the continuum represented

by a cubic spline that varies with rest-frame wavelength; and 2) τtot(z) ≡ − ln F (z), also
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modeled as a cubic spline as a function of redshift. We emphasize that τtot includes all

sources of opacity in the Lyα forest region including metals and optically-thick absorbers

(discussed below).

Our empirical model for the shape of the quasar continuum uses 12 spline

points spaced in wavelength as detailed in the Appendix (2.2). The cubic-spline form

for τtot differs from the power-law function commonly adopted in the literature (but

shown to be insufficient by Becker et al. 2013). After experimentation, we chose ten

spline points to represent the total Lyα effective opacity as a function of redshift. The

prior uniform distribution of the first spline point ranges from 0.2 to 0.8, and the range

limits for the next points increase by 0.045 (i.e. 0.245 − 0.845 for the second point,

0.29 − 0.89 for the third, etc (see Table 2.3). Lastly, to yield an absolute estimate of

τtot, the model is constrained by the high-resolution measurements of Faucher-Giguère

et al. (2008a) at redshifts 2.0− 2.8, including our estimate for optically-thick absorbers

(§ 2.3.3) which were masked by Faucher-Giguère et al. (2008a). We also note that this

is a small correction (≈ 0.015) at these redshifts.

Our Bayesian MCMC analysis centers on the rest-frame wavelength region

1075 − 1150 Å in the composite spectra for two reasons: 1) the ionization state of

intergalactic gas is known to be enhanced near quasars (Bajtlik et al., 1988; Lidz et al.,

2007), and restricting to wavelengths ≤ 1150 Å mitigates the impact of this “quasar

proximity effect”; and 2) the lower bound avoids variation in the quasar continuum from

OVI and FeII emission. The prior distributions of each of the 22 MCMC parameters

are assumed to be uniform, and their ranges are listed in Table 2.4 of the Appendix.
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Figure 2.5: Our MCMC method. Red dots: spline points used to represent the unab-

sorbed quasar continuum. The mock observed flux (solid blue curve) is given by the

unabsorbed continuum × exp(−τLyα), where the function τLyα(z) is represented with 10

spline points. The mock flux is then fitted to the DR14 composite spectra.

The fitting algorithm adopts a multivariate normal log-likelihood distribution, with a

covariance matrix generated as described in the Appendix. Our MCMC method is

illustrated in Figure 2.5.

In the Appendix we show trace and kernel density plots for all the 22 spline

parameters describing the quasar continuum (Fig. 2.14) and τLyα (Fig. 2.15). All

parameters appear to have converged at the end of the MCMC sampling. Also in the

Appendix, Figure 2.16 depicts the one- and two-dimensional projections of the posterior

distributions for the quasar continuum. The best-fit MCMC model is compared to SDSS

DR14 composite spectra as a function of redshift in Figures 2.6 and 2.7.
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Figure 2.6: MCMC best-fit model to DR14 composite spectra (blue curves) in the

redshift interval zc = 2.85−3.55. The shaded region corresponds to the 95% confidence

range of the transmitted flux marginalized over the posterior distribution.
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Figure 2.7: Same as the previous figure in the redshift interval zc = 3.65 − 4.69.
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2.3.2 Metal Line Contamination

Metal absorption in the Lyα forest is an important systematic component to be

modeled for a precise measurement of τLyα. Previous studies have shown that the flux

decrement associated with the opacity of metal lines is nearly independent of redshift

(Schaye et al., 2003; Kirkman et al., 2005; Becker et al., 2011). Therefore, it presents

only an arbitrary constant that we choose not to model. By using the metal-corrected

τLyα measurements of Faucher-Giguère et al. (2008a) at z = 2.0 − 2.8 to constrain

our MCMC model combined with optically-thick absorbers, we effectively recover an

estimate without metals absorption.

2.3.3 Correction for Optically Thick Absorbers

Our Lyα opacity measurements (corrected for metal absorption) include all

diffuse intergalactic gas along the line of sight including optically-thick absorbers with

NHI ≥ 1017.2 cm−2. These “Lyman-limit systems” (LLS) arise from highly overdense

regions in the circumgalactic environment and are difficult to model analytically or in

numerical simulations. It is standard practice, therefore, to subtract the contribution

of LLS to τLyα. Here, we follow Becker et al. (2013), and compute the integrated flux

decrement from LLS as

DLLS =
1 + z

λα

∫
dNHI

∫
dbf(NHI, z)W0(NHI, b), (2.4)

where f(NHI, z) is the neutral hydrogen column density distribution, and W0 is the rest-

frame equivalent width. We use the f(NHI, z) distribution for 3.0 < z < 4.5 simulated
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by the package pyigm (Prochaska et al., 2014), and integrate Equation (2.4) over the

column density range NHI = 1017.2−1022 cm−2. We assume that gas column density and

Doppler parameters b are statistically independent, and adopt a fixed value of b = 24

km s−1 (varying b in the range 20 − 30 km s−1 has little impact on our results). The

opacity from these optically-thick absorbers is therefore τLLS ≡ − ln(1 −DLLS).

In our analysis, we first derive a raw measurement of τ ′tot from MCMC infer-

ence, and then subtract the contribution of optically thick absorbers,

τLyα = τ ′tot − τLLS (2.5)

where τ ′tot has been corrected for metal-absorption. The magnitude of the LLS correction

is approximately 4-6%. The fully corrected Lyα opacity of the IGM is shown in Figure

2.8. Our flexible spline point model for τtot reproduces the redshift evolution of DR14

composite spectra more precisely than the standard power-law approximation.

2.3.4 Lyβ Relative Opacity

Leveraging the large dataset of eBOSS DR14 and its blue wavelength coverage,

we extend our analysis of the opacity of intergalactic hydrogen to include τLyβ. As there

are no existing measurements of quasar UV continuum levels in the Lyβ forest, we can

only provide here a relative determination, ∆τLyβ. We focus on the rest-wavelength

range 990 − 1010 Å in the composite spectra, the region blueward of the Lyβ emission

line where the signal-to-noise is higher. As before, we measure the ratio of transmitted

fluxes between all other composites and that at the reference redshift zc = 2.95. In
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Figure 2.8: Observational determinations from DR14 composite spectra of the Lyα

opacity in the redshift range 2.4 − 4.4. The best-fit from MCMC inference (corrected

for metal line and LLS absorption) is shown as the shaded region corresponding to the

95% confidence interval of τLyα marginalized over the posterior distribution.
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Figure 2.9: Relative Lyβ effective opacity of the IGM from eBOSS DR14 data. The ten

redshift bins cover the range 2.8 ≤ z ≤ 4.6.

each composite, the transmission through the Lyβ forest is determined by the combined

effective optical depth,

τα+β(λobs) = τLyα(zα) + τLyβ(zβ), (2.6)

for the overlapping spectral region, with zα = λobs/λα − 1 and zβ = λobs/λβ − 1.

Therefore, the flux ratio between a pair of composite spectra is sensitive to the difference

∆τLyα + ∆τLyβ evaluated at λobs. We first calculate τα+β, then attain a value for

∆τLyα + ∆τLyβ evaluated at λobs relative to τLyβ(zc = 2.95) from equation (3). We

subtract from it the foreground ∆τLyα and finally determine ∆τLyβ(z). The evolving

relative Lyβ opacity in ten redshift bins is shown in Figure 2.9.
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2.4 DISCUSSION

We have presented new measurements of the mean transmitted UV flux through

cosmic hydrogen using 27,008 quasar spectra from eBOSS DR14, and applied MCMC

inference to produce a spline-piecewise fit of the effective Lyα (corrected for metal lines

and hydrogen optically thick absorption) and relative Lyβ optical depths. In Figure

2.10 we plot our derived intergalactic Lyα opacity along with previous SDSS-based re-

sults by Becker et al. (2013), Dall’Aglio et al. (2009), and Pâris et al. (2011), as well

as with the high-resolution determinations made by Faucher-Giguère et al. (2008a) –

and used to constrain our MCMC model at z < 2.8. All of the works yield similar τLyα

estimations at z < 3 and our new measurements lie between the locus of data at higher

redshifts.

Compared to Becker et al. (2013), the ≈ 10% differences between the two de-

terminations at z = 3.4 − 4 may be associated with three different factors. Firstly, the

difference in the sky subtraction for the DR7 and DR14 data sets. However, because

Becker et al. (2013) estimate that sky subtraction affects only ≈ 5% of the results, we

expect this is a minor effect. Secondly, the DR14 sample analyzed here is considerably

larger than the DR7 sample. Also, the systematic on the τLyα measurement caused by

the Quasar SED shape discussed in §APPENDIX D may contribute to ≈ 6− 8% of the

measurement difference. Taking the three factors into account, our results are consis-

tent with Becker et al. (2013). Dall’Aglio et al. (2009) combined a redshift-dependent

global correction from mock simulated spectra with a local spline interpolation to fit
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Figure 2.10: The comparison between τLyα measurement from the best fitted spline

evolution for τLyα (blue region marks 3-sigma confidence level for the fitted τLyα model)

from the MCMC modeling plotted with the DR14 data after correcting metal line ab-

sorption and optically thick absorbers and the measurement in Becker et al. (2013);

Dall’Aglio et al. (2009); Faucher-Giguère et al. (2008a); Pâris et al. (2011). Upper left:

The comparison between our results and measurement in Becker et al. (2013). Upper

right: The comparison between our results and measurement in Faucher-Giguère et al.

(2008a). Lower left: The comparison between our results and measurement in Pâris

et al. (2011). Lower right: The comparison between our results and measurement in

Dall’Aglio et al. (2009). 28
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curve).
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the continuum of 1733 individual quasar spectra. At the medium resolution of SDSS

redshift-dependent corrections must be larger, and will be more significant at lower red-

shifts. There is a small discrepancy between Dall’Aglio et al. (2009) measurement and

our results at z > 4.0. The reasons for this slight disagreement may be as follows. While

fitting the continuum in the medium resolution spectra, the fitting parameters will also

have larger error and systematics. Also, in Dall’Aglio et al. (2009), the mock spectra

used for fitting the continuum are based on a fixed number density, column density and

Doppler parameter distributions of absorbers. This also leads to the systematic effects

causing some discrepancy in the evolution of the Lyα opacity.

Finally, a more recent paper by Kamble et al. (2020) utilizes BOSS DR12 data to mea-

sure the Lyα opacity in a quasar sample that is similar to ours. These authors model

τLyα as a power-law and fit for the continuum normalization and then marginalize over

the latter in seven bins of quasar samples. A comparison between their results and

ours shows (Fig. 2.11) a systematically higher optical depth. The majority of the dif-

ference originates from their decision not to constrain their model by high-resolution

estimates of τLyα (e.g. Faucher-Giguère et al., 2008a). We also note that while they

ignored quasars with foreground damped Lyα systems, their τLyα do include opacity

from LLS at lower column densities. We estimate, however, that this is a relatively

small correction (< 10%). Also, our measurement shows a small dispersion with Kam-

ble et al. (2020) at higher redshift. This may due to the difference in our methods to

attain the τLyα measurement. Our measurement use a spline point model for the τLyα

measurement while Kamble et al. (2020) assume a power law distribution for the τLyα ,
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leading to the fact that the discrepancy tends to get small in the high redshift regime.

In §APPENDIX D, we also investigate the effect caused by different spectral indexes

(similar to the spectral index groups in Kamble et al. (2020)). Taking into account the

systematic discussed in §APPENDIX D, our discrepancies with Kamble et al. (2020)

are largely relieved.

A recent publication from the large spectroscopic datasets (the Dark Energy

Spectroscopic Instrument (Turner et al., 2024) also perform a measurement on τLyα

by using a Convolutional Neural Network to reconstruct the Lyman alpha continuum.

Our results are consistent with the DESI results within 95% confidence level taking into

account the systematic mentioned in §APPENDIX D.

2.5 Conclusion

We measure the τLyα and relative τLyβ using a novel method from the eboss

DR 14 spectroscopic data. Our results are consistent with the majority of τLyα mea-

surements in previous literature. In the future, as we turn to the next generation of

large spectroscopic datasets (the Dark Energy Spectroscopic Instrument; DESI/DESI-II

DESI Collaboration et al., 2022a) , it is evident that quasar sample size is no longer the

limiting factor in estimating τLyα. Instead, the accuracy and precision is limited by sys-

tematic error in data collection (e.g. fluxing) and the assumption that quasar continua

are invariant with redshift. Nevertheless, opportunities to extend to higher order Ly-

man series lines will materialize, both in surveys like DESI but also in higher-resolution
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samples.

2.6 Appendix

2.6.1 Bayesian Inference Parameters and Priors

We use a MCMC process to sample the best fitted parameters. All the priors

for the 22 parameters are uniform. The location for the first 12 spline points (continuum

model) is listed in 2.2. The location for the 10 spline points for the τα is listed in 2.3.

The range of the value for the uniform prior is listed in 2.4.

2.6.2 Covariance Array

The uncertainty in the composite spectra does not follow standard error prop-

agation because of correlations in the underlying continuum of each quasar. To assess

the uncertainty and these correlations, we generated a covariance matrix with standard

bootstrap resampling techniques. In each iteration, a new composite was generated

from a number N of randomly drawn individual spectra equal to the total number N of

spectra in that redshift bin, allowing for duplication. This process was repeated 10,000

times to generate the covariance matrix of that composite. The covariance matrices

showing correlations in the error budget of the transmitted flux are plotted in Figures

2.12. The structure of the covariance matrix is symmetric, and the variance of the

transmitted flux (diagonal elements) dominates over the covariance between all possible

flux pairs (off-diagonal terms). The covariance of the off-diagonal terms also increase
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Table 2.2: Continuum spline points in rest-wavelength space.

Spline Point Wavelength λc (Å)

0 1075

1 1082

2 1088

3 1095

4 1101

5 1108

6 1114

7 1121

8 1127

9 1134

10 1140

11 1147
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Table 2.3: Lyα opacity (corrected for metal lines but not for LLS) spline points in

redshift space (see final results for details).

Redshift Mean Value hpd 2.5 hpd 97.5

Spline Point 12 2.50 0.27 0.25 0.29

Spline Point 13 2.64 0.32 0.31 0.34

Spline Point 14 2.80 0.38 0.36 0.39

Spline Point 15 2.95 0.40 0.38 0.42

Spline Point 16 3.11 0.46 0.44 0.47

Spline Point 17 3.27 0.52 0.5 0.54

Spline Point 18 3.42 0.58 0.56 0.60

Spline Point 19 3.63 0.68 0.67 0.70

Spline Point 20 3.94 0.85 0.83 0.87

Spline Point 21 4.20 1.09 1.07 1.12
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Table 2.4: Ranges of the prior uniform distributions for the 22 spline points used in our

MCMC inference.

Parameter Range

Continuum spline points 0-11 0.6–2.8

Spline Point 12 0.2–0.8

Spline Point 13 0.245–0.845

Spline Point 14 0.29–0.89

Spline Point 15 0.335–0.935

Spline Point 16 0.38–0.98

Spline Point 17 0.47–1.07

Spline Point 18 0.515–1.115

Spline Point 19 0.56–1.16

Spline Point 20 0.605–1.205

Spline Point 21 0.65–1.25
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with respect to the redshift.

2.6.3 Convergence of MCMC Algorithm

All parameters appear to have converged at the end of the MCMC sampling.

Figures 2.14 and 2.15 show kernel density estimation of the posteriors and the samples

of the Markov chain for all 22 spline parameters describing the quasar continuum and

τLyα.
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Figure 2.12: The Covariance matrices for DR14 composite spectra in the redshift interval

zc = 2.85 − 3.55. All the covariance plot show similar features (sysmetric along the

diagonal axis). The covariance in the off-diagonal terms are more significant in the

higher redshift bins.
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Figure 2.13: Covariance matrices for DR14 composite spectra at z ≥ 3.65.
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2.6.4 Systematic Errors Estimation from quasar SEDs

We also perform an estimation of systematic errors in the τLyα measurement

caused by different quasar SED shapes. We first fit a power law f = αλβ to the shape of

the quasar SEDs, where f is the flux of the quasar spectra and β is the spectral index.

We then group those quasar spectra by spectral index as in Kamble et al. (2020). We

adopt three spectral index bins: −2.78 < β < −2.12,−2.12 < β < −1.46,−1.46 < β <

−0.8. We then recompute the composite spectra at all redshifts for the three different

spectral index bins and rerun the MCMC process with our spline point method. The

measurements of τLyα for the 3 bins are presented in Figure 2.17. From the differences

between these τLyα measurements and those from the full sample, we estimate that the

uncertainty from the systematics caused by the difference in the spectral index of the

quasar SEDs is 6 − 8% at z < 4 and 10 − 12% at z > 4.0.
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Figure 2.16: Final corner plot for all the parameters we used to represent the continuum

and τLyα(z) in the MCMC fitting.

42



2.5 3.0 3.5 4.0 4.5

Redshift
0.2

0.4

0.6

0.8

1.0

1.2

1.4

τ L
yα

Spline point model for the τLyα
95% confidence level Spline point model for all sample
95% confidence level Spline point model for subsample 1

2.5 3.0 3.5 4.0 4.5

Redshift
0.2

0.4

0.6

0.8

1.0

1.2

1.4

τ L
yα

Spline point model for the τLyα
95% confidence level Spline point model for all sample
95% confidence level Spline point model for subsample 2

2.5 3.0 3.5 4.0 4.5

Redshift
0.2

0.4

0.6

0.8

1.0

1.2

1.4

τ L
yα

Spline point model for the τLyα
95% confidence level Spline point model for all sample
95% confidence level Spline point model for subsample 3

Figure 2.17: τLyα measurement for quasar spectra with three different spectral index

(-2.78< β <-2.12, -2.12< β <-1.46,-1.46< β <-0.8). The upper left panel shows the

comparison between the τLyα measurement for quasar spectra with -2.78< β <-2.12

and the τLyα measured with all the spectra in the sample. The 95% confidence level

of the τLyα measurement for quasar spectra with -2.78< β <-2.12 is labeled in red and

the 95% confidence level of the τLyα measured from all sample is labeled in blue region.

The DR14 quasar data with -2.78< β <-2.12 is labeled in dark data points. The upper

right and lower panels are similar figures for quasar spectra with -2.12< β <-1.46 and

-1.46< β <-0.8.
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Chapter 3

Building DLA catalog for the DESI

QSO Spectra

Quasar absorption systems are crucial for studying galaxy evolution and large

scale structure. The absorption of Lyα opens a wide window to study gas properties

inside and around galaxies as well as neutral gas on large scales in the IGM (Wolfe et al.,

1986; Rauch, 1998; DESI Collaboration et al., 2016b; Cai et al., 2017; Pérez-Ràfols et al.,

2018). Among these absorption systems, damped Lyα systems (DLAs) (usually this

refers to objects with neutral hydrogen column densities NHI > 2 × 1020cm−2), serve

as significant reservoirs of atomic hydrogen and provide valuable insights into galaxy

evolution and large scale structure (Wolfe et al., 2005; Prochaska & Wolfe, 1997; Zafar

et al., 2013). For example, DLAs are crucial for examining the circumgalactic medium

(CGM) around high-redshift galaxies (z >2).

Historically, DLA detection involved manual inspection of spectral data Prochaska
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& Herbert-Fort (2004). In recent decades, automated detection techniques, including

the Gaussian Process Algorithm and Convolutional Neural Networks (CNNs), have been

employed Garnett et al. (2017); Ho et al. (2020). These novel methods significantly in-

crease the efficiency of DLA detection while maintaining accuracy comparable to visual

inspection.

Building a DLA catalog is essential for studying the properties of galaxies and

their evolution. Investigating the rate at which galaxies convert their gas into stars is

one important approach to study the assembly of galaxies. Therefore, DLAs are key to

understanding the gas reservoir for galaxy formation and evolution, and thus shed light

on the role of neutral gas in galaxy formation and evolution Prochaska & Wolfe (2009);

Noterdaeme et al. (2012).

Moreover, such a catalog is crucial for addressing a significant challenge in

Baryon Acoustic Oscillation (BAO) measurements. BAO studies are fundamental for

understanding the expansion history of the universe. The BAO signal, imprinted in the

distribution of galaxies and intergalactic gas, serves as a ”standard ruler” for cosmology.

By measuring the large-scale structure of the universe, researchers can infer the rate of

expansion at different epochs, providing crucial insights into the nature of dark energy.

BAO measurements using the Lyα forest have proven to be particularly effective for

high-redshift studies (z > 2). These measurements rely on detecting the subtle imprints

of BAO in the distribution of Lyα absorbers in quasar spectra (e.g., Bautista et al.,

2017). Optically thick absorbers like DLAs introduce bias into the analysis, making an

accurate DLA catalog essential for mitigating these contaminants.
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As discussed in the thesis introduction, the Dark Energy Spectroscopic Instru-

ment (DESI) survey, covering 14,000 deg², will substantially expand high-redshift QSO

observations, providing extensive data for Lyα forest studies and BAO measurements.

The 2.4 million QSO spectra observed by DESI will enhance our ability to trace inter-

galactic gas distribution at z > 2. To minimize the bias and systematics introduced

by DLAs, it is essential to build a DLA catalog in DESI. This catalog will improve

the accuracy of BAO studies using optically thin absorbers, enabling a more precise

understanding of the large-scale structure of the universe.

By integrating state-of-the-art detection techniques and extensive survey data,

the creation of a detailed DLA catalog will not only advance our knowledge of galaxy

evolution but also refine the methods used to map the cosmos through BAO measure-

ments.

This chapter outlines my contribution to the development of a Convolution

Neutral Network based DLA finder and the DLA catalog for the DESI survey in Wang

et al. (2022). In this paper, we optimized and applied the three-layer CNN model (see

3.1 for the network structure) from Parks et al. (2018) to identify and characterize the

damped Lyα systems. The two physical properties (NHI, redshift z ) of the damped

Lyα systems (DLAs) for mock spectra from the Dark Energy Spectroscopic Instrument

(DESI) are the major physical properties we constrained in the algorithm. Our CNN

model achieves over 99% classification accuracy for spectra with signal-to-noise ratios

(S/N) above 5/pixel and over 97% for spectra with S/N ∼ 1/pixel. We also examined

the effect of different DLA catalogs (the DLAs from mock catalogs, DLAs detected
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by Gaussian process) on the measurement of baryon acoustic oscillations (BAO). The

difference in the cosmological fitting parameter for BAO is less than 0.61% compared

to an analysis using perfect DLA masking. This discrepancy is smaller than the 1.7%

statistical error for the first year of DESI.

I completed the preliminary work for this project by developing a Python

package that organizes DESI mock spectra into a format suitable for convolutional

neural networks (CNNs) and ran the network on the arranged data. The structure of

the DLA finder from DESI original mock spectra to the final output of the ID, NHI

and redshift of the DLAs is shown in 3.2. First the flux and error with the meta data

of the input DESI mock spectra are extracted. The CNN network slides through each

individual spectra and identifies existing DLAs. The final output of each run is a DLA

catalog including the ID, redshift and cloumn density NHI of each detected DLAs.

I also ran some preliminary plural in order to improve the performance of

the CNN model on the mock spectra. The original CNN model was trained on the

SDSS/BOSS spectra. I created the confusion matrix to estimate the completeness and

purity of our DLA catalog based on the SDSS training set. The purity is defined as the

number of true positive divided by the total number of true positive and false positive.

The completeness is defined by the total number of the true positives divided by the

total number of true positives and true negatives. The original performance of the CNN

model is illustrated in 3.3. This indicates that the original CNN Network trained on the

SDSS/BOSS spectra achieved a accuracy around 70 % with a classification confidence

level around 0.6, indicating that refined training is in order to further improve the CNN
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performance. After the preliminary testing, I helped with tutoring students who are the

primary authors on the paper and also ran some tests on retraining the CNN Network

on the DESI Mock spectra with uniform NHI and different S/N. Other details for the

CNN DLA finder and the BAO-fitting result by masking the DLAs using the DLA

catalog can be found in Wang et al. (2022).

The CNN finder algorithm in our study is designed and used to mask the

DLAs in the spectra with signal-to-noise (SNR) larger than 3 for the BAO measurement

(DESI Collaboration et al., 2024). It is successfully applied in one of the most influential

scientific output of the DESI year one data, the BAO measurement from the Lyα forest

(DESI Collaboration et al., 2024).
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Figure 3.1: The three-layers CNN architecture used in our project (Fig. 6 in Wang

et al. (2022)) Parks et al. (2018); Wang et al. (2022), casting DLAs as a 1D image

problem. There are three convolutional layers, three pooling layers, one fully connected

layer, and three sub-fully connected layers. The final output from the CNN network

are: classification, offset (redshift), and column density.
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Figure 3.2: The data structure of the DLA Finder. The flux and error with other data

are extracted from the input DESI mock spectra. After the CNN algorithm is run on

the data, the code outputs a catalog including the redshift, column density and IDs of

the detected DLAs.
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Figure 3.3: My preliminary work on the purity and completeness of the SDSS trained

CNN model run on the DESI London mock v09. A comparable figure for the final

algorithm after retraining the DESI mock data can be found in Fig. 20 in Wang et al.

(2022).
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Chapter 4

The Draco dSph Galaxy in DESI

4.1 Introduction

Dwarf galaxies play a crucial role in our understanding of galaxy formation and

evolution. They are key to understanding the dark matter distribution, star formation

history, chemical and dynamical evolution of the Milky Way (MW) (e.g., Bullock et al.,

2000; Bullock & Johnston, 2005; Bovill & Ricotti, 2009; Weinberg et al., 2015). Starting

with the classical dwarf spheroidal galaxies of the Milky Way, the discovery of the

Sagittarius dSph (Ibata et al., 1994) was followed by many new, faint dwarf galaxies

discovered at a rapid pace in the SDSS (e.g., Willman et al., 2005; Belokurov et al.,

2006a, 2007, 2008; Koposov et al., 2008). The recent discovery of new dwarf spheroidal

galaxies (dSphs) in the Dark Energy Survey (Bechtol et al., 2015a; Koposov et al.,

2015a; Drlica-Wagner et al., 2015), Magellanic Satellites Survey (Torrealba et al., 2018)

and other data has revolutionized our knowledge of the Milky Way’s satellite systems.
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These findings reveal a large population of dSphs, with some being potential satellites

of the Large Magellanic Cloud (LMC) and the Small Magellanic Cloud (SMC).

Dwarf spheroidal galaxies live in low-mass dark matter halos. The subhalo

mass function of a galaxy like the Milky Way and the central density profiles of dwarf

galaxies and their subhalos are crucial for measurements of the distribution of dark

matter on small scales. Thus dwarf galaxies play an important role in investigating

the nature of dark matter itself (Zavala & Frenk, 2019). Data from the Gaia satel-

lite (Gaia Collaboration et al., 2018a) and new photometric surveys have enabled new

investigations of dwarf galaxy kinematics and their interactions with the Milky Way

(Bechtol et al., 2015a; Wang et al., 2017; Muñoz et al., 2018; Li et al., 2018; Shipp et al.,

2018). These and other recent investigations suggest that some of these dwarfs may be

surrounded by significant low-surface-brightness stellar tidal features, a phenomenon

predicted by simulations even for galaxies not currently experiencing significant mass

loss through tidal stripping (Wang et al., 2017). Many studies have shown evidence of

stars being stripped off the other dSph satellite galaxies and potential associations with

extended stellar streams (e.g., Newberg et al., 2002; Majewski et al., 2003; Law et al.,

2005; Koposov et al., 2012; Ibata et al., 2020; Vasiliev et al., 2021; Sestito et al., 2023).

Among the dwarf galaxies, Draco was first discovered by Wilson (1955) using

the Palomar 48 inch telescope. Draco is a metal poor dwarf ([Fe/H] = −1.93 ± 0.01

from Kirby et al. (2011)), with a 9.67 arcmin half-light radius at a heliocentric distance

of 76 kpc (Muñoz et al., 2018). Draco is highly dark matter dominated (Klessen et al.,

2003). Its large velocity dispersion made it the subject of interest for many previous
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studies, none of which found clear evidence for tidal disruption in Draco (Ségall et al.,

2007; Muñoz et al., 2018; Jensen et al., 2024).

The DESI Early Data Release DESI Collaboration et al. (2023a) includes data

from the Milky Way Survey Validation (SV) campaign. The SV campaign consists DESI

Collaboration et al. (2023b) > 200,000 unique stars. The Draco dwarf was observed on

two of 8 square degree tiles in the SV campaign. With the addition of heliocentric

velocity and metallicity measurements (Cooper et al., 2023; DESI Collaboration et al.,

2023a) from DESI in a large area around Draco, we revisit the properties of the Draco

dSph especially at and beyond the tidal radius.

This paper is organized as follows. In §4.2, we explain our sample selection. In

§4.3, we discuss the Gaussian mixture model used to identify member stars in Draco. In

§4.4, we illustrate the results (membership probability, mean line of sight velocity, mean

metallicity, mean proper motion) we attained from the Gaussian mixture model. In §4.5

and §4.6, we compare our results to previous literature and present the conclusions.

4.2 Data

The Draco data sample we used in this study was taken as part of the DESI Sci-

ence Verification program DESI Collaboration et al. (2023b). The spectra are included

in the DESI Early Data Release (EDR) DESI Collaboration et al. (2023a). However,

we use radial velocities and [Fe/H] from a more recent version of the rvspecfit pipeline

discussed in (Cooper et al., 2023; DESI Collaboration et al., 2023a) that will be included
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in a future DESI data release. This version of rvspecfit provides measurements of the

heliocentric velocity vhel to about 1 km/s accuracy and [Fe/H] accuracy to about 0.2

dex (Cooper et al., 2023).

The sample contains data observed on two different DESI tiles. Each tile is 8

square degrees and targets 5000 objects, including calibration and sky fibers. See section

2.2 in DESI Collaboration et al. (2023a) for more details about DESI observing. The

two Draco tiles were observed at a range of moon illumination and observing conditions.

The median exposure time on the stars used for this analysis was 6100.26 s. The details

for RA/DEC selection and quality cuts for our preliminary selection sample are as

follows.

• RA from 253 to 267

• Dec from 55.9 to 59.9

• 16 < r mag < 21

• logg < 4

• RVS WARN =0

• RR SPECTYPE not QSO

• PHOT VARIABLE FLAG not VARIABLE

The total number of stars after this preliminary selection is ∼ 700.
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4.2.1 Photometry Selection

We use photometric catalogs from the Legacy Survey DR9 (Dey et al., 2019)

to improve our selection of Draco members using color-magnitude cuts. We use an

old, metal-poor ([Fe/H] = -1.5) Dartmouth Isochrone with age = 10 Gyr Dotter et al.

(2008) and select stars in the range |g − r − Iso(r)| < 0.39, where Iso is the Isochrone

value. The horizontal branch is not included in the Dartmouth Isochrone model. We

use photometry from the Legacy Survey (Dey et al., 2019) of the globular cluster M92

to define a region for the horizontal branch of an old stellar population like Draco.

We select a region 0.6 mag wide in g band centered on the cluster horizontal branch

ridgeline and add that to the isochrone selection. The final selection yields 357 stars

and is shown in Fig. 4.1.

4.3 Methods

We apply a Gaussian mixture model to the combined dataset of vhel and [Fe/H]

from DESI (DESI Collaboration et al., 2023a) and proper motions from Gaia DR3 (Gaia

Collaboration et al., 2023). We correct the radial velocity for perspective rotation using

the equations in Kaplinghat & Strigari (2008). We implement the correction as part

of fitting the mixture model parameters, so the correction is made using our best-fit

proper motion. All the radial velocity and proper motion data are in the heliocentric

frame. We model the radial velocity, [Fe/H] and the proper motion distributions as a

two-component mixture of the satellite and MW foreground/background components.
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Figure 4.1: The region inside the dashed lines is the final selection for the Draco can-

didates sample from the DESI SV data. For the color-magnitude cuts used in the

selection, we use an old, metal-poor ([Fe/H] = -1.5) Dartmouth isochrone with a age =

10 Gyr Dotter et al. (2008) and select stars within the Isochrone g-r +/-0.39. We use

photometry from the Legacy survey (Dey et al., 2019) of the M92 globular cluster to

define a region for the horizontal branch that is not included in the isochrone.
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We do not apply a radial density profile in our mixture model in order to avoid biasing

our membership probabilities against stars outside the tidal radius. Our model has two

components, Draco and the Milky Way (MW) interlopers, and three parameters: vhel,

[Fe/H], proper motion, fit for each component. The functional form for the likelihood

for each component is:

L(x, σ2;x) =
1√

2πσ2
exp

(
−(x− x)2

2σ2

)
(4.1)

where x is the mean of the physical property and σ the combination of the intrinsic dis-

persion of the physical property and the internal errors of the data. The two component

mixture model is a sum of likelihoods:

L = (fsat)Lsatellite + (1 − fsat)LMW (4.2)

Lsatellite = Lvhel,satelliteL[Fe/H],satelliteLPM,satellite (4.3)

LMW = Lvhel,MWL[Fe/H],MWLPM,MW (4.4)

where fsat is the fraction of stars belong to the dSph. Variables Lvhel,satellite,

L[Fe/H],satellite, LPM,satellite refer to the heliocentric velocity, metallicity and proper mo-

tion likelihood components for the dSph. Lvhel,MW, L[Fe/H],MW, LPM,MW denote the

heliocentric velocity, metallicity and proper motion likelihood components for the MW

foreground/background stars.

We list all the parameters used in the model in table 4.1. The four param-

eters (vhel,satellite, [Fe/H], satellite, µα cos δ,satellite, µδ,satellite) represent the mean of the
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physical properties for the galaxy component and vhel,MW, [Fe/H],MW, µα cos δ,MW ,

µδ,MW represent the mean for the Milkyway background. We constrain the dispersion

component of the proper motion (µα cos δ,satellite and µδ,satellite) for the Draco dSph using

previous measurements. We use the value of 9.1 km/s, the value of the Draco veloc-

ity dispersion measured by Muñoz et al. (2018) converted to the proper motion (0.025

mas/yr) using a distance of 75.8 kpc for Draco Muñoz et al. (2018). Therefore, we have

two parameters σvhel,satellite, σ[Fe/H],satellite for the dSph dispersion and four parameters,

σvhel,MW, σ[Fe/H],MW, σµα cos δ,MW
and σµδ,MW

for the MW dispersion. Also, as discussed

in section 7.4.2 in Cooper et al. (2023), there is an additional systematic component of

∼ 0.9 km/s in the radial velocity errors; thus, we apply a 0.9 km/s in quadrature to the

radial velocity errors in our Gaussian Mixture Model.

We model the satellite proper motion component as a multivariate distribution

(e.g., Pace et al. (2022)). We include the covariance in the proper motion errors (the

cross term in the proper motion error) and intrinsic proper motion dispersion terms.

The log likelihood for this multivariate Gaussian distribution is:

L(x,Covm | X) = −n

2
log(2π) − 1

2
log |Covm|

−1

2

n∑
i=1

(xi − x)TCovm−1(xi − x)

(4.5)

where x represents the parameters for the mean proper motion (µδ, µα cos δ) of Draco,

Covm represents the covariance matrix, X represents the observed proper motion

data, n represents the number of stars in the sample. For the MW proper motion

distribution, we define the intrinsic dispersion by adding the MW dispersion component
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to the diagonal term of the PM covariance. The covariance matrix Covm is now defined

as:

Cov(µδ, µα cos δ) + Diag(σ(µα cos δ), σµδ
) (4.6)

where Cov(µδ, µα cos δ), is the Gaia covariance matrix for proper motions. For

the Draco component, we add σµα cos δ,satellite
and σµδ,satellite

, the Draco proper motion

dispersion we fixed as explained above in the diagonal. For the background component,

we add σµα cos δ,MW and σµδ,MW
, the parameters fit by the mixture model in the diagonal.

From the above discussion, there are 15 parameters in total for the model (see

Table 4.1 ). In order to estimate the best values for the parameters, we run an MCMC

process based on the affine invariant ensemble sampler for Markov Chain Monte Carlo

Goodman & Weare (2010) in the emcee library Foreman-Mackey et al. (2013). The

prior distributions for all the parameters are as follows (see Table 4.1):

(i) One uniform prior between 0 and 1 for the fraction fsat defined above

(ii) Four parameters describing the mean and the dispersion of the heliocentric veloc-

ity, two for the velocity distribution of the Draco component and two for the Milky

way component. For Draco, we use a uniform distribution prior for the mean helio-

centric velocity between -400 and 0 and log dispersion between -1 and 3. For the MW

foreground/background we use a uniform distribution prior for the mean heliocentric

velocity between -400 and 0 and log dispersion between -1 and 3.

(iii) Four parameters describing the mean and the dispersion of [Fe/H]. For the Draco

component we use a uniform distribution prior for the mean [Fe/H] between -4.0 and

-0.2 and log dispersion between -1 and 3 For the MW foreground/background compo-
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nent we use a uniform distribution prior for the mean [Fe/H] between -4 and -0.2 and

log dispersion between -1 and 3.

(iv) Two parameters describing the Draco Proper motion. We use a uniform distribu-

tion prior for the mean proper motion for both µα cos δ,satellite and µδ,satellite between -2

and 2. Note that the dispersion of µα cos δ,satellite and µδ,satellite for the Draco component

are fixed to 0.025.

(v) Four parameters describing the MW Proper motion. We use a uniform distribution

prior for the mean proper motion µα cos δ,MW and µδ,MW between -10 and 10 and log

dispersion for µα cos δ,MW and µδ,MW between -1 and 1.3. These priors are summarized

in Table 4.1.

We checked that we attained an acceptance rate of 0.34 from the MCMC chain,

which is between 0.3-0.5.

With the vhel, [Fe/H] and proper motion likelihood we described above, we can

compute the relative likelihood for each star for membership in Draco and Milky Way.

This gives us membership probabilities for the stars in Draco. The probability that a

star belongs to the satellite is:

p =
(fsat)Lsatellite

(fsat)Lsatellite + (1 − fsat)LMW
(4.7)

where the component Lsatellite refers to the dSph and the component LMW describes

the foreground/background stars. The variable fsat is the fraction of stars that be-

long to the dSph, and thus 1-fsat is the fraction of stars that belong to the MW fore-

ground/background.
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Table 4.1. Priors for the Gaussian Mixture Model

Parameters Prior Range

fsat 0-1

vhel,satellite -450 - -150 km/s

vhel,MW -450 - -150 km/s

Log σvhel,satellite -1 - 3

Log σvhel,MW -1 - 3

[Fe/H], satellite -3.5 - -0.5

[Fe/H],MW -3.5 - -0.5

Log σ[Fe/H],satellite -1 - 3

Log σ[Fe/H],MW -1 - 3

µα cos δ,satellite / µδ,satellite -2 - 2

µα cos δ,MW / µδ,MW -2 - 2

σµα cos δ,satellite
, σµδ,satellite

fixed 0.025

Log σµα cos δ,MW
, Log σµδ,MW

-1 - 1.3
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4.4 Results

We summarize the best fitted parameters for the Draco helicocentric velocity,

[Fe/H] and proper motion from the mixture model in Table 4.2. The uncertainty on each

fit parameter is calculated from the 16th/84th percentile of the posterior distribution.

We compare our parameters to previous results in the next section.

With the best fit mean and dispersion for vhel, [Fe/H], µα cos δ and µδ we use

equation (7) to calculate the membership probability Pi for the ith star of the Draco

candidates shown in Fig. 4.1. The distribution of membership probabilities for the

Draco candidates is shown in Fig. 4.2. We define high probability member stars to be

those with probability > 0.9.

We plot the candidates, color-coded by their membership probabilities, in the

color-magnitude diagram in Fig. 4.3. The ones outside the tidal radius are plotted as

the large triangles using the same color scale. High membership probability stars are

distributed along the isochrone, showing that stars identified as Draco members by the

mixture model are also likely members based on their location in the CMD.

4.4.1 Spatial Distribution of the Sample

Our Gaussian mixture model does not use spatial information or a density pro-

file constraint, minimizing bias against identifying members near and beyond the tidal

radius of the galaxy. We plot the spatial distribution of our sample with membership

probability > 0.9 in Fig. 4.4 along with the orbit (Qi et al., 2022) of the Draco dSph.
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Figure 4.2: The probability distribution for the Draco members predicted from the

Gaussian mixture model. From the probability distribution, we define the high proba-

bility members to be prob > 0.9
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Table 4.2. Values for the Best Fitted Parameters

Draco Parameters Mean value with error

fsat 0.45 ± 0.026

Vhel,satellite −290.66 ± 0.82

Velocity Dispersion (σVhel,satellite
) 9.68+0.70

−0.64

[Fe/H] −2.10 ± 0.04

[Fe/H]satellite Dispersion (σ[Fe/H]satellite) 0.48 ± 0.03

µα cos δ,satellite 0.03 ± 0.01

µδ,satellite −0.19 ± 0.01

Note. — Note that the dispersion of µα cos δ and µδ for Draco

are fixed to 0.025 and we do not fit those two parameters.
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We use the orthographic projection of RA and Dec and to the Cartesian frame:

X = cos δ sin(α− αc) (4.8)

Y = sin δ cos δc − cos δ sin δc cos(α− αc) (4.9)

where α and δ are the location of a star in the RA and Declination directions,

αc and δc are the center coordinates of the dSph. The blue ellipse is the Draco tidal

radius of 48.1 arcmin from Muñoz et al. (2018). The ellipse at the tidal radius is

projected in the same way as discussed above, using the ellipticity value of 0.29 from

Qi et al. (2022). We detect eight stars outside this 48.1 arcmin tidal radius.

4.4.2 Velocity Dispersion and Metallicity gradient

We bin the sample relative to the center of Draco, using an adaptive bin size to

have at least 40 stars in each bin from the center of the galaxy to ∼ 70 arcmin from the

center. We then run a Gaussian mixture model using the same likelihood in equation

(2) in each bin to measure the velocity dispersion and metallicity profile of Draco as a

function of the distance from the center. The final velocity dispersion (top panel) and

metallicity (bottom panel) as a function of distance from the center are shown in Fig.

4.5. Our radial velocity profile is relatively flat, as expected if Draco is embedded in a

more massive dark matter halo, and is consistent with the measurement in Walker et al.

(2007). See §4.5 for discussion of the metallicity gradient.
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4.4.3 Surface Density Profile

We calculate the projected surface density per square arcmin of our Draco

member stars using elliptical radial bins, with ellipticity ϵ equal to the measured value

for Draco of 0.29. The half-light radius of Draco r0 is 9.67 arcmin (Muñoz et al., 2018).

Between 1.5r0 and 8r0 we use bin intervals of r0. For r > 8r0, we use 2r0 bins. We use

these elliptical bins to calculate the surface density of high-probability member stars as

a function of projected radius r.

We compare with the number density predicted from a Plummer model, a

king model (King, 1962) and an exponential model in the top panel of Fig. 4.7. The

Plummer model (Plummer, 1911) is:

Σ (Re) =
1

πah2(1 − ϵ)
(1 + Re

2/ah
2)−2 (4.10)

Re is the elliptical radius defined as:

(
Re

2
)

= R2
x +

R2
y

(1 − ϵ)2
(4.11)

where ah is the semimajor half-light radius and ϵ is the projected ellipticity. We rotate

the frame by the position angle θ (angle measured from north to east),

Rx = x cos(θ) − y sin(θ) (4.12)

Ry = x sin(θ) + y cos(θ) (4.13)

We normalize the Plummer model to our measurement at 10.95 arcmin, where our

sample has low incompleteness and a large number of member stars. Our uncorrected

67



surface density measurements, plotted in red, are in approximate agreement with the

Plummer model for large radii but very discrepant at smaller radii. This is due to the

incompleteness of our spectroscopic sample in the central region of Draco. The DESI

instrument has a fixed fiber density of 667/square degree. Since Draco was observed

with a single assignment of fibers to targets shared by the two DESI tiles (only the

center was shifted), this results in higher incompleteness in the central region of the

dSph where the stellar density is highest. To correct our density estimates, for each

elliptical bin we calculate the ratio between the total number of targets available from

the color-magnitude selection (§2.2) and the number that were assigned to fibers and

observed. We use that ratio to correct the surface density of our high-probability Draco

members. The corrected surface density is shown in blue in the top panel of Fig. 4.7 and

is consistent with the Plummer model in the inner part of the dSph. We also compare

our model with an exponential profile and a King model profile. A King profile (King,

1962) describes the density of a system in equilibrium in a tidal field. An exponential

profile is usually a better fit to the Milky Way satellite dSph surface density profiles

(McConnachie & Venn, 2020a). We fit these to the corrected surface density (blue points

in the top panel of Fig. 4.7). The best fit exponential curve is labelled in yellow and

the King model is labelled in green in Fig. 4.7). Our data agree with all three profiles

in the central region, including the King profile. The exponential model is a better fit

to the Draco surface density than either the Plummer model or the King model near

and outside the tidal radius. In §4.5.1, we discuss the surface density and best fit model

in detail.

68



4.5 Discussion

We find a mean line of sight heliocentric velocity vhel = −290.66 ± 0.82 km/s

with a dispersion = 9.68+0.70
−0.64 km/s. Our value is consistent with the heliocentric velocity

measured in Pace et al. (2022) (−290.7 ± 0.75 km/s) and Muñoz et al. (2018) (vhel =

−291 km/s) ). Our radial velocity dispersion measurement (σvhel = 9.68 ± 0.67) is also

consistent with values quoted in previous work: 9.0 ± 1.1 km/s in Massari et al. (2019)

and 9.1 ± 1.2 km/s in Muñoz et al. (2018). The velocity dispersion as a function of

radius is shown in Fig. 4.5. This is also consistent with the measurement of the radial

velocity as a function of radius from Walker et al. (2008) and of our measurement of

the radial velocity dispersion profile of the data from Walker et al. (2023) within the

measurement errors (see §4.5.3.1).

Our measurements for the Draco dSph proper motion components are µα cos δ

= 0.03 ± 0.01 and µδ = −0.19 ± 0.01. Figure 4.9 shows our measurements are con-

sistent with previous studies of Draco that used only Gaia EDR3 proper motions and

photometry. Qi et al. (2022) measured µα cos δ = 0.045 ± 0.006, µδ = −0.188 ± 0.006

and Battaglia et al. (2022) found µα cos δ 0.04 ± 0.01, µδ −0.19 ± 0.01.

Our best-fit value for the mean metallicty [Fe/H] (−2.10±0.04) is slightly lower

than the mean value found by Kirby et al. (2011) (−1.93 ± 0.01) or Kirby et al. (2013)

([Fe/H] −1.98 ± 0.01). Cooper et al. (2023) compare the DESI [Fe/H] measurements

in star clusters and dwarf galaxies to previous literature measurements from Carretta

et al. (2009), Kirby et al. (2011) and D’Orazi et al. (2020). They find that the DESI
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rvs [Fe/H] measurements are on average 0.13 dex low compared to other studies. This

known systematic offset accounts for the difference between our best-fit [Fe/H] and

previous work.

Our measurement of the width of the metallicity [Fe/H] distribution (0.48 ±

0.03) agrees with previous measurements: σ[Fe/H] = 0.47 in Kirby et al. (2011) and

σ[Fe/H] = 0.42 in Kirby et al. (2013). In the right panel of the Fig. 4.5, we measure the

slope of the metallicity gradient to be 0.01±0.01 dex per arcmin (see §4.4.2 for detail

description), smaller than the slope (0.026±0.004 dex per arcmin) measured by Kirby

et al. (2011). The metallicity gradient in Kirby et al. (2011) is measured out to r = 9

arcmin, near the half-light radius of Draco. To better compare our results to Kirby

et al. (2011) over the same radial range, we divide our high probability members into

7 bins and calculate the mean metallicity in each bin in Figure 4.6. There is a clear

trend for the metallicity gradient to have steeper slope, more comparable to the value

measured by Kirby et al. (2011), within the half-light radius, where the two samples

overlap, and then become flatter at large radii.

4.5.1 Surface Number Density at Large Radii

The Draco surface number density profile (Top panel in Fig. 4.7) shows a

excess over a King profile and an exponential profile outside the tidal radius. This is

more clear in the spatial logarithmic derivative of the surface number density shown in

the bottom panel in Fig. 4.7. Our high probability members extend to as far as eight half

light radii from the center of Draco. Beyond 5 half light radii, our Draco surface number
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density profile shows a clear excess over the King profile and is potentially above the

single exponential profile. However, each of the last two bins is populated by one high

probability member star. The top panel Fig. 4.8 (green curve) shows that the number

of Draco candidates selected for spectroscopy remains roughly constant from the Draco

tidal radius out to a projected radial distance of 126 arcmin. We therefore have about

the same probability of finding Draco members in our sample over that range of radial

distance. However, we find the fraction of stars with membership probability > 0.9

decreases to < 10% beyond the tidal radius and we identify only eight high probability

members there, indicating that there is not a large fraction of Draco members outside

the tidal radius. We do not find well-defined tidal tails or other extended structure in the

outskirts of Draco, so if tidal interactions have extended the Draco stellar distribution it

was long enough ago for the tidal tails to have dispersed. Utilizing the Gaia EDR3 data,

Jensen et al. (2024) do not find an extended profile for Draco outside the tidal radius.

Previous studies have the same conclusion. Jardel et al. (2013) present a dynamical

estimate of the Draco tidal radius of 3 kpc and point out that is likely too large for

equilibrium tidal effects to influence the stellar component. Adding the radial velocity

and metallicity from DESI data, we find only a small excess surface density above the

single exponential profile, in agreement with previous work. An exponential spatial

density profile has no direct physical motivation, so there is no particular reason we

should expect dSph surface density profiles to follow an exponential. Given the small

number of Draco member stars outside the tidal radius we can at most conclude that

a single exponential profile is not the best model for the outer spatial density profile of
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Draco.

Sestito et al. (2023) discuss the surface density of stars outside the tidal radius

for Sculptor and Fornax Dwarf galaxies. They find that Sculptor has a obvious excess

above an exponential density profile that can be explained by a model of its tidal

interaction with the Milky Way. Fornax is well fit by a single exponential, suggesting

no recent tidal disturbance. We find that the surface density of Draco beyond its tidal

radius has a small potential excess above an exponential profile, between the cases of

Sculptor and Fornax. The orbital parameters of the three dSph galaxies also suggest

the impact of tidal interaction with the Milky Way on Draco is between that of Sculptor

and Fornax. From the orbital motion information listed in Pace et al. (2022), Draco

has pericenter distance rperi = 58 kpc and apocenter distance rapo = 106.3 kpc. Draco

has fperi = 0.37, where fperi is defined by
rGC−rperi
rperi−rapo

and fperi = 0 at pericenter and 1

at apocenter. By comparison, Fornax has fperi = 0.96, rperi = 76.7 kpc and rapo =

152.7. Fornax is very close to apocenter and has a larger pericenter distance, which

may explain why it shows even less evidence of recent tidal disturbance than Draco.

Sculptor has fperi = 0.39, rperi = 44.9 kpc and rapo = 145.7. Sculptor passes closer to

the center of the Milky Way than Draco. Sculptor also has a more radial orbit (e =

0.54) compared to Draco (e = 0.3). This and its smaller pericenter distance imply that

Sculptor may have experienced a larger impact from tidal interactions with the Milky

Way potential than Draco (Peñarrubia et al., 2008a; Gnedin et al., 1999).
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4.5.2 High Probability Member Stars in the Outskirts of Draco

We identify several high probability members near and outside the Draco tidal

radius of 48.1 arcmin. There are eight high probability members outside the tidal ra-

dius ellipse, as far as eight half light radii. Information for those members is listed

in Table 4.4. The spatial distribution for the high probability star members outside

the tidal radius is shown in Fig. 4.4. These extra-tidal stars do not appear to be

preferentially distributed along Draco’s orbit. Fig. 4.3 demonstrates that these mem-

bers are distributed along the old population isochrone that describes Draco, further

demonstrating their high probability of being members.

4.5.3 Comparison with Other Recent Draco Results

We compare our results with two other recent surveys of the Draco dSph by

Walker et al. (2023) and Qi et al. (2022).

4.5.3.1 Draco data in the Walker et al. (2023) spectroscopic catalog

Walker et al. (2023) present their latest reductions of the Magellan/M2FS and

MMT/Hectochelle spectroscopic data on multiple dwarf galaxies, including Draco. In

order to compare the our outskirt members in Draco with those in the Walker et al.

(2023) catalog, we apply our Gaussian Mixture model analysis to their measured pa-

rameters vrad (line of sight velocity) and Gaia DR3 proper motion. We use the same

prior range as for the DESI data and we adopt the same cuts for radial velocity and

proper motion as discussed in Section 4.3. In the two right panels of Fig. 4.10 we com-
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Table 4.3. Values for the Best Fitted Parameters for Walker et al. (2023) sample

Parameters Mean value with error

Vhel −291.622 ± 0.43

σVhel 9.27 ± 0.32

µα cos δ,walker 0.04 ± 0.01

µδ,walker −0.18 ± 0.01

pare [Fe/H], radial velocity and proper motion for the high probability members we find

in our DESI plus Gaia sample with those we find in the Walker et al. (2023) catalog.

Using the data from Walker et al. (2023, 2008), our best fit parameters are listed in

table 4.3. Our results from the DESI sample are in good agreement with the results

from the sample of Walker et al. (2023, 2008), allowing us to compare high probability

members outside the tidal radius in the two samples.

4.5.3.2 Comparison of Draco Outskirt Members with Previous Studies

The tidal radius we use in this work and that we use to compare with previous

literature is 48.1 arcmin, from Muñoz et al. (2018). Qi et al. (2022) determine Draco

membership probabilities using Gaia data. In the lower right panel in Fig. 4.10, we

plot the proper motion of the high probability members outside the tidal radius in our

work, Qi et al. (2022) and Walker et al. (2023). This panel shows the proper motion
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distribution (labelled in yellow) of the two high probability members outside the tidal

radius that overlap in the three studies: Walker et al. (2023), Qi et al. (2022) and our

sample. The high-probability members outside the tidal radius from the DESI data and

the Walker et al. (2023) data have a larger spread in proper motion compared to the

members in Qi et al. (2022). This may be because for both samples we have additional

data, radial velocity and/or [Fe/H], to help determine the membership probabilities.

The lower left panel of Fig. 4.10 shows the proper motions and the proper motion

errors of our DESI Draco members outside the tidal radius. They are still consistent

with membership in Draco after taking into account the errors.

Qi et al. (2022) and our study have two members in common, shown in yel-

low points in the lower right panel of Fig. 4.10. In our results, these stars have

metallicities, velocities and proper motions consistent with Draco and are distributed

along an isochrone matching Draco’s properties. The Gaia IDs for these two stars are

1434492516786370176 and 1433949770359264768. Of the other seven members identi-

fied outside the tidal radius in Qi et al. (2022), one has a vhel < 5 km/s measured in

DESI, the others do not pass the original target selection criteria or were not assigned

to a fiber in the DESI SV data.

From our mixture model analysis of the Walker et al. (2023) data, we identify

four high probability Draco outskirt members in common with our DESI sample (see

§4.5.3.2). Two of them are also identified by Qi et al. (2022) as discussed above. The

other two have Gaia ID 1433252164591733504 and 1433193345014967424. The r band

magnitude limit of our Draco spectroscopic data is about 0.5 mag fainter than Walker
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et al. (2023). We cross match the Walker et al. (2023) high probability outskirts members

with our entire DESI Draco sample, regardless of membership probability, and find that

DESI did not target the other outskirts members we identify in the Walker et al. (2023)

data.

4.6 Conclusion

By combining line of sight velocity and [Fe/H] from DESI spectroscopy with

Gaia DR3, we measure the radial velocity, mean proper motion and mean metallicty

[Fe/H] of the Draco dSph and find good agreement with previous work. The DESI

SV spectroscopic data on Draco extends to 21 in r−band magnitude and to a radial

distance of 140 arcmin from the center of Draco. We identify eight high-probability

stars outside the King tidal radius for Draco. We do not find a significant number of

extra-tidal stars. This is in agreement with previous studies (Jensen et al., 2024; Jardel

et al., 2013; Ségall et al., 2007; Muñoz et al., 2018), that has found very little evidence

of an extended stellar distribution or tidal tails. Comparing the distribution of these

eight stars in Fig. 4.4 with the orbital direction of Draco, there is no obvious alignment.

We identify three high probability member stars outside the tidal radius in common

with previous studies, further increasing our confidence that we are identifying stars

associated with Draco. The orbital parameters of Draco suggest that it may not have

experienced a large impact from tidal interactions with the Milky Way, explaining our

and previous results that do not find many members outside the tidal radius or other
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evidence of significant tidal interactions with the Milky Way.
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Figure 4.3: The color-magnitude diagram with the membership probabilities from the

mixture model. Points are colored according to their probability. The high probability

members outside the tidal radius are labelled with triangles. The grey isochrone is

defined in Section 4.2.1
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labelled in the solid (dotted) green line. The eight high probability stars outside the

tidal radius are presented in larger circles with the colorbar showing their individual

probability.
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Figure 4.5: The velocity dispersion (Upper panel) and the metallicity gradient (Lower

panel) of our high probability Draco members corrected for the perspective rotation as

a function of distance from the center in parsec for the velocity dispersion and in arcmin

for the metallicity.
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Figure 4.7: Top panel: The surface number density for stars with membership proba-

bility greater than 0.9, corrected for sample incompleteness (blue data points with error

bars). A Plummer model is shown in black, a King surface density profile (King, 1962)

in green and a exponential model in yellow. The red data points are the original mea-

sured surface density. The blue data points are the final corrected surface density after

taking the incompleteness in the inner radius into account. The grey dash line is the

tidal radius measured in Qi et al. (2022). Bottom panel: The spatial logarithmic deriva-

tive of Draco stars (blue data) plotted with the exponential model as a dashed yellow

line. The green dashed line shows the spatial logarithmic derivative for a King surface

number density profile model (King, 1962) without tidal disruption from Peñarrubia

et al. (2008b).
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sample after sample selection is labelled in green.
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Figure 4.9: Comparison of proper motion (PM) measurement between this work and

previous literature. The red error bars show the Draco PM with 1-sigma uncertainties

measured in this work. The black error bars are the PM value and uncertainty measured

by Qi et al. (2022) using Gaia DR3 data and photometry. The blue error bars show the

PM measured by McConnachie & Venn (2020b). The orange data represents PMs from

Battaglia et al. (2022), and the green crosses show PMs from Mart́ınez-Garćıa et al.

(2021). The purple measurement is from Pace et al. (2022). Our PM distributions are

consistent with other PM values.
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Figure 4.10: [Fe/H] versus heliocentric radial velocity distribution and the proper motion

distribution of high probability members in our work plotted with the high probability

members from Qi et al. (2022) and high probability members we found using data

from Walker et al. (2023). The left two panels are the [Fe/H] versus radial velocity

distribution (upper panel) and the proper motion distribution (lower panel) from this

work. The right two panels compare our sample and previous literature. The top right

panel shows the [Fe/H] versus heliocentric velocity for the high probable members from

our sample and Walker et al. (2023). The lower right panel compares the proper motion

distribution of our sample, high probability members in Walker et al. (2023) (labelled

in green) and two high probability members (labeled in yellow circle) outside the tidal

radius matched in all three studies (this work, Walker et al. (2023) and Qi et al. (2022)).

The yellow triangle shows the two more matched extra-tidal stars in our sample and in

Walker et al. (2023) with the red errors from the DESI data.
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Chapter 5

Unveiling the Outskirt of Sextans:

Searching for Stars along the Orbit of

Sextans Dwarf through 6D Orbit

Integration

5.1 Introduction

Large sky surveys including Gaia DR3 (Gaia Collaboration et al., 2023) and

DESI (DESI Collaboration et al., 2023a) open up a new window for investigations of the

formation and evolution of the Milky-way (MW) galaxy. The combination of precise

tangential motion measurements from Gaia (Gaia Collaboration et al., 2023) with radial

velocity and distance measurements using spectroscopy from DESI (DESI Collaboration

et al., 2023a) allow us to build up a 6-D integral-of-motion space for studying the
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dynamical interactions between the Milky Way and its dwarf satellite galaxies (Thomas

& Battaglia, 2023; Savino & Posti, 2019).

Features like tidal tails and stellar streams from disrupted dwarf galaxies and

star clusters, as well as the velocity dispersion profiles of the dSph, can be used to

understand the accretion history of the Milky Way. Studying these features are neces-

sary for diagnosing the underlying gravitational potential as well as testing the ΛCDM

model on small scales (Eyre & Binney, 2009; Law & Majewski, 2010; Pawlowski et al.,

2015). The velocity dispersion measurement and other kinematic studies of the dwarf

galaxies indicate they are highly dark matter dominated (Mateo, 1998; Walker et al.,

2007, 2008; Simon et al., 2011; Koposov et al., 2015b). Most of the kinematic models

for these systems in previous work assume they are in dynamical equilibrium. However,

being accreted into the MW potential, these systems interact and evolve with their host.

A large fraction of them may undergo significant tidal stripping, leading to mass loss

and unbound stars contaminating and inflating their kinematic profile (Johnston, 1998;

 Lokas et al., 2012; Klimentowski et al., 2007). Also, tidal stirring may increase the

velocity dispersion of dwarfs, making it difficult to measure the mass profile of the dark

matter halo and use the kinematic profile of dwarfs to investigate dark matter particle

properties (Kazantzidis et al., 2011). Observational evidence for tidal interactions has

already been found in some MW dwarf galaxies including Sagittarius (Newberg et al.,

2002; Koposov et al., 2012; Ibata et al., 2020; Vasiliev et al., 2021), Sculptor (Sestito

et al., 2023), Ursa Minor (Palma et al., 2003) and Carina (McMonigal et al., 2014). In

order to attain a precise constraint on the dark matter from the kinematic structure
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of these dwarf systems, investigation on the impact of tidal interactions in more MW

dwarfs is urgently needed.

Among the known dwarf galaxies of the MW, the Sextans dwarf spheroidal

galaxy (hereafter Sextans) presents a potential case for existing tidal interactions. Dis-

covered by Irwin et al. (1990), Sextans is an old metal-poor system with a high mass-

to-light ratio and low surface brightness with a half-light radius at 16.5 arcmin (Kirby

et al., 2011;  Lokas, 2009; Muñoz et al., 2018). Sextans has a large velocity dispersion,

which has been attributed to potential tidal stirring, and a radial gradient in stellar

population that suggests an extended star formation history Lee et al. (2009). All of

these aspects of Sextans remain under investigation.

The DESI Early Data Release (DESI Collaboration et al., 2023a) includes

data from the Milky Way Survey Validation (SV) campaign. The SV campaign (DESI

Collaboration et al., 2023b) observed more than 200,000 unique stars. The Sextans dSph

was observed on two 8 square degree tiles in the SV campaign. With the addition of

heliocentric velocity, metallicity and distance measurements (Cooper et al., 2023; DESI

Collaboration et al., 2023a) from DESI in a large area around Sextans, we revisit the

properties of the Sextans dSph especially at and beyond the tidal radius.

In addition to measuring the properties of Sextans itself, we search for evidence

of Sextans’ past dynamical interactions with the MW by searching for stars that are on

the same orbit, candidate members of Sextans stripped by previous tidal interactions.

For this search we utilize the latest DESI Blue Horizontal Branch (BHB) catalog from

Byström et al. (in prep). There are 5461 stars in the BHB catalog from the iron
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data release, and their distance ranges from local to 120 kpc. All known Milky Way

substructures like the Sagittarius tidal stream are removed from the catalog. BHBs

are known as an ideal tracer of the stellar halo Kinman1994,Brown2014,Deason2014.

Specifically, the well-constrained color-magnitude relation of BHBs allows us to measure

their distance using photometry alone (Preston et al., 1991; Belokurov & Koposov,

2016). This gives us accurate 6D kinematic information to identify potential BHB stars

along the orbit of Sextans.

There are recent studies of the Sextans dSph using photometric data and

Gaia. Roderick et al. (2016) measure the surface density profile and compare it to

an exponential profile. The exponential is typically a good fit to dSph density profiles

(McConnachie & Venn, 2020a) but they find that Sextans is significantly more extended,

providing further evidence for tidal stripping. Qi et al. (2022) use photometry and Gaia

proper motions to identify 34 extra-tidal stars in Sextans, again evidence that Sextans

has undergone tidal stripping. Our study investigates Sextans using 3D kinematics

by adding radial velocities and distance estimates derived from the DESI spectroscopy

(Koposov et al., 2024).

In this work, we use data from Gaia DR3 (Gaia Collaboration et al., 2023) and

DESI (DESI Collaboration et al., 2023a) to investigate the outer structure of Sextans

and search for potential structures like tidal tails and streams produced by the inter-

action between Sextans and the MW. This paper is organized as follows. In §5.2, we

explain our sample selection. In §5.3, we discuss the Gaussian mixture model (GMM)

used to identify candidate stars in Sextans. In §5.4, we illustrate the results from the
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Gaussian mixture model, including membership probability, mean line of sight velocity,

mean metallicity and mean proper motion. In §5.5, we discuss how we model the orbit

of Sextans candidates selected from the Gaussian Mixture Model. In §5.6, we illustrate

how we use the Sextans high probability members as training set to select potential

Sextans members in the stellar halo from the DESI BHB stars. We use a k-nearest

neighbour technique (KNN) to search for potential BHB along the Sextans orbit and

compute a t-test to evaluate the KNN performance. In §5.7, we discuss the results of

the 6D orbit integration of Sextans candidates and physical implications for the tidal

interaction between Sextans and the MW. §5.8 discusses future work.

5.2 Data

The Sextans data used in this study were taken as part of the DESI Science

Verification program (DESI Collaboration et al., 2023b). The spectra are included in the

DESI Early Data Release (EDR) (DESI Collaboration et al., 2023a). However, we use

radial velocities and [Fe/H] from a more recent version of the rvspecfit pipeline discussed

in Cooper et al. (2023); DESI Collaboration et al. (2023a) that will be included in a

future DESI data release. This version of rvspecfit provides measurements of heliocentric

velocity vhel to about 1 km/s accuracy and [Fe/H] accuracy to about 0.2 dex (Cooper

et al., 2023).

The sample contains data observed on two different DESI tiles. We select

targets from Gaia DR3 (Gaia Collaboration et al., 2023) and DECaLS DR9 (Dey et al.,
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2019) 1.7 deg from the field center with r magnitude > 16 and g − r < 1.2. We then

select as follows:

1. |pm − pm0| < 2, where pm0 is the proper motion (µαcosδ = −0.4090.0090.008 and µδ =

0.0370.0090.009 from Pace et al. (2022)) of Sextans.

2. w - 3 ×σw < 1/distance, where w is the parallax and distance is the distance to

Sextans.

3. Star/galaxy separation cut:

• gaia astrometric excess noise < 1

• gaia phot bp rp excess factor < 1.3 + 0.06×gaia phot bp mean mag

− gaia phot rp mean mag2

Each tile is 8 square degrees and targets 5000 objects, including calibration and sky

fibers. See section 2.2 in DESI Collaboration et al. (2023a) for more details about DESI

observing. The two Sextans tiles were observed at a range of moon illumination and

observing conditions. The median exposure time on the stars used for this analysis was

1255.1852 s.

The RA/DEC selection and data quality selection suggested in Koposov et al.

(2024) for our preliminary Sextans sample are as follows.

• RA from 150 to 157

• Dec from -4.5 to 1.5

• 16 < r mag < 21
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• logg < 4

• RVS WARN =0

• RR SPECTYPE not QSO

• PHOT VARIABLE FLAG not VARIABLE

• RUWE < 1.3

The total number of stars after this preliminary selection is ∼ 600.

5.2.1 Sextans Sample Selection: Photometry

We use photometric catalogs from the Legacy Survey DR9 (Dey et al., 2019)

to improve our selection of Sextans members using color-magnitude cuts. We use an

old, metal-poor ([Fe/H] = -1.5) Dartmouth Isochrone with a age = 10 Gyr (Dotter

et al., 2008) and select stars within |g − r − Iso(r)| < 0.38, where Iso is the Isochrone

value. The horizontal branch is not included in the Dartmouth Isochrone model. We

use photometry from the Legacy Survey (Dey et al., 2019) of the globular cluster M92

to define a region for the horizontal branch of an old stellar population like Sextans.

We select a region 0.6 mag wide in g band centered on the cluster horizontal branch

ridgeline and add that to the isochrone selection. The final selection yields 577 stars

and is shown in Fig. 5.1.
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Figure 5.1: The region inside the dashed lines is the final selection for the Sextans

candidate sample from the DESI SV data. For the color-magnitude cuts used in the

selection, we use an old, metal-poor ([Fe/H] = -1.5) Dartmouth isochrone with age =

10 Gyr (Dotter et al., 2008) and select stars close to the Isochrone: g − r ± 0.38. We

use photometry from the Legacy survey (Dey et al., 2019) of the M92 globular cluster

to define a region for the horizontal branch, since that is not included in the isochrone.

94



5.3 Gaussian Mixture Model to select candidate Sextans

members

We use a Gaussian mixture model to identify stars in the Sextans dSph using

the combined dataset of vhel and [Fe/H] from DESI (DESI Collaboration et al., 2023a)

and proper motions from Gaia DR3 (Gaia Collaboration et al., 2023). We use the same

method as described in Chapter 4 of this thesis, and we include the description here

updated for Sextans.

All the radial velocity and proper motion data are in the heliocentric frame.

We model the radial velocity, [Fe/H] and the proper motion distributions as a two-

component mixture of the satellite and MW foreground/background components. We

do not apply a radial density profile in our mixture model in order to avoid biasing

our membership probabilities against stars outside the tidal radius. Our model has two

components, Sextans and the Milky Way (MW) interlopers, and three parameters: vhel,

[Fe/H], proper motion, fit for each component. The functional form for the likelihood

for each component is:

L(x, σ2;x) =
1√

2πσ2
exp

(
−(x− x)2

2σ2

)
(5.1)

where x is the mean of the physical property and σ the combination of the intrinsic dis-

persion of the physical property and the internal errors of the data. The two component

mixture model is a sum of likelihoods:
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L = (fsat)Lsatellite + (1 − fsat)LMW (5.2)

Lsatellite = Lvhel,satelliteL[Fe/H],satelliteLPM,satellite (5.3)

LMW = Lvhel,MWL[Fe/H],MWLPM,MW (5.4)

where fsat is the fraction of stars belong to the dSph. Variables Lvhel,satellite,

L[Fe/H],satellite, LPM,satellite refer to the heliocentric velocity, metallicity and proper mo-

tion likelihood components for the dSph. Lvhel,MW, L[Fe/H],MW, LPM,MW denote the

heliocentric velocity, metallicity and proper motion likelihood components for the MW

foreground/background stars.

We list all the parameters used in the model in table 5.1. The four parameters

(vhel,satellite, [Fe/H]satellite, µα cos δ,satellite, µδ,satellite) represent the mean of the physi-

cal properties for the galaxy component and vhel,MW, [Fe/H]MW, µα cos δ,MW , µδ,MW

represent the mean for the background. We constrain the dispersion component of

the proper motion (µα cos δ,satellite and µδ,satellite) for the Sextans dSph using previ-

ous measurements. We use the value of 7.9 km/s, the value of the Sextans veloc-

ity dispersion measured by Muñoz et al. (2018) converted to the proper motion (0.02

mas/year) using a distance of 86 kpc for Sextans. Therefore, we have two parame-

ters σvhel,satellite, σ[Fe/H],satellite for the dSph dispersion and four parameters, σvhel,MW,

σ[Fe/H],MW, σµα cos δ,MW
and σµδ,MW

for the MW dispersion. Also, as discussed in section

7.4.2 in Cooper et al. (2023), there is an additional systematic component of ∼ 0.9

km/s in the radial velocity errors; thus, we apply a 0.9 km/s in quadrature to the radial
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velocity errors in our Gaussian Mixture Model.

We model the satellite proper motion component as a multivariate distribution

(e.g., Pace et al. (2022)). We include the covariance in the proper motion errors (the

cross term in the proper motion error) and intrinsic proper motion dispersion terms.

The log likelihood for this multivariate Gaussian distribution is:

L(x,Covm | X) = −n

2
log(2π) − 1

2
log |Covm|

−1

2

n∑
i=1

(xi − x)TCovm−1(xi − x)

(5.5)

where x represents the parameters for the mean proper motion (µδ, µα cos δ) of Sextans,

Covm represents the covariance matrix, X represents the observed proper motion

data, n represents the number of stars in the sample. For the MW proper motion

distribution, we define the intrinsic dispersion by adding the MW dispersion component

to the diagonal term of the PM covariance. The covariance matrix Covm is now defined

as:

Cov(µδ, µα cos δ) + Diag(σ(µα cos δ), σµδ
) (5.6)

where Cov(µδ, µα cos δ), is the Gaia covariance matrix for proper motions. For

the Sextans component, we add σµα cos δ,satellite
and σµδ,satellite

, the mean Sextans proper

motion dispersion we fixed as explained above in the diagonal. For the background

component, we add σµα cos δ,MW and σµδ,MW
, the parameters fit by the mixture model in

the diagonal.

From the above discussion, there are 15 parameters in total for the model (see

Table 5.1). In order to estimate the best values for the parameters, we run an MCMC
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process based on the affine invariant ensemble sampler for Markov Chain Monte Carlo

Goodman & Weare (2010) in the emcee library Foreman-Mackey et al. (2013). The

prior distributions for all the parameters are as follows (see Table 5.1):

(i) One uniform prior between 0 and 1 for the fraction fsat defined above

(ii) Four parameters describing the mean and the dispersion of the heliocentric velocity,

two for the velocity distribution of the Sextans component and two for the Milky way

component. For Sextans, we use a uniform distribution prior for the mean heliocen-

tric velocity between 50 and 350 and log dispersion between -1 and 3. For the MW

foreground/background we use a uniform distribution prior for the mean heliocentric

velocity between 50 and 350 and log dispersion between -1 and 3.

(iii) Four parameters describing the mean and the dispersion of [Fe/H]. For the Sextans

component we use a uniform distribution prior for the mean [Fe/H] between -4.0 and

-0.2 and log dispersion between -1 and 3 For the MW foreground/background compo-

nent we use a uniform distribution prior for the mean [Fe/H] between -4 and -0.2 and

log dispersion between -1 and 3.

(iv) Two parameters describing the Sextans Proper motion. We use a uniform distri-

bution prior for the mean proper motion for both µα cos δ,satellite and µδ,satellite between

-2 and 2. Note that the dispersion of µα cos δ,satellite and µδ,satellite for the Sextans com-

ponent are fixed to 0.025.

(v) Four parameters describing the MW Proper motion. We use a uniform distribution

prior for the mean proper motion µα cos δ,MW and µδ,MW between -10 and 10 and log

dispersion for µα cos δ,MW and µδ,MW between -1 and 1.3. These priors are summarized

98



in Table 5.1.

We checked that we attained an acceptance rate of 0.34 from the MCMC chain,

which is between 0.3-0.5.

With the vhel, [Fe/H] and proper motion likelihood we described above, we

can compute the relative likelihood for each star for membership in Sextans and Milky

Way. This gives us membership probabilities for the stars in Sextans. The probability

that a star belongs to the satellite is:

p =
(fsat)Lsatellite

(fsat)Lsatellite + (1 − fsat)LMW
(5.7)

where the component Lsatellite refers to the dSph and the component LMW describes

the foreground/background stars. The variable fsat is the fraction of stars that be-

long to the dSph, and thus 1-fsat is the fraction of stars that belong to the MW fore-

ground/background.

We summarize the best fitted parameters for the Sextans helicocentric velocity,

[Fe/H] and proper motion from the mixture model in Table 5.2. The uncertainty on each

fit parameter is calculated from the 16th/84th percentile of the posterior distribution.

We compare our parameters to previous results in the next section.

With the best fit mean and dispersion for vhel, [Fe/H], µα cos δ and µδ we use

equation (7) to calculate the membership probability Pi for the ith star of the Sextans

candidates shown in Fig. 5.1. The distribution of membership probabilities for the

Sextans candidates is shown in Fig. 5.2. We define high probability member stars to

be those with probability > 0.9.
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Table 5.1. Priors for the Gaussian Mixture Model

Parameters Prior Range

fsat 0-1

vhel,satellite 50 - 350 km/s

vhel,MW 50 - 350 km/s

Log σvhel,satellite -1 - 3

Log σvhel,MW -1 - 3

[Fe/H], satellite -3.8 - -0.2

[Fe/H],MW -3.8 - -0.2

Log σ[Fe/H],satellite -1 - 3

Log σ[Fe/H],MW -1 - 3

µα cos δ,satellite / µδ,satellite -2.5 - 2.5

µα cos δ,MW / µδ,MW -2.5 - 2.5

σµα cos δ,satellite
, σµδ,satellite

fixed 0.02

Log σµα cos δ,MW
, Log σµδ,MW

-1 - 1.3
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Figure 5.2: Probability distribution for Sextans members identified by the Gaussian

mixture model. From the probability distribution, we define high probability members

to be prob > 0.9

We plot the candidates, color-coded by their membership probabilities, in the

color-magnitude diagram in Fig. 5.3. The ones outside the tidal radius are plotted

as large triangles using the same color scale. Most high probability member stars are

distributed along the isochrone, showing that stars identified as Sextans members by

the mixture model are also likely members based on their location in the CMD.
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Table 5.2. Values for the Best Fitted Parameters

Sextans Parameters Mean value with error

fsat 0.58 ± 0.021

Vhel,satellite 225.26 ± 0.62

Velocity Dispersion (σVhel,satellite
) 9.33+0.53

−0.50

[Fe/H] −2.27 ± 0.04

[Fe/H]satellite Dispersion (σ[Fe/H]satellite) 0.57 ± 0.03

µα cos δ,satellite −0.41 ± 0.01

µδ,satellite 0.04 ± 0.01

Note. — Note that the dispersion of µα cos δ and µδ for Sextans

are fixed to 0.025 and we do not fit those two parameters.
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5.3.1 Spatial Distribution of the Sample

Our Gaussian mixture model does not use spatial information or a density pro-

file constraint, minimizing bias against identifying members near and beyond the tidal

radius of the galaxy. We plot the spatial distribution of our sample with membership

probability > 0.9 in Fig. 5.4 of the Sextans. We use the orthographic projection of RA

and Dec and to the Cartesian frame:

X = cos δ sin(α− αc) (5.8)

Y = sin δ cos δc − cos δ sin δc cos(α− αc) (5.9)

where α and δ are the location of a star in the RA and Declination directions,

αc and δc are the center coordinates of the dSph. The blue ellipse is the Sextans tidal

radius of 60.5 arcmin from Muñoz et al. (2018). The ellipse at the tidal radius is

projected in the same way as discussed above, using the ellipticity value of 0.29 from

Muñoz et al. (2018).

5.3.2 High Probability Member Stars in the Outskirts of Sextans

We identify several high probability members near and outside the Sextans

King tidal radius of 60.5 arcmin based on a King model (Muñoz et al., 2018). There

are 52 high probability members outside the tidal radius ellipse, as far as ten half-light

radii (16.5 arcmin = 0.413 kpc). Information for those members is listed in Table 5.3.

The spatial distribution for the high probability members outside the tidal radius is

shown in Fig. 5.4. These extra-tidal stars appear to be preferentially distributed along
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the direction perpendicular to the direction of Sextans’s orbit. Fig. 5.3 demonstrates

that these members (the large triangles) are mostly distributed along the old population

isochrone that describes Sextans, further demonstrating their high probability of being

members. We have 12 extra-tidal stars in common with those identified by Qi et al.

(2022), who use only photometry and Gaia proper motions.
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5.3.3 Gaussian Mixture Model Sample Validation

We have 313 stars in total identified by the Gaussian Mixture Model (GMM)

as high probability Sextans members. To evaluate these high probability stars from the

GMM selection, we compare our measurement of velocity, velocity dispersion, metal-

licity and mean proper motion (summarized in Table 5.2) to previous values from the

literature. Our measurements for the Sextans proper motion components are µα cos δ

= −0.41±0.01 and µδ = 0.04±0.01. Figure 5.5 shows our measurements are consistent

with previous studies of Sextans that used proper motions and photometry from Gaia

DR2 (McConnachie & Venn, 2020b), and Gaia EDR3 (McConnachie & Venn, 2020c; Qi

et al., 2022; Pace et al., 2022).

We find a mean line of sight heliocentric velocity vhel = 225.26 ± 0.62 km/s

with a dispersion = 9.33+0.53
−0.53 km/s. Our value is consistent with the heliocentric velocity

measured in Pace et al. (2022) (224.3±0.1 km/s) and Muñoz et al. (2018) (vhel = 224.3

km/s) ). Our radial velocity dispersion measurement (σvhel = 9.33±0.53) is higher than

the values quoted in previous work: 7.9 ± 1.3 km/s in Massari et al. (2019), 8.4 ± 0.4

km/s from Battaglia et al. (2011) and 7.9±1.2 km/s in Muñoz et al. (2018). This is also

higher than the measurement of the radial velocity as a function of radius from Walker

et al. (2008). The high velocity dispersion of our GMM sample may indicate our sample

is contaminated by foreground MW halo stars. The MW background components fitted

by the GMM model has a mean velocity = 182.36 ± 4.91 and [Fe/H] = −1.4 ± 0.04,

indicating that the Milky Way foreground excluded by the GMM are mainly from thick

109



disk stars, which have a mean velocity around 180-192 km/s (Anguiano et al., 2020).

This may suggests that we may have some other contamination from halo stars.

Our best-fit value for the mean metallicty [Fe/H] (−2.27 ± 0.04) is lower than

the mean value found by Kirby et al. (2011) (−1.94±0.01), again indicating the existence

of halo star contaminants in our sample of high probability Sextans members.

5.4 Orbits of Candidate Sextans Members

As seen in Figure 5.4, there are 52 extra-tidal stars selected as high probability

members in Sextans by the GMM analysis. To further evaluate all the candidate Sextans

members, especially the extra-tidal members, we integrate the orbits of our Sextans

candidates using 6D kinematic information from Gaia and DESI. To further investigate

the previous history of tidal interactions and stripping, we also integrate orbits of the

DESI BHB star sample from the whole halo to search for stars that match the orbit of

Sextans and might have been tidally stripped from it.

However, from the CMD plot of our high probability Sextans members in Fig.

5.3, it is clear that a small fraction of the stars far from the isochrone are selected as

Sextans members from the Gaussian Mixture Model. The velocity dispersion we measure

is higher than previous measurements (see discussion in §5.3.3), and we measure a lower

metallicity for Sextans that previous work. Sextans is a faint, distant, low surface

brightness dwarf galaxy, and our Gaussian mixture model does not include distance

estimates. Therefore, we also use orbit information to investigate whether our Sextans
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sample is significantly contaminated by foreground Milky Way stars.

5.5 Orbit Integration

The 6D orbital information is computed using the spatial information from the

photometry, the radial velocity and distance measured from the DESI spectra and the

proper motion measurement from Gaia (Gaia Collaboration et al., 2023). The distance

measurement used to compute the 6D kinematic information is from Koposov et al.

(private communication). Since the pericenter of Sextans is estimated to be around

82.2 kpc in Pace et al. (2022), we discard from our list of candidate Sextans members

used for further analysis all those with distance < 35 kpc. We also impose a limit on

the fractional distance error (< 15 % ) to rule out those stars with poorly constrained

distance. We call this sample he ”GMM orbit sample” hereafter. It contains 43 stars out

of the 313 high probability members from our GMM analysis and 6 of the extra-tidal

stars out of 52. See Fig. 5.7 for the distance distribution of the Sextans candidates

that pass these criteria. In Fig. 5.6, it is clear that the foreground contaminants in our

high probability sample from the GMM analysis are mainly metal poor stars, and they

likely bias the metallicity measurement from the GMM to a much lower value. To be

consistent, we apply the same distance criteria to the BHB sample. The BHB sample

used in orbit integration is named our ”BHB candidates” hereafter, and has 1258 stars.

We use Galpy (Bovy, 2015) to integrate the orbits. For the Milky Way poten-

tial, we start with the default potential MWPotential2014 (Bovy, 2015), where the MW
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consists of an NFW halo, a bulge, and a disk. We use a left-handed coordinate system

where the disk has positive angular momentum. This potential is light and the orbits

integrated from this potential do not agree with the latest measurements (Pace et al.,

2022; McMillan, 2017). To relieve this tension, we scale this potential to have a similar

halo mass as McMillan (2017). The rotation curves from the two model potentials are

shown in Fig. 5.8. At distances greater than 20 kpc, far away from the location of the

Sextans pericenter (∼ 82 kpc (Pace et al., 2022)), they have the same rotation curve.

5.5.1 Computing the Integrals of Motion

We integrate the orbits of the high probability Sextans members back in time

for 7 Gyrs, using 7 Myr time steps, enough time for the Sextans center of mass to

go through almost two complete orbits. We use 6D kinematic information (RA, DEC,

Vhel, dhel, µα cos δ, µδ), where dhel is the heliocentric distance. We then create 1000

random realizations of the data drawn from distributions defined by the measurement

errors on each of these quantities to derive errors on the properties of the orbits. We

repeat the same orbit integration process for the BHB stars using 100 realizations to

derive the errors.

The integral-of-motion quantities orbital energy E, angular momentum along

the z-axis Lz, vertical action (oscillatory motion of a star perpendicular to the Galactic

plane) Jz and radial action (oscillatory motion in the radial direction within the Galactic

plane) Jr are calculated using the Galpy package (Bovy, 2015). The resultant energy

E versus Lz plot for all the BHB stars in the sample is shown in Fig. 5.9. The Gaia-
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Sausage-Enceladus structure is revealed in the low E and low Lz space in the plot. E-Lz

for the GMM orbit sample of Sextans candidates and the BHB candidate sample are

shown in Fig. 5.10. The vertical and radial action (Jz and Jr) plot for the two samples

is shown in Fig. 5.11. The Sextans center of mass is shown in orange in each plot, and

is computed using the median distance estimated from the GMM orbit sample to be

consistent.

5.6 K-Nearest Neighbour Classification of Sextans Candi-

dates

There are two main goals to achieve with the GMM orbit sample and BHB

candidate sample:

1. Further confirming the Sextans members from the GMM orbit sample.

2.With the population of Sextans member orbits described in the 4D integral

of motion space, we aim to identify a similar population of BHB stars in the halo that

are potentially tidally stripped stars from Sextans.

Introduced by Fix & Hodges (1951), KNN is a classical and powerful tool

used in classification. It classifies unknown data points by finding the most common

class among the k closest examples, where k is a hyper-parameter. This technique has

been widely used in star and galaxy classification (de Beurs et al., 2022; Mukundan

et al., 2024; Zeraatgari et al., 2024). The integral-of-motion quantities provide a four

dimensional description of the orbital motion of the Sextans candidates from our GMM
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analysis and of the BHB stars. Starting with the four quantities (E,Lz,Jz and Jr), we

can use the KNN to create a more pure sample of Sextans candidates from the GMM

orbit sample and search for potential Sextans members in the BHB sample.

We first generate a training set for the KNN using mock observations in the

4D space of the orbit integrals of motion. We draw from the distribution of errors of

the four quantities (E,Lz,Jz). We create the BHB sample mock observation using 100

random draws per star and the Sextans mock observation sample using 1000 random

draws per star. These mock observations are used as training set. The contour plot

describing the the stellar density of our training set on the E-Lz plane is shown in Fig.

5.12. It is clear that the training sets well represent the two samples. For the GMM

orbit sample training set, we exclude those stars with Lz < 0 since these are stars with

large errors creating dissociated small contours far from the center of mass of Sextans,

and since Sextans members should have a similar rotation direction reflected in Lz > 0.

5.6.1 KNN Classification Results

The KNN identifies 25 out of 43 stas in the GMM orbit sample and 25 stars

out of 1258 in the BHB candidates as members of Sextans. The E-Lz plot for the KNN

selected Sextans members from the BHB candidate sample and KNN selected Sextans

members from the GMM orbit sample is shown in Fig. 5.13. The 25 candidates Sextans

members from our GMM orbit sample that are classified as Sextans members by the

KNN are grouped around the Sextans center of mass, indicating the KNN classification

is accurate. From Fig. 5.14 and Fig. 5.15, the stars seem to be more spread in the Jr
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direction, but in general most of the data are clustered around the Sextans center of

mass in the 4D integral of motion space.

We also perform a t-test evaluation on the E, Lz, Jz and Jr distribution for

the KNN-selected Sextans members from the two samples. The p-value from the t-test

is 0.23, significantly greater than 0.05, suggesting that these two samples occupy similar

spaces in the 4D integral of motion space.

5.7 Discussion

Through implementing the KNN selection using the E, Lz, Jr Jz of the orbit

sample and the BHB candidates sample, we identify a promising sample for the Sextans

members from the GMM orbit sample and the BHB candidate sample. Most of the

KNN selected GMM orbit sample have similar orbits as the Sextans center of mass, as

do 60% of the KNN selected BHBs. More detailed discussion of these results is below.

5.7.1 KNN Sextans members from the GMM orbit sample

A useful way to validate the selected Sextan members from the GMM orbit

sample is to trace their orbit in the R-Z plane. In top panel of the Fig. 5.16, we show

the R-Z orbits for the members selected from KNN with the orbit of the Sextans center

of mass. The star symbols note the current position of the stars. Only five out of the 25

KNN detected Sextans candidates have orbits that seem to be different than the orbit

of the center of mass. Those stars are located at a larger radii with much larger errors

in distance and velocity compared to the rest of the 20 members identified by the KNN,

115



providing possible reasons for why they were selected. The orbits from the rest of the

20 stars agree with the orbit of the center of mass taking into account the errors. The

bottom panel in Fig. 5.16 shows the orbits of the stars from the GMM orbit sample there

were excluded by the KNN. They do not resemble the apocenter, pericenter or shape

of the Sextans center of mass orbit, indicating the KNN is able to exclude stars with

orbits significantly discrepant from that of the Sextans center of mass. The two panels

of Fig. 5.16 suggest that the KNN is capable of distinguishing all the true negative

classifications in the GMM orbit sample, but may have some false positive detections,

especially for those are likely to be stars with poor distance or velocity measurements.

5.7.2 Extra-tidal Stars from the GMM orbit sample

There are 52 extra-tidal stars initially selected by the GMM. Six of these extra-

tidal stars in the GMM orbit sample pass those distance and distance error cuts to be

included in our GMM orbit sample. Fig. 5.20 shows the distance modulus distribution

for the original 52 extra-tidal stars. There are about 16 foreground stars with distance

less than 35 kpc that fail our first distance cut and over 30 stars with a large uncertainty

in their distance measurements that fail our second cut. Of the six extra-tidal stars in

the GMM orbit sample, three of them are excluded by the KNN. The top panel in Fig.

5.16 illustrates that of the three extra-tidal stars that are selected by the KNN, one star

has very similar orbit as the Sextans center of mass. The other two extra-tidal stars

selected by the KNN have unbounded orbits. One of the two false positive stars has a

current position near the Sextans center of mass but has a three times larger error in
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velocity, which may explain why the KNN selects this target. The other unbound star

is at a large distance from the current position of the Sextans CM and has a distance

error twice as large as the other KNN selected stars. Improving the KNN performance

in the case of larger errors is needed.

5.7.3 Sextans member stars from the BHB candidates

We repeat the same R-Z plane orbit plot for the members selected by KNN

from the BHB candidate sample. The orbits from BHBs are more diverse, as shown in

the top panel of Fig.5.17), though some are close to that of Sextans. Fig. 5.19 shows the

metallicity [Fe/H] distribution for these KNN-selected BHBs and for the GMM orbit

sample selected by the KNN. Note that although we did not consider [Fe/H] in the

KNN classification, the Sextans and BHB stars classified as members of Sextans by the

KNN share a close mean value in [Fe/H] (-1.95), indicating that they may have the same

origin.

To investigate the KNN classifications further, we look at the apocenter and

pericenter of the BHBs selected by the KNN. In Fig. 5.18, the apocenter-pericenter

relation shows a distinct correlation, especially for stars with good distances estimates.

This indicates that the KNN is not giving random false positives, but is classifying stars

as Sextans members with a pattern that we can investigate in order to improve the

purity of the sample. The blue box in this figure includes stars with apocenter from 50

kpc to 150 kpc and pericenter from 25 kpc to 100 kpc. We use this box to select BHB

star orbits in the KNN selected sample that have apocenter and pericenter close to the
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Sextans center of mass orbit. This selects 15 out of 25 of the KNN-selected BHBs.

The BHBs selected from the apocenter-pericenter relation (blue box in Fig.

5.18) have comparable orbits to the Sextans center of mass. The bottom panel of Fig.

5.17 presents the orbits for these 15 promising BHB Sextans members candidates (we

refer to this as our gold sample) with orbits resembling that of Sextans. The median

proper motion errors for BHBs in the gold sample are 38% smaller than the 10 BHBs

with orbits qualitatively different from Sextans, which may explain the false positive

detection of 10 BHBs from KNN.

5.7.4 Difference in extra-tidal structure around Draco and Sextans

We identify 16 extra-tidal BHBs and other giants from Sextans through orbit

integration, indicating that Sextans may have undergone some tidal stripping or other

kinematic process. Comparing to the case study of Draco (See Chapter 4), which has a

comparable orbit to Sextans with similar ellipticity and fperi (see definition in Chapter

4.5.1), Draco does not exhibit obvious evidence for the tidal effect. Sextans is located at

a comparable distance from the Galactic center as Draco, but with a larger pericenter

compared with Draco, suggesting that it should experience few tidal effects from the

MW. This is contradict to our observations in the study. Therefore, it is possible that

the extra-tidal features we identify in Sextans are from different mechanism than tidal

disturbance. Simulations from Deason et al. (2014a) suggest that distant dwarfs may

experience mergers – the merger fractions doubles for dwarfs outside the virial radius

of their host galaxy. Also, recent observations (Deason et al., 2014c; Yang et al., 2022;
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Gao et al., 2023) indicate satellites may fall into their host as a group, and thus dwarf-

dwarf merging may happen before or during their in-fall into the MW. This raise the

possibility that Sextans may have been involved in a merger before its infall. The

dynamical heating from the merger activities contribute to the loss of those extra-tidal

stars. This scenario may be further supported by the extended star formation history

between the center and outer regions of Sextans (Lee et al., 2009).

5.8 Conclusion and Future work

We identify 50 (25 from GMM orbit sample and 25 from BHB candidate sam-

ple) potential Sextans members from the 6D kinematic information. After investigating

the orbits, 20 out of 25 KNN selected stars from the GMM orbit sample and 15 out

of 25 selected from the BHB sample have comparable orbits to the Sextans center of

mass. Sextans is a diffuse, low surface brightness dwarf at large distance. From the or-

bits and metallicity of the potential Sextans member BHB stars, we may conclude that

Sextans seems to have undergone some dynamical heating, possibly in a merger before

its infall. The success of our technique in identifying extra-tidal members in Sextans

shows promise for using orbit integration information with a KNN like machine learning

technique to search for tidally stripped or heated members of Milky Way dwarfs.
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Figure 5.3: Color magnitude diagram with membership probabilities from the mixture

model. Points are colored according to their probability. The high probability members

outside the tidal radius are labelled with triangles. The grey isochrone is defined in

section 5.2.1.
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Figure 5.5: Comparison of proper motion (PM) measurement between this work and

previous literature. The red error bars show the Sextans PM with 1-sigma uncertainties

measured in this work. The black error bars are the PM value and uncertainty measured

by Qi et al. (2022) using Gaia DR3 data and photometry. The blue error bars show the

PM measured by McConnachie & Venn (2020b). The orange data represents PMs from

Battaglia et al. (2022), and the green crosses show PMs from Mart́ınez-Garćıa et al.

(2021). Our PM distributions are in consistent with other PM values.
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Figure 5.6: The metallicity distribution before and after the distance cut and distance

percentage error cut for the GMM high probability sample. The mean metallicity before

the distance cut and distance percentage error cut is labelled in black, and the mean

metallicity after the cut is labelled in blue.
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Figure 5.7: Distance modulus distribution for the GMM orbit sample. The distance

modulus for the center of mass is at 19.404.
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Figure 5.8: Rotation curves for the scaled potential from the MWpotential2014 used in

our study (red) compared to the potential in McMillan (2017) (blue).
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Figure 5.9: E-Lz plot for all stars in the BHB candidate sample. GSE is at low (very

negative) energy and near zero Lz, and the sextans CM is the orange X label.
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Figure 5.10: E-Lz plot for all the BHB candidates (black) and the GMM orbit sample

(blue). Most of the GMM orbit sample have a positive Lz, the Sextans CM is the big

orange triangle and most of the GMM sample are near the Sextans CM.
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Figure 5.11: Jr-Jz plot for all the BHB candidates labelled in black, GMM orbit sample

labeled in blue. There is a cluster around the center of mass.
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Figure 5.12: E-Lz plot for the contours (16th, 50th 84th) of the training sample for the

KNN. The contours for the BHB candidates are labeled in black and the GMM orbit

sample are labeled in red. The blue data is the original GMM orbit sample.
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Figure 5.13: E-Lz plot for the performance of the KNN. The GMM orbit sample selected

by KNN is labelled in red while the excluded ones are labelled in blue. The BHBs

selected by KNN are labelled in purple cross. It is clear that the selected stars are

clustered around the center of mass.
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Figure 5.14: Jr-Lz plot for the performance of the KNN. The GMM orbit sample

selected by KNN are labelled in red while the excluded ones are labelled in blue. The

BHBs selected by KNN are labelled with purple cross. It is clear that the selected stars

are clustered around the Sextans center of mass, in Lz from 0-20000 and in Jr from

300-10000.
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Figure 5.15: Jz-Lz plot for the performance of the KNN. The GMM high probability

members selected by KNN are labelled in red while the excluded ones are labelled in

blue. The BHBs selected by KNN are labelled in purple cross. We can see a narrower

distribution in Jz for the selected stars from 1000 to 10000.
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Figure 5.16: Orbits for the GMM orbit sample. Top panel: The GMM orbit sample

members selected by the KNN. The star denotes the current position of the stars. The

orange curve denotes the center of mass orbit of Sextans. The orbits of all the stars

selected by KNN are labelled by the dark dash line. Most of the orbits are similar to

the orbit of the center of mass. Bottom panel: The members excluded by KNN. The

KNN is capable of excluding all the stars with different orbits than the Sextans center

of mass.
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Figure 5.17: Orbits for the selected BHB members by the KNN. Top panel: All the BHB

stars selected by KNN. The orange curve denotes the center of mass orbit of Sextans.

The orbits of all the BHB selected by KNN are labelled by the dark dash line. Bottom

panel: BHB stars selected by KNN with orbits with comparable orbits as the Sextans

center of mass (blue box selection in 5.18). The star denotes the current positions of

the stars.
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Figure 5.18: Pericenter versus apocenter for the BHB stars selected by the KNN. The

orange triangle denotes the Sextans center of mass. The blue points are the apocenter

and pericenter calculated from the orbits of the BHB stars. The blue box is our selection

of stars have comparable pericenter and apocenter to the center of mass.
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Figure 5.19: [Fe/H] distributions for the selected Sextans members from the BHB sample

(labelled in blue) and the GMM orbit sample (labelled in orange). The two samples

share the same mean value in [Fe/H].
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Chapter 6

Conclusion

In my dissertation, I utilized the datasets from large sky surveys, SDSS and

DESI, to unveil the structure of our universe from large-scale structure traced by IGM

to small-scale structures traced by nearby dwarf galaxies. The main results of this

dissertation are:

1. I present new measurements of the mean transmitted flux in the hydrogen

Lyα and a relative transmitted flux measurement in Lyβ using 27,008 quasar spectra

from the Fourteenth Data Release (DR14) of the Extended Baryon Oscillation Spec-

troscopic Survey (eBOSS). The τLyα values in this study show a smooth increase by a

factor of 5 over the redshift range z = 2.4 − 4.4.

2. I discuss my contribution to the development of a CNN-based DLA finder

used in the DESI year one cosmology analysis.

3. I investigate the spatial distribution, kinematics and metallicity of the

Draco dwarf spheroidal galaxy. Using a sample of stars selected from the DESI early
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data release, I employ a Gaussian mixture model to identify high probability members

in Draco using Gaia DR3 proper motions and line of sight velocity and metallicity

information derived from DESI spectroscopy. I identify eight high probability members

outside the tidal radius. Two of those extra-tidal members also identified in Walker

et al. (2015) and Qi et al. (2022), providing further confirmation for previous extra-tidal

candidates as well as new candidates for the study of the extended stellar distributions

of Draco. I also conclude that there is minimal evidence for the tidal disturbance of

Draco, in agreement with previous work and analytic predictions.

4. I study the spatial distribution, kinematics and metallicity of the Sextans

dwarf spheroidal galaxy, and focus on searching for extra-tidal candidates using 6D orbit

integration and KNN machine learning. I identify 35 potential Sextans members that

have comparable orbits to the Sextans center of mass. From the orbits and metallicity

of the potential Sextans member BHB stars, we conclude that Sextans has undergone

some dynamical heating, possibly in a merger before its infall to the Milky Way. This

technique is also promising for the analysis of other dwarf galaxies observed in the DESI

and DESI-II surveys.
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