
UC Berkeley
UC Berkeley Previously Published Works

Title
Measurement of High-Energy Neutron Flux Above Ground Utilizing a Spallation Based 
Multiplicity Technique

Permalink
https://escholarship.org/uc/item/3pn9t3x6

Journal
IEEE Transactions on Nuclear Science, 63(6)

ISSN
0018-9499

Authors
Roecker, Caleb
Bernstein, Adam
Marleau, Peter
et al.

Publication Date
2016-12-01

DOI
10.1109/tns.2016.2628644
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/3pn9t3x6
https://escholarship.org/uc/item/3pn9t3x6#author
https://escholarship.org
http://www.cdlib.org/


IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 63, NO. 6, DECEMBER 2016 2823

Measurement of High-Energy Neutron Flux Above
Ground Utilizing a Spallation Based

Multiplicity Technique
Caleb Roecker, Student Member, IEEE, Adam Bernstein, Peter Marleau, Member, IEEE,

and Kai Vetter, Member, IEEE

Abstract— Cosmogenic high-energy neutrons are a ubiquitous,
difficult to shield, poorly measured background. Above ground
the high-energy neutron energy-dependent flux has been mea-
sured, with significantly varying results. Below ground, high-
energy neutron fluxes are largely unmeasured. Here we present
a reconstruction algorithm to unfold the incident neutron energy-
dependent flux measured using the Multiplicity and Recoil Spec-
trometer (MARS), simulated test cases to verify the algorithm,
and provide a new measurement of the above ground high-
energy neutron energy-dependent flux with a detailed systematic
uncertainty analysis. Uncertainty estimates are provided based
upon the measurement statistics, the incident angular distrib-
ution, the surrounding environment of the Monte Carlo model,
and the MARS triggering efficiency. Quantified systematic uncer-
tainty is dominated by the assumed incident neutron angular
distribution and surrounding environment of the Monte Carlo
model. The energy-dependent neutron flux between 90 MeV and
400 MeV is reported. Between 90 MeV and 250 MeV the MARS
results are comparable to previous Bonner sphere measurements.
Over the total energy regime measured, the MARS result are
located within the span of previous measurements. These results
demonstrate the feasibility of future below ground measurements
with MARS.

Index Terms— Cosmogenic neutrons, high-energy neutron
spectroscopy.

I. INTRODUCTION

SECONDARY particles arising from cosmogenic high-
energy neutrons form a ubiquitous and prominent
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background in a wide range of particle and nuclear physics
experiments. Examples of high-energy neutron induced back-
grounds include: the generation of secondary radiation
which may impact gamma ray and neutron based mea-
surements [1]–[3] and indirect backgrounds for many rare-
event neutral particle experiments (e.g. antineutrino reactor
monitors [4], WIMP dark matter detectors [5], neutrinoless
double beta decay detectors [6], and coherent neutrino nucleus
scattering detectors [7]).

The energy-dependent flux of these cosmogenic neutrons
has been measured by several groups above ground, but is
largely unmeasured below ground. Above ground high-energy
neutron measurements have been summarized by Ziegler
(Fig. 18 of [1]) and show significant disagreement. Significant
uncertainty exists in these measurements due primarily to three
factors: an unknown and probably energy dependent neutron
angular distribution [1], individual detector systematic biases,
and a lack of an active charged particle veto in many of the
previous experiments [8], [9].

In order to measure the high-energy neutron energy-
dependent flux we have constructed the Multiplicity And
Recoil Spectrometer (MARS). A detailed description of the
system and the signatures that it measures are described
in [10]. MARS consists of two large Gd containing plastic
scintillator detectors surrounding a large number of lead
bricks. Incident high energy neutrons induce spallation reac-
tions in the lead producing many secondary neutrons of signif-
icantly lower energy. These secondary neutrons thermalize in
the scintillator and are captured by a Gd nucleus resulting in an
8 MeV cascade of gamma rays. MARS records the deposited
energy of the secondary neutrons during the thermalization
process (thermalization energy), the number of Gd captures
(multiplicity), and the energy deposited by all Gd captures
(capture energy). MARS is not capable of directly measuring
the high-energy neutron flux angular distribution. However,
our analysis includes the incident angular distribution as a
systematic uncertainty. Additionally, MARS includes an active
charged particle veto and it uses a different reconstruction
analysis than previous above ground measurements.

The primary purpose of this paper is to provide a new
measurement of the high-energy neutron energy-dependent
flux above ground using the MARS detector. Our results
demonstrate the feasibility of future MARS measurements by
being located within the spread of previous above ground
measurements. Measurements at several underground depths

0018-9499 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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were also made and results will be reported in a future paper.
In Sec. II the Markov Chain Monte Carlo (MCMC) algorithm
implemented to infer the incident neutron energy-dependent
flux is briefly described. In Sec. III a simulation test case
is unfolded to verify the MCMC algorithm for MARS.
In Sec. IV sources of systematic uncertainty are described.
In Sec. IV the experimental data and several background
estimates are described. Finally Sec. VI presents the measured
energy-dependent flux above ground which is compared to
the previous measurements of Gordon [11] and to multiple
measurements summarized by Ziegler [1].

II. RECONSTRUCTION METHOD

The high-energy neutron energy-dependent flux is recon-
structed using an MCMC algorithm. The MCMC algorithm
determines the energy-dependent flux of incident neutrons
given the measured secondary neutron data and a simu-
lated detector response matrix that is estimated using a
Geant4 [12], [13] model of the detector [10].

The algorithm used here was derived by Kuusela [14]. This
algorithm is attractive over other reconstruction algorithms due
to its ability to calculate reconstruction uncertainty, incorporate
a priori information, and minimize the a priori induced bias.
In addition, the algorithm uses cubic basis splines, defined by a
set of knots, in order to produce a second order continuously
differentiable result [15]. Due to our implementation being
nearly identical to the original form of the algorithm, we direct
the reader to the paper by Kuusela [14]. The only change we
made was to include a background term. Here, we only provide
the necessary equations to set up the problem.

To solve for the incident neutron energy-dependent flux, the
inverse algorithm must solve the Fredholm integral equation

g(�y) =
∫

A(E, �y) f (E)d E + b(�y), (1)

where g(�y) is the measured secondary neutron response,
A(E, �y) is the detector response matrix estimated using Monte
Carlo simulation, f (E) is the desired energy-dependent flux,
b(�y) is the background due primarily to the ambient gamma
ray flux, �y is the vector of measured parameters, and E is the
incident neutron energy. Because the continuous form of the
parameters are not known, Eq. 1 must be discretized:

�gmeas = A �f + �b, (2)

where �gmeas is a vector of length N , A is a N by P matrix,
�f is a vector of length P , and �b is a vector of length N . The

energy-dependent flux is discretized in the following manner:

f (E) =
P∑

i=1

�fiβi (E), (3)

where βi (E) is the i-th cubic basis spline function and �fi is
the i-th basis spline coefficient. In the context of the above dis-
cretization, N is the number of voxels in the measured vector
(∼1700) and P is the number of basis spline coefficients (8).

For MARS, A is not square eliminating the possibility of
direct matrix inversion of Eq. 2. Pseudo-matrix inversion,
using a Moore-Penrose matrix [16], of Eq. 2 is not advisable

given the rank deficient nature of A and the background in
Eq. 2 [17]. The problem is ill-posed; to solve for f (E) the
algorithm uses a Bayesian approach with regularization:

p( �f |�gmeas, �b, α) = p(�gmeas, �b| �f )p( �f |α)

p(�gmeas, �b|α)
, (4)

where α is the regularization strength, p( �f |�gmeas, �b, α) is the
Bayesian posterior, p(�gmeas, �b| �f ) is the likelihood given the
Poisson statistics of the problem, p( �f |α) is the regulariza-
tion prior, and p(�gmeas, �b|α) is the marginal likelihood. The
likelihood for Poisson statistics is defined by:

p(�gmeas, �b| �f ) =
N∏

i=1

(
e
−

(
(A �f )i+�b

))(
(A �f )i + �b

)�gmeas,i

(�gmeas,i) ! , (5)

where i is the vector element, A �f is the forward projected
answer, and all other parameters have been previously defined.
We use a curvature regularization defined by:

p( �f |α) ∝ ex p

(
−α

∫
( f

′′
(E))2d E

)
= ex p(−α �f T � �f ),

(6)
where � is the curvature matrix. In the cubic basis spline
parameterization the curvature matrix � is defined by:

�i, j =
∫

β
′′
i (E)β

′′
j (E)d E, (7)

where β
′′
i (E) is the second derivative of the i -th cubic basis

spline. The marginal likelihood is handled by the MCMC
algorithm and is not formally defined.

We employ Aristotelian boundary conditions by adding a
positive constants to �1,1 and �P,P [14], [18]. For simplicity
we use the same constant and fix it to �1,1. The regularization
matrix � is positive definite. With the above definitions
we can perform the algorithm described by Kuusela [14]
to solve for the optimal regularization strength α. With an
optimal α, a boot-strapping procedure [14], [19] can be used
to reduce the bias introduced by the regularization resulting
in f (E)BC , the bias corrected reconstruction. In the context
of the MARS measurement, boot-strapping is performed by
Poisson sampling the forward projected vector A �f and the
background vector �b and combining them to replace �gmeas .
Here the bootstrapping procedure is performed ten times per
iteration and five iterations are used. We observe minimal
change in f (E)BC after five bias corrections indicating that
the bias reduction converged. After removing the bias an
additional 2000 bootstrap samples are drawn at the rec-
ommendation of Efron and Tibshirani [19]. The set of the
final bias corrected samples, F = { f (E)r

BC}2000
r=1 , from the

bootstrapping procedure can be used to construct confidence
intervals. We calculate confidence intervals by using the boot-
strap percentile intervals. The set of functions F are evaluated
at E in increments of 1 MeV to find the x and 1 − x percent
evaluations at each E . Intervals are constructed by:

[ f (E)BC,x, f (E)BC,1−x] (8)

where f (E)BC,x is x percent function evaluation at E .
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III. SIMULATION RESULTS

To investigate whether the reconstruction algorithm briefly
described in Sec. II produces correctly reconstructed results,
we used the MARS Monte Carlo model described in [10] to
simulate 5 groups of neutrons at energies of 100, 200, 300,
500, and 700 MeV. Neutrons were generated on the upper
half sphere surface of the model in a cosine distribution.
The detector response was applied to the deposited simulated
energy given the ADC timing parameters described in [10].

Using the definition for depositions and events described in
Sec. I of [10] and the event identification algorithm described
in Sec. 5 of [10], neutron multiplicity events are classified as:

1) All individual depositions must have ≥ 850 keV
deposited energy

2) The start of the event must occur > 200 μs from a veto
deposition

3) An event is recorded if ≥ 3 depositions occur
within 25 μs

4) Additional depositions can be added to an event if they
occur ≤ 75 μs from the second to last deposition already
recorded in an event

5) Only the first deposition may be over 8 MeV
6) An event with multiplicity 3 must have

(Capture Energy[MeV ])/Multi plici ty > 2.0 MeV

The MARS Monte Carlo model was used to simulate inci-
dent neutrons until 100,000 multiplicity events were recorded
for each incident neutron energy. The capture energy was
binned in 8 MeV increments. The thermalization energy was
binned given an energy resolution 30% worse than determined
in Sec. 4 of [10] with the caveat that each bin must be
≥ 8 MeV in width. This coarse energy binning in the thermal-
ization and capture energy ensures that energy calibration or
gain correction measurements do not dominate the systematic
uncertainty.

The MCMC algorithm was used to reconstruct the input
neutron counts. The distribution of reconstructed and input
counts in the cubic basis spline space is observed in Fig. 1.
The output energy knot spacing for each of the 5 simulated
energies was fine near the respective energy and became
more coarse at a greater distances from the mono-energetic
peak. The binning was adjusted in order that multiple �fi had
Gaussian distributions and no oscillations were observed in
the reconstructed output.

Examining Fig. 1, we observe a broadening of the recon-
structed energy indicating the degradation of the energy reso-
lution. Additionally some reconstruction means have a slight
offset from the input energy. In these situations, the peak
reconstructed value is offset by one basis spline from the
correct position. This offset is not considered problematic
because Fig. 1 has a finer knot spacing than is used in an
experimental analysis. Coarser spacing of the basis spline
knots reduces the probability of offset. In spite of the offset,
we observe consistent predictions of the number of simulated
incident neutrons which are displayed in Table I. In Table I,
the input column displays the number of incident neutrons
simulated. Of these simulated incident neutrons, 100,000 neu-
trons initiated events passing the MARS event requirements.

Fig. 1. The reconstructed counts/�E of the 5 mono-energetic neutron
simulations. The input spectra in the cubic basis spline space is displayed
as a solid blue line. Reconstructed spectra are displayed as a dashed black
line. Confidence intervals around the reconstructed spectra are displayed as a
patterned red area.

TABLE I

THE INTEGRAL NUMBER OF NEUTRONS SIMULATED FOR THE 5 MONO-
ENERGETIC NEUTRON ENERGIES. THE INPUT, BIAS CORRECTED

RECONSTRUCTION, AND THE INTEGRAL OF THE ±1σ CONFIDENCE

INTERVAL FUNCTIONS ARE DISPLAYED

The f (E) column reports the predicted number of simulated
events and includes 1-σ uncertainty estimates. The quoted
uncertainty in Table I only includes statistical considerations.

IV. SYSTEMATIC UNCERTAINTY CONSIDERATIONS

Sources of systematic uncertainty for the MARS experi-
mental analysis include: the unknown incident neutron angular
distribution, the surrounding environment considered by the
Monte Carlo model, the secondary neutron capture efficiency,
the multiplicity event triggering efficiency, and the uncertainty
in the gain drift and energy calibration. The uncertainty associ-
ated with the gain drift and energy calibration is minimized by
design of the measured data. The coarse energy binning of the
thermalization and capture energy described in Sec. III make
it unlikely that gain shifts or systematic bias in the position
dependent energy calibration will cause shifts in the recorded
data.

The secondary neutron capture characteristics for MARS
were well characterized using a Cf-252 source in [10].
We observed excellent agreement between the neutron capture
efficiency and reasonable agreement with the neutron capture
time. The slight discrepancy in the capture time produces a
small deviation in the MARS event tagging efficiency. The
triggering analysis described in Sec. III used an initial time
range of 25 μs with a possible expansion of 75 μs from the
second to last deposition. To characterize the uncertainty in
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the event tagging efficiency, we vary the initial time range
from 22μs to 28μs. The secondary time range was left fixed
at 75μs. The variation in the initial time range is based upon
the ratio of the initial time range and the capture time:

25μs

tsim
≈ 25μs + xμs

texp
, (9)

where tsim is the capture time from the simulation, texp is
the capture time from the measured data [10], and x is the
variation. We conservatively round x up to 3 μs, and assume
the variation is symmetric (± 3 μs). We found the systematic
uncertainty due to the event identification to be relatively small
when compared to other systematic uncertainties.

Two Monte Carlo models were used to simulate the MARS
detector and its environment. The first was the partial geometry
model, including only the detectors, lead, steel table, and
associated vetoes. The second was the full geometry model,
including the detectors, lead, steel table, associated vetoes,
deployment platform, and several meters of rock underneath
the deployment platform. We use rock in order to use the
same model for the below ground measurements. The minimal
amount of topsoil present above ground at the Kimballton
Underground Research Facility (KURF) is assumed to have
a small impact on the results. We found that the variation of
the MARS results as a function of the surrounding environ-
mental model was on the same order as the incident angular
distribution (Sec. VI). However we do not have a multitude
of environmental models to compare, making it difficult to
calculate a systematic uncertainty. We therefore average these
distributions using a convolution and use each individual
distribution to construct the systematic uncertainties.

Finally the incident neutron angular distribution is of par-
ticular concern since MARS has no direct method of mea-
suring the angular distribution. Instead a reasonable range of
possible angular distributions has been investigated. Typically
the incident neutron angular distribution is characterized as
∝ cosn(θ), where θ is the angle relative to the zenith [1].
Ziegler summarizes several works which attempt to calcu-
late the angular distribution. Using the data summarized by
Ziegler: [20]–[24] except for Lohrmann et al. [25] and the
newly processed data from Moser et al. [26], we calculate
a mean angular distribution of cos3.0±0.6(θ). Several of the
experiments referenced by Ziegler indicate that the angular
distribution is probably dependent upon the incident neutron
energy. However, we do not consider this variation since
no robust measurements of the energy dependence have
been performed. Examining the effective area calculations
of MARS [10], we observe that as the power of cosine
increases, the change in effective area decreases. The largest
increase in the effective area occurs at low integer powers
of cosn(θ). Additionally we observe minimal change in the
reconstructed neutron energy-dependent flux with incident
angular distributions steeper than cos4(θ). Here, we report
the above ground reconstructed neutron energy-dependent flux
assuming cos3(θ). Incident angular distributions of cos2(θ)
and cos4(θ) are used in the systematic uncertainty analysis.
We consider this a conservative estimate of the systematic
variation of the incident angular distribution.

Fig. 2. The neutron detector deposition time after a tagged muon veto
deposition. The signal is composed of two exponential distributions. The
exponential with the faster time constant is due to muon induced depositions
in the detector. The long time constant exponential is due to the uncorrelated
gamma-ray flux.

V. EXPERIMENTAL DATA AND

BACKGROUND PREDICTIONS

MARS operated at the surface of earth above KURF at
an atmospheric depth of 1029.76 g/cm3 ( 500 m above sea
level) near 37-23-00.4 North, 080-39-29.2 West. The location
is near the entrance to the mine where KURF is located and is
distantly surrounded by large hills. MARS was situated several
meters from an out-building composed of cinder blocks. The
closest surface to the detector remained the soil underneath
the deployment platform. The measurement was performed
starting on April 24th, 2015 and operated for 9 days with a
live-time of 7 days. A combined neutron detector count rate
of 3 kcps was observed.

To remove multiplicity events due to muon-induced spalla-
tion, a 200μs veto time was used. An effective veto time was
determined by investigating the neutron detector deposition
time after a muon was tagged by the veto paddles and the
neutron detectors. As observed in Fig. 2 after ∼5μs the
distribution is a summation of two exponential distributions,
corresponding to a sharply decreasing muon-induced distribu-
tion and a longer uncorrelated gamma-ray induced distribution.
By using a 200μs veto time we eliminate a majority of
the muon-induced signal. This 200μs veto time is initiated
after every veto deposition. The veto energy threshold was
set at 2 MeV for all paddles in order to remove nearly
100% of the muon induced multiplicity signal. Due to the low
energy threshold of the veto paddles, most veto depositions
are due to uncorrelated gamma rays resulting in 19% dead
time. While this dead time might be considered high for some
applications, it is not reducible given the desire for a clean
neutron multiplicity signal. After the veto rejection and the
event requirements applied from Sec. III, MARS observed
∼2.9 million neutron like events.

A simple Monte Carlo model based upon the measured
uncorrelated gamma ray background rate and the individual
multiplicity event gate length was used to estimate the gamma
ray contamination of the multiplicity data. Using this model,
we determine that 9% of neutron like events were partially
contaminated by gamma rays. Nearly all of this contamina-
tion is due to a single gamma ray contaminating neutron
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multiplicity events. Contamination of a multiplicity event by
multiple gamma rays was predicted to be less than 0.5%.

The charged particle contamination was simulated using the
CRY package [27] with all particles except neutrons. The
simulation was run with the partial geometry model which
only included the detector and the veto system: the sur-
rounding environment was not modeled. The detector position
dependent response, the experimental energy threshold, and
the event requirements described in Sec. III were applied
to the simulated data. We predict 970± 15 contamination
events corresponding to 0.03% of the measured event num-
ber. Due to this insignificant percentage we do not consider
charged particle contamination above ground., Subtracting the
background from the measured data is not straightforward.
The difference between two Poisson distributions is not a
Poisson distribution. This problem requires that a background
subtraction be performed inside the boot-strapping procedure.
While 2000 bootstrap samples was suggested as a sufficient
number by Efron and Tibshirani [19] for calculating confi-
dence intervals, no guidance is provided given the additional
bootstrap of the background subtraction. The mean value of
the reconstruction does shift between background subtracted
and non-background subtracted data. However, we observe
insignificant differences between the background subtracted
and non-background subtracted reconstructions with regard to
the percent difference of the confidence intervals.

VI. EXPERIMENTAL RESULTS

Using the reconstruction of the mono-energetic neutron
simulations in Sec. III, a minimum knot spacing as a function
of energy can be calculated for the final experiment results
f (E)BC . We used this minimum knot spacing as a starting
point and increased various knot distances until the recon-
struction result did not shift with small perturbations to the
knot positions. All results are scaled using the method of
Gordon [11] to correct for geomagnetic rigidity and elevation.

We consider the best model to be the average by con-
volution of the full and partial geometry model with an
incident angular distribution of cos3(θ ). Angular distributions
of cos2(θ ) and cos4(θ ) are used to estimate the systematic
uncertainty. The percent difference between cos3(θ ) and vari-
ous permutations of the angular distribution using the average
of both Monte Carlo models without uncertainty are shown
in Fig. 3. The percent difference between the average of
both Monte Carlo models and each respective Monte Carlo
model is shown in Fig. 4 without uncertainty. The percent
difference between the gating structure of 22μs and 28μs,
with the standard 25μs, is shown in Fig. 5 without uncertainty.
We observe a maximum percent deviation of 12%. Final
results with uncertainty are displayed and compared to the
results from Gordon [11] and multiple experiments summa-
rized by Ziegler [1] in Fig. 6. The variance in Fig. 6 is the sum
in quadrature of all systematic uncertainties and the statistical
uncertainty as a function of energy in 1 MeV increments.

The above ground results in Fig. 6 are comparable with
the results of Gordon et al. [11] and Hess et al. [8], [9]
between 90 MeV and 250 MeV. Below 90 MeV the result is

Fig. 3. The percent difference in the reconstructed neutron flux versus energy,
between the preferred (cos3(θ)) and alternative choices of the neutron angular
distribution. The partial geometry model was used for this comparison.

Fig. 4. The above ground reconstructed neutron energy-dependent flux at
KURF for the partial and full geometry models given an incident angular
distribution of cos3(θ).

Fig. 5. The above ground reconstructed neutron energy-dependent flux at
KURF with variation in the initial gate triggering time given an incident
angular distribution of cos3(θ).

constrained by the detector efficiency and boundary conditions
employed by the reconstruction analysis. Above 250 MeV, we
measured a slightly lower flux than most previous experiments.
Regardless of the energy regime, our results are contained
within the spread of previous measurements. Where available,
our total uncertainties are comparable to total uncertainty of
other experiments.

We are uncertain whether the deviation above 250 MeV is
due to other experiments lacking an active charged particle
veto or the uncertainty in the incident neutron angular distrib-
ution. The deviation may also be due to Ziegler summarizing
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Fig. 6. The above ground reconstructed neutron energy-dependent flux at
KURF compared to previous experiments. The previous experimental data cor-
respond to the following shapes: Ashton et al. [28], Gordon et al. [11],
Heidbreder et al. [22], Hess et al. [8], [9], Preszler et al. [29], and
R. Saxena [24]. The results from Ashton [28] were scaled by Ziegler [1]
due to the unknown incident angular distribution.

the total hadron flux and assuming it is dominated by the
neutron component. Ziegler estimates that the hadron flux is
90% neutrons at 100 MeV, but may be 50% protons by 1 GeV.
These protons would be actively vetoed from the MARS
data. Additionally it seems that the data by Ashton [28] was
scaled to match the Hughes corrected Hess data [8], [9]. This
inherently biases the Ashton result [28] towards the Bonner
sphere measurements. Therefore above 300 MeV, all results
are scaled to or performed by Bonner sphere arrays or arrays
using a similar principle. The experiment of Heidbreder [22],
which forms the lower bound of the previous measurements,
was statically limited. No experiment referenced here has
inferred the neutron flux using multiple Monte Carlo packages.
Finally, no experiment calculates the systematic uncertainty
due to the varying magnetic strength of the heliosphere.

The MARS measurement could exhibit environmental vari-
ation due a large hill on one side of the detector which
could decrease the high-energy neutron flux. However, we
expect this variation to be significantly less than the difference
between the full and partial geometry models. Additionally,
no systematic uncertainty analysis of the Geant4 neutron lead
spallation model was performed, either through measurement
or by using different Geant4 physics lists. Measuring the
bias and uncertainty associated with the Geant4 neutron lead
spallation models, with MARS at an accelerator facility, would
be difficult given the long triggering time of MARS to record
an event (100’s of μs). In the absence of measuring this bias or
uncertainty, we used the Geant4 Shielding physics list which is
recommended for high-energy physics. If future measurements
are performed measuring the direct neutron lead spallation
reaction, improvements could be made to our results as well
as the Bonner sphere results.

VII. CONCLUSIONS

We have presented a new above ground measurement of
the neutron energy-dependent flux between 90 and 400 MeV
utilizing the recently developed MARS spectrometer. This
measurement demonstrates the feasibility of the MARS detec-
tor and analysis to measure these high-energy neutrons and

provides confidence that future and more challenging below
ground measurements with MARS will reconstruct an appro-
priate energy-dependent flux.

MARS operated at earth’s surface for a live-time of ∼7 days
and recorded 2.9 million events with a 19% dead-time.
Using an MCMC inversion algorithm, this data was used
to reconstruct the incident neutron energy-dependent flux
above ground. Between 90 MeV and 250 MeV our results
are comparable with previous Bonner sphere measurements.
Above 250 MeV our results indicate a slightly lower flux.
We predict minimal background contamination in the above
ground measured data from charged particles. Predictions of
the ambient uncorrelated gamma ray flux are incorporated
into a background subtraction within the bootstrap of the
reconstruction algorithm. Uncertainty estimates are provided
based upon the measurement statistics, the incident angular
distribution, the surrounding environment of the Monte Carlo
model, and the MARS triggering efficiency. Quantified sys-
tematic uncertainty is dominated by the assumed incident
neutron angular distribution and surrounding environment of
the Monte Carlo model.
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