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Phytoplankton and associated microbial communities are essential for sustaining marine 

ecosystems. However, the structure and function of these communities is largely driven by 

dynamic physical forcing (e.g. upwelling, subduction) and micro-scale interactions (e.g. viral 

infection, trophic interactions, symbioses) that are difficult to capture. This dissertation applies 

recent molecular tools to these complex systems in order to resolve the physiology of key 

microbial players in the context of environmental forcing and community interactions.   

In Chapter 1, a semi-Lagrangian drifter was deployed to capture the transcriptional 

dynamics of a phytoplankton community across diel cycles. Apart from fungi and archaea, all 

groups (dinoflagellates, ciliates, haptophytes, pelagophytes, diatoms, cyanobacteria, 

prasinophytes) exhibited 24-h periodicity in some transcripts. Larger portions of the 
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transcriptome oscillated in phototrophs. Functional groups of genes, including photosynthetic 

machinery, had conserved timing across diverse lineages. In addition to responding to low-iron, 

many taxa were also being persistently infected by viruses.  

Chapter 2 applied metatranscriptomics to a simulated upwelling experiment to examine 

the response of blooming phytoplankton to nitrogen and iron, the most common nutrients 

limiting marine phytoplankton growth in nature. Regulation of metabolism and light harvesting 

machinery changed in a conserved manner across diverse lineages. Viral activity was widespread 

and increased under nutrient limitation. The relative expression of NRT2 to GSII and iron 

starvation induced proteins (ISIP1, ISIP2, ISIP3) to the thiamin biosynthesis gene, ThiC, were 

identified as robust markers of diatom cellular nitrogen and iron status.  

Chapter 3 applied high-resolution amplicon sequencing to a ship-based transect of the 

South Pacific along a gradient of water ages spanning newly subducted Antarctic water to 

subtropical water with a residence time >1,000 years. 16S and 18S rRNA diversity analyses were 

performed using both DNA and cDNA reverse-transcribed from RNA, providing an estimate of 

the breadth of deep-ocean microbial diversity that can be attributed to active cells. Microbial 

communities differed across size classes and were ultimately structured by physical properties of 

water masses and residence time in the deep ocean. These results highlight the utility of ‘omics 

techniques for capturing the response of marine microbes to physical dynamics and resolving 

relationships between key community members. 
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INTRODUCTION 
 

Approximately 45% of global photosynthesis occurs in marine systems1, and carbon 

fixation by phytoplankton is not only an important parameter in modeling the future of Earth’s 

climate2, but also sets an upper bound on oceanic productivity. Heterotrophic marine microbes, 

in turn, are indispensable for sustaining oceanic food webs via recycling of organic matter. 

Despite the significance of marine microbial ecosystem services, their ecophysiology has 

traditionally been difficult to study in situ, where observations are most relevant.  

The object of this PhD dissertation is to harness recent technological advances in 

DNA/cDNA sequencing and bioinformatics to glean novel insights into the community structure 

and ecophysiology of marine microbial systems in nature.  Both microbial ecology and marine 

systems lend themselves to genetic and transcriptional observation because of their difficulty of 

study by traditional methods.  Microbial communities are comprised of members that are 

problematic (in the case of many eukaryotic plankton), if not impossible (in the case of 

prokaryotes), to distinguish taxonomically by morphological observation. As much as 99% of 

microbial diversity cannot be cultured by standard techniques, and is only accessible using 

molecular methods3. Furthermore, the relevance of microbial systems to human health and to 

global biogeochemistry is mediated by metabolic interactions that can only be observed at a 

molecular level. Marine microbial systems in particular are in constant flux due to the physically 

dynamic nature of their habitat.  Recent advances in sequencing technology and “big data” 

bioinformatics are only now allowing for the large scale sampling necessary to resolve the 

physical drivers of marine microbial systems.  The application of “meta-‘omics” to field based 

research allows us to observe directly the impacts of physical oceanography on marine microbial 
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systems, an important parameter which cannot be accounted for using laboratory-based 

approaches.  

In this dissertation, meta-‘omics techniques are deployed in various ways to resolve 

marine microbial ecophysiology temporally, experimentally, and over great distances.  Chapter 1 

employs a free-floating robotic sampler designed by Monterey Bay Aquarium Research Institute 

(MBARI), the Environmental Sample Processor (ESP), to observe the temporal dynamics of 

microbial, and in particular, phytoplankton, communities off of Monterey Bay, CA.  We observe 

a sympatric population of plankton along a Lagrangian drift track every 4 hours over 3 days, 

documenting the influence of diel cycles and small-scale nutrient fluxes on planktonic 

ecophysiology.  Chapter 2 uses seawater incubation experiments to simulate phytoplankton 

blooms and compare the physiology of key players in replete and deplete nitrogen and iron 

conditions. Chapter 3 applies ‘omics techniques to a traditional ship-based oceanographic 

sampling regime in order to resolve microbial community structure on an ocean-basin scale.  

Three hundred samples were collected on a transect spanning the South Pacific (26oS – 70oS) in 

collaboration with the P18 line of the GO-SHIP ocean mapping survey. Metabarcoding samples 

span full ocean depth, and are complemented by high-resolution mapping of the physical, 

chemical, and nutrient properties of the sampled water masses.  This chapter seeks to assess the 

impact of thermohaline circulation (THC) on the adaptive potential of marine microbes to the 

extreme high pressure and low temperature of the deep ocean by viewing the resulting pelagic 

community structure. Together, this dissertation demonstrates the utility of ‘omics-based 

investigation for probing marine microbial physiology across a variety of platforms. 
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Abstract:  

More than half of global carbon fixation and primary production is the result of 

phytoplankton blooms. Here, we simulated blooms limited by nitrogen and iron by incubating 

Monterey Bay surface waters with sub-nutricline waters and inorganic nutrients and measured 

the whole-community transcriptomic response during mid- and late- bloom conditions. Cell 

counts revealed that centric and pennate diatoms (largely Pseudonitzschia and Chaetoceros spp.) 

were the major blooming taxa, but dinoflagellates, prasinophytes and prymnesiophytes also 

increased. Viral activity significantly increased in late-bloom conditions and likely played a role 

in the boom’s demise. Nitrogen depletion induced conserved shifts in the genetic similarity of 

phytoplankton populations to cultivated strains, and the density of single nucleotide 
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polymorphisms (SNPs) also decreased late-bloom for diatoms and chlorophytes, indicating a 

selective sweep of adaptive alleles. We note conserved differences between mid- and late-bloom 

metabolism and differential regulation of the light harvesting complex under nutrient stress. We 

also identify the relative expression of NRT2/GSII as a robust marker of cellular nitrogen status, 

and the relative expression of iron starvation induced proteins (ISIP1, ISIP2, ISIP3) to the 

thiamin biosynthesis gene (ThiC) as a marker of iron status in natural diatom communities.  

Introduction 

The majority of phytoplankton growth in the world’s oceans is either limited by either 

nitrogen or iron1. After carbon, nitrogen is the greatest component of organic material, and is 

essential to the structure of nucleotides and amino acids2. Iron, on the other hand, is a 

micronutrient that is crucial for redox reactions, including photosynthesis and respiration3.  

During upwelling, macronutrient-rich waters stimulate rapid phytoplankton growth, but 

in systems like the California coast, do not always provide enough iron for nitrogen to be utilized 

fully4. In such an environment, phytoplankton compete for not only the nitrogen necessary for 

growth, but also the iron necessary for photosynthesis. Common strategies for coping with low 

iron include using replacements for iron metalloproteins, such as flavodoxin in place of 

ferredoxin, downregulating the abundance of iron proteins, and remodeling cellular machinery to 

make use of iron co-factors for different functions at different times of day (“hot bunking”)5.  

When nutrients are too dilute to promote blooms, the major phytoplankton players in 

coastal high-nutrient, low-chlorophyll (HNLC) regions are small phytoplankton, such as 

cyanobacteria, chlorophytes and haptophytes6. In E. huxleyi, nitrogen and phosphate metabolism 

seem to be coupled, giving haptophytes an advantage in low-macronutrient settings7,8. 
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Haptophytes are also phenotypically adaptable to nutrient conditions, calcifying and taking on 

diploid life-stages more readily in nitrogen-replete conditions8.  

When conditions favor blooms, large, chain-forming diatoms often dominate the biomass 

in these systems. Diatoms often outcompete other algae for nitrate due to their integrated and 

sophisticated nitrogen metabolism9, and relative to their carbon content, have higher nitrate 

uptake rates than dinoflagellates and chlorophytes10. While diatoms seem to be the most 

responsive to nitrogen and iron additions, they are also most susceptible to iron limitation11,12. 

Laboratory13 and field14 studies of the diatom transcriptional response to iron have found that 

iron-limited diatoms have a reduced capacity for photosynthesis and nitrogen assimilation, and 

that coastal diatoms have different patterns of nitrogen assimilation, carbon fixation, and vitamin 

production than those father offshore15. When iron is limiting, diatoms rely on less efficient 

enzymes that don’t require iron as a co-factor, such as Mn SODs, as well as the uptake of 

reduced nitrogen species that don’t require iron metalloproteins to be made bioavailable6. 

Diatoms also seem to rely on iron-free proteins for longer than haptophytes, who upregulate 

ferredoxin, cytochrome c6, and Fe SODs quickly upon the introduction of iron14. Diatoms are 

also quicker to partition iron towards assimilating nitrate when iron becomes available than 

haptophytes and chlorophytes14. 

While the nitrogen and iron responses of major phytoplankton lineages have been at least 

partially characterized, very little is known about population-level genetic shifts in response to 

blooms, and the selective pressure that nutrient limitation exerts on genes. It has been 

hypothesized that diversity is important in bloom formation, and that blooms will only occur if 

traits that fit the current environmental conditions are met by a suite of pre-existing species16. A 

genotypic profiling of consecutive D. brightwellii blooms off of Washington identified that 
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blooming populations had high diversity. Blooms occurred despite varied oceanic conditions, 

suggesting that they may be regulated by environmental selection17. 

Here, we describe the diversity and physiology of California Current phytoplankton 

communities responding to simulated blooms ending in nitrogen and iron limitation. In addition 

to characterizing their varied metabolic and nutrient acquisition strategies, we seek to understand 

the role of population shifts and selection in blooms, in which algae compete for scarce nutrients. 

Additionally, we examine bacterial and viral response to bloom conditions and seek to identify 

biomarkers of nitrogen and iron stress that can be deployed in the field.  

Materials and Methods 

Sample collection and incubation 
 

Two incubation experiments (Fig. 1) were conducted using seawater collected off of 

Monterey Bay, California (36°50.72’ N, 121°57.89’ W) in September of 2008 using previously 

described methods to simulate phytoplankton blooms18,19.  Seawater was incubated for six days 

in acid-cleaned, seawater-rinsed barrels under ambient light and temperature conditions 

(achieved by the use of plastic screens and seawater baths) and was mixed several times daily. 

Chlorophyll and other pigments, pH, nitrate, and nitrite were also monitored throughout both 

experiments as previously described 18.  

In experiment 1, upwelling was simulated by adding 1 L of surface water (from 6 m 

depth) to 199 L of sub-nutricline water collected at 70 m of depth, in duplicate (barrels 1 and 3).  

Samples were taken at a nutrient-replete time point early in the bloom (day 3), and a nutrient-

deplete time point late in the bloom (day 5) for both for cell counts (as previously described 18) 

and molecular analyses.  
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In the second experiment, 200 L of surface water was added to barrel 2. Nutrients were 

immediately added to achieve final concentrations of 40µM nitrate, 2.5 µM phosphate, and 50 

µM silica. Samples were taken for cell counts and molecular analyses early-bloom on day 2, 

after which 20 L was subsampled and incubated in barrel 4 at a final concentration of 100 nM of 

the iron-chelator, deferoxamine B (DFB). Both barrels 2 and 4 were sampled again in the middle 

of the bloom (day 4).  

Metatranscriptome library preparation and sequencing 

For molecular analyses, approximately 2 L of water was 0.22-µm filtered for each 

sample. Filters were frozen in liquid nitrogen, kept on dry ice for shipping and stored in the 

laboratory at -80ºC. RNA was purified from filters using the Trizol reagent (Life Technologies; 

Carlsbad, CA) and, treated with DNase (Qiagen, Valencia, CA, USA) and cleaned with the 

RNeasy MinElute Kit (Qiagen, Valencia, CA, USA). RNA quality was analyzed with on a 2100 

Bioanalyzer with Agilent RNA 6000 Nano Kits (Agilent Technologies, Santa Clara, CA, USA) 

and quantified using Qubit Fluorometric Quantification system (TheroFisher, Waltham, MA, 

USA). 

After setting aside 1 µg total RNA from each sample for ribosomal RNA amplicon 

sequencing, PolyA mRNA transcriptomes were constructed with 0.8 µg of total community 

RNA using TruSeq RNA Library Preparation Kit v2 (Illumina™), following the manufacture’s 

protocol with minor adjustments. Specifically, fragmentation time was modified according to 

RNA quality. Library quality was analyzed on a 2100 Bioanalyzer with Agilent High Sensitivity 

DNA Kits (Agilent Technologies, Santa Clara, CA, USA).  

The mean size of the libraries was around 400 base pairs. Resulting libraries were subjected to 

paired-end sequencing via Illumina HiSeq.  
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Amplicon library preparation and sequencing 

1 µg total RNA from each sample was converted to cDNA using the SuperScript-III First 

Strand cDNA Synthesis System with 1 µL random hexamer primers. 16S and 18S rRNA PCR 

amplifications were each performed using the Life Technologies AccuPrime PCR system kit in 

reactions containing 1 µL of cDNA per sample as a template, 1X AccuPrime Buffer I, 0.15 µL 

AccuPrime Taq High Fidelity, and a final primer concentration of 200 nM.  A no-template 

negative control for cDNA synthesis was also included. To amplify 16S rRNA, nearly-universal 

bacterial primers 341F (5’-CCTACGGGNGGCWGCAG-3’) 20 and 926R (5’-

CCGTCAATTCMTTTRAGT-3’) 21 were used to target an approximately 500 bp segment the 

v3v5 region. To amplify 18S rRNA, TAReuk454FWD1 (5′-CCAGCASCYGCGGTAATTCC-

3′) and TAReukREV3 (5′-ACTTTCGTTCTTGATYRA-3′) 22 primers were used to target an 

approximately 500 bp segment of the v4 region.  Both primer sets were adapted for multiplexed 

sequencing with the addition of FLX Titanium adapters (A adapter sequence: 5′ 127 

CCATCTCATCCCTGCGTGTCTCCGACTCAG 3′; B adapter sequence: 5′ 128 

CCTATCCCCTGTGTGCCTTGGCAGTCTCAG 3′) and 10bp multiplex identifier (MID) 

barcodes. PCR cycling conditions consisted of an initial denaturation at 95°C for 2 minutes, 30 

cycles of 95°C for 20 seconds, 56°C for 30 seconds, and 72°C for 5 minutes. PCR products (3 µl 

of each sample and 5 µl of negative control) were run on a 1% agarose gel at 110 V for 70 

minutes, cleaned up using the AMPure XP bead kit (Beckman Coulter Life Sciences, Brea CA), 

and resuspended in 25 µL of Qiagen elution buffer (EB). The final product was visualized for 

quality assessment on an agarose gel (2.5 µL) and quantified using in a LifeTechnologies’ 

PicoGreen Quant-IT assay (1 µL). Using this quantification, 20 ng of PCR product from each 

sample (both 16S and 18S rRNA) was pooled for 454 pyrosequencing. 
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Bioinformatics 
Illumina reads were processed via the RNAseq Annotation Pipeline (rap) v0.4 23 as 

previously described 24. Briefly, reads were trimmed and filtered with a length minimum of 30 

base pairs and a quality score minimum of 33. Ribopicker v.0.4.3 25 was used to remove 

ribosomal RNA (rRNA) reads. CLC Genomics Workbench 9.5.3 

(https://www.qiagenbioinformatics.com/) was used to assemble reads first by library, then 

overall. FragGeneScan 26 was used for ab initio ORF prediction. ORFs were screened for 

contamination in the form of rRNA, ITS, and primers. Organellar ORFs (those with closer 

homology to a known organelle gene than that of a nuclear gene in the same reference organism) 

were identified for separate analysis. 

Ab initio ORFs were annotated for function de novo by assigning Pfams, TIGRfams and 

transmembrane tmHMMs with hmmer 3.0 (http://hmmer.org/; 12) using an e-value threshold of 

1.0e-4 as well as assigned function and taxonomic identity via BLASTP 28,29 alignment (e-value 

threshold 1e-3) to a comprehensive protein database, phyloDB. PhyloDB includes peptides from 

the 410 taxa of the Marine Microbial Eukaryotic Transcriptome Sequencing Project 

(http://marinemicroeukaryotes.org/), as well as peptides from KEGG, GenBank, JGI, 

ENSEMBL, CAMERA, and various other repositories. To avoid biases introduced by 

taxonomically classifying ORFs based on best BLAST hit alone, a Lineage Probability Index 

(LPI) was calculated 30. Briefly, LPI was calculated here as a value between 0 and 1 indicating 

lineage commonality among the top 95-percentile of sequences based on BLAST bit-score. 

Mapping to reference transcriptomes 

The top twenty-two most abundant reference transcriptome annotations for ab initio 

ORFs were chosen for read mapping. Reads were aligned to reference ORFs using BWA-MEM 

31,32 using default parameters. 
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Hierarchical clustering 

Reference transcriptome ORFs were hierarchically clustered together with ab initio ORFs 

(including organellar ORFs) from the five major phytoplankton groups in our data (centric 

diatoms, pennate diatoms, chlorophytes, haptophytes, and pelagophytes), to form peptide 

ortholog groups via the Markov Cluster Algorithm (MCL; https://micans.org/mcl/; 16). 

Directional edge weights were defined as the ratio of pairwise- to self- BLASTP scores, and 

default parameters were used to assign ORFs to clusters. Clusters were assigned a consensus 

annotation if found to be statistically enriched in that annotation with a Fisher’s exact test (p < 

0.05). Consensus annotations must also represent at least 10% of the reads in the cluster and 

account for a minimum of 200 reads.  

Differential expression analysis 

Differential expression of taxa groups, reference transcriptome ORFs, ab initio ORFs, 

and ortholog clusters across bloom conditions was identified using edgeR version 3.16.5 34.  

Read counts were normalized using the “calcNormFactors” function, which accounts for both 

library size and varied library composition. Differential expression of ortholog clusters was 

determined by using a Fisher’s exact test (FDR corrected p < 0.05) in R to determine if each 

cluster was enriched in up- regulated ORFs, down- regulated ORFs or differentially expressed 

ORFs for a given taxa group. Manta plots of differential expression were created using the R 

package manta version 1.28.1. 

For ab initio ORF differential expression, additional normalization strategies were 

implemented in order to validate the use of traditional edgeR parameters.  EdgeR traditionally 

normalizes by distribution (TMM normalization), which assumes roughly the same number of 

up- and down- regulated genes across conditions. Due to the large change in biomass and 
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physiology inherent in a bloom experiment, we sought to validate our results by normalizing to 

growth biomarkers (ribosome biogenesis ORFs, PF04939 and PF09420; regulator of ribosome 

biogenesis, Nop53), a housekeeping gene (60S ribosomal protein L7, rpl7; KOG3184) with 

validated stability across metazoans 35,36, plants 37 and algae38,39, and a gene cluster that was 

highly correlated with cell counts (cluster 630, R > 0.9; Fig. S1). Marker gene normalization has 

previously been shown to improve the accuracy of edgeR in cases when differential expression is 

not symmetric across conditions 40,41. Size factors for edgeR normalization were calculated in 

DEseq2 verison 1.14.1 42 by providing the function estimateSizeFactors with the chosen markers 

as controlGenes. The size factors were then imported into edgeR using the norm.factors 

parameter of DGEList. In all cases, an exact test with tagwise dispersion estimation was used to 

determine ORFs with significantly different expression across size classes (FDR corrected p < 

0.05). While the number of genes classified as differentially expressed varied widely across 

normalization strategy, gene functions with strong differential expression were chiefly conserved 

across strategies, and common markers of N and Fe stress were detected across all methods. 

Identification of light harvesting complex proteins 

 Light harvesting complex (LHC) sequences were mined from the metatranscriptomic 

datasets using Hidden Markov Models (HMMs). HMMs were constructed using references from 

our in-house database, phyloDB, of complete genomes and eukaryotic transcriptomes (phyloDB 

1.075 available at https://scripps.ucsd.edu/labs/aallen/data/). Sequences were trimmed to 130 

amino acids, aligned using MUSCLE, and reference phylogeny was constructed using Phyml. 

Placement of sequencing reads from each dataset was performed using pplacer, and the final tree 

was drawn using in-house software for phylogenetic placement predication visualization 

(available at https://github.com/mccrowjp/slacTree.git). Circles indicate the relative abundance 
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of sequences at node placement, abundance is scaled to the greatest value, the ‘absize’ (5 here) 

that is a multiple used for scaling each radius size. In slacTree, final abundances are calculated 

using (sqrt(scaled abundance) x viewwidth x absize x 0.001).  Viewwidth is given during 

scalable vector graphic (svg) formatting and refers to the plot size. 

SNP detection 

Single nucleotide polymorphisms (SNPs) were detected among reads mapping to ab 

initio ORFs to a maximum read depth of 8000 using samtools mpileup with the –C50 parameter 

to reduce the effect of reads with excessive mismatches and –A to include anomalous read pairs, 

and bcftools call with the consensus calling method (-c). Libraries were subsampled to the depth 

of the lowest-coverage library to reduce coverage biases in SNP detection. 

 

Results and discussion  

Phytoplankton community response to nitrogen depletion 

In experiment 1, 199 L of sub-nutricline water was combined with 1 L of surface water in 

duplicate to induce a phytoplankton bloom (Fig. 1). Indeed, total chlorophyll rose from <1 µg/L 

at the time of inoculation to >50 µg/L at the peak of the bloom (Fig. 1), then dropped as nitrate 

was drawn down (Fig. S2-S4). Meta-transcriptomic samples were taken mid-bloom on day 3 

(“MB1”, barrel 1; “MB3”, barrel 3) and late-bloom on day 5 (“MB2”, barrel 1; “MB4”, barrel 3; 

Fig. 1).  

Diatoms were the major blooming taxa, dominating in terms of cell counts (Fig. S5, Fig. 

S6) and total activity (Fig. 2), as well as 16S plastid (Fig. S7), and 18S amplicon (Fig. S8) 

counts. An increase in fucoxanthin43 from 1.35 µg/L to 58.91 µg/L confirms a diatom bloom 

(Fig. S4). Pennate diatoms, dominated by Pseudo-nitzschia spp., were most abundant, increasing 
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from an average of 258,291 cells/L mid-bloom to ~1.6 million cells/L late-bloom (Fig. S5D). A 

nucleotide BLAST (e-value < E-100) revealed expression of Pseudo-nitzschia domoic acid 

biosynthesis (dabA) ORFs (contig_503530_1_1053_+, contig_613449_1_1136_-) in all 

conditions, indicating that cells were likely producing the neurotoxin, domoic acid. dabA 

expression was highest mid-bloom (MB1, MB3, MB5, MB7) in both experiments.  

Centric diatoms also underwent a major bloom, from 125,181 cells/L to 963,182 cells/L 

(Fig. 2) and were dominated by Chaetoceros, and to a lesser extent, Thalassiosira spp. (Fig 

S7C). Dinoflagellate cells roughly doubled (from a mean of 2,691 cells/L to 5,339 cells/L), and 

were typically dominated by the mixotrophic athecate species, Akashiwo sanguinea (Fig. S5B), 

best known for formation of red tides44.   

Chlorophytes, cryptophytes, haptophytes, pelagophytes, fungi, and viruses were shown to 

be active members of the community using total mRNA (Fig2), 18S rRNA amplicons (Fig S8), 

and, when applicable, 16S plastid amplicons (Fig. S7). The cryptophyte-associated pigment, 

alloxanthin, increased in tandem with the bloom, as did the pelagophyte associated pigment, 19’-

butanoyloxyfucoxanthin, and the prymnesiophyte associated pigment, 19’-

hexanoyloxyfucoxanthin (Fig. S4). While prokaryotes were not visible in the poly(A)-enriched 

total mRNA data, 16S amplicons indicated the presence of cyanobacteria (chiefly 

Synechococcus, Fig S9), and divinyl chlorophyll a concentrations indicated that Prochlorococcus 

also bloomed (Fig S3).  

Dinophyta, “other alveolate”, fungi, and virus total mRNA were significantly enriched 

(edgeR, FDR < 0.05) in bloom conditions (MB2, MB4; Fig2). Despite cell counts showing a 

diatom bloom, the proportion of centric diatom total mRNA did not significantly increase late-

bloom, and the proportion of pennate diatom total mRNA significantly decreased in late-bloom 
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conditions. This discrepancy could be due to the doubling of dinoflagellates, which have very 

large transcriptomes, and demonstrates the importance of collecting absolute count data when 

speaking to taxonomic composition. 

Phytoplankton community response to iron depletion 

In experiment 2, a phytoplankton bloom was induced by supplying 200L of surface water 

with nutrients (final concentration 40 µM nitrate, 2.5 µM phosphate, 50 µM silica) in two barrels 

(B2, B4; Fig 1). In one of the two barrels (B4), the iron chelator, deferoxamine B (DFB; binding 

constant, 1030), was used to induce iron limitation. Meta-transcriptomic samples were taken mid-

bloom before the addition of the iron-chelator on day 2 (“MB5”, barrel 2; “MB7”, barrel 4), and 

late-bloom on day 4 (“MB6”, barrel 2; “MB8”, iron-limited barrel 4; Fig. 1). As expected, the 

sans-DFB barrel (B2) saw total chlorophyll increase from 6.1 ug/L to 41.6 ug/L, whereas iron-

limited B4 maintained chlorophyll between 15 and 17 ug/L while the health indicator, Fv/Fm, 

plummeted (Fig. 1, Fig. S2).  In the sans-DFB barrel (B2: samples MB5, MB6), pennate and 

centric diatoms bloomed in a manner similar to experiment 1, although less dramatically (Fig. 

S5). This may be because iron concentrations in the surface water sampled were low and became 

limiting. In the iron-chelated barrel (B4: samples MB7, MB8), diatom cell numbers increased 

only modestly (Fig. S5A) and dinoflagellate numbers, which were abnormally high in MB7 

(53,107 cells/L), plummeted in MB8 (10,026 cells/L; Fig. S5B).  

The proportion of dinoflagellate total mRNA was also significantly less in the iron-

limited condition (MB8) compared to Fe-replete conditions (MB5 and MB7; edgeR FDR < 0.05; 

Fig. 2). Viral transcripts showed the reverse trend, significantly increasing with iron limitation 

(edgeR FDR < 0.05; Fig. 2). Chlorophyte contributions to total RNA also decreased in low iron 

(Fig. 2), and green algal photosynthetic pigment, chlorophyll b, was less abundant in the iron-



 
83 

limited barrel. Green algal photoprotective pigments increased in tandem with iron limitation 

(Fig. S4), indicating a stress response. This was the case for both zeaxanthin and lutein, which 

participate in the photoprotective non-photochemical quenching (NPQ) mechanism in 

chlorophytes45. In higher Viridiplantae lineages, photoprotective pigments (including lutein) 

have been observed to be disproportionately maintained46 or even increase47 under iron stress. 

Bacterial community response to nutrient depletion 

Bacterial community dynamics throughout both experiments were also observed via non-

plastid 16S rRNA sequences. Overall, the community was dominated by common phycosphere 

lineages known to display complex relationships with phytoplankton48, chiefly 

Rhodobacteraceae, Flavobacteriaceae, and a diversity of Gammaproteobacteria (Fig. S9, S10). 

Taxa known for both mutualistic and predatory relationships with phytoplankton were active. 

Sulfitobacter sp. NF1-26, a member of a lineage known for its mutualistic association with 

Pseudonitzschia, accounted for an average of 0.68% of overall sample activity. Sulfitobacter 

species have been shown to provide ammonium to P. multiseries in exchange for taurine, and 

promote P. multiseries cell-division via the production of indole-3-acetic acid48. The mutualistic 

Gammaproteobacterium, Marinobacter, was also present, and more active in the iron-limited 

condition (log2FC = 1.578, FDR= 0.19). Marinobacter produces the siderophore vibrioferrin, 

which it utilizes for iron uptake at night. In daylight, vibroferrin degrades, allowing 

phytoplankton to take up iron when they need it most48. The algicidal flavobacterium, Kordia 

algicida, known for its lysis of diatoms49, was also present and was one of the species that 

increased in 16S activity most significantly in the late-bloom conditions (Fig. S11, S12). 

Notably, the SAR11 strain, Candidatus Pelagibacter ubique HTCC1062 50, accounted for 2.4% 

of total activity and was significantly more active mid-bloom than late-bloom in nitrogen 
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(log2FC = -0.84, Fig. S11) and iron (log2FC = -1.14, Fig. S12) experiments. Cyanobacteria were 

dominated by Synechococcus sp. WH 8108, which accounted for an average of 2.5% of 16S 

activity, and was significantly more active in mid-bloom in both experiments (experiment 1; 

log2FC = -2.17; Fig. S11; experiment 2, log2FC = -2.17= -1.66, Fig. S12). Prochlorococcus, on 

the other hand, accounted for only about 0.02% of total activity.  

In an ordination analysis, mid-bloom replicates (MB1, MB3) clustered together 

separately from late-bloom replicates (MB2, MB4) from experiment 1, and experiment 2 mid-

bloom conditions clustered separately from MB6 (sans-DFB) and MB8 (with DFB), which were 

distinct (Fig. S13). This points to the overall bacterial community converging to the same 

structure in response to a given nutrient/bloom condition.  

Selection and diversification of phytoplankton populations in response to blooms 

While genus-level phytoplankton community structure (Fig. S14) did not change 

dramatically during the course of either bloom, fine-scale taxonomic shifts did occur. In order to 

examine population-level changes in community structure, reads were mapped to reference 

transcriptomes belonging to the top 22 most abundant species annotations assigned to ab initio 

ORFs (Fig. S15).  

For many reference species, there was a percent identity shift in mapped reads over the 

course of the bloom that was conserved across replicates. A taxonomic shift towards a reference 

could indicate an increased abundance of winning subpopulations at the end of the bloom. 

Population-level shifts were much more widespread in experiment 1 (Fig. S16), where the bloom 

was more dramatic, than experiment 2 (Fig. S17). For the most abundant centric diatom, pennate 

diatom, and dinoflagellate reference, we examined the functions of ORFs in experiment 1 that 

were significantly differentially expressed across bloom conditions and shifted in the same 
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direction relative to the reference across replicates (Fig. 3). For the centric diatom, Thalassiosira 

Strain NH16, reads mapped closer to the reference over the course of the bloom. Major functions 

driving this shift included ORFs involved in nitrogen acquisition (nitrite reductase, glutamate 

synthase), metabolism (GAPDH), and protein synthesis (translation initiation factors), which 

could indicate the rise to dominance of a subpopulation more efficient at nutrient acquisition and 

rapid growth. Similarly, translation elongation factor 3, aliphatic amidase, and purine 

biosynthesis ORFs were upregulated and shifted towards the reference for the pennate diatom, 

Pseudo-nitzschia delicatissima Strain UNC1205. In the dinoflagellate Prorocentrum minimum 

Strain CCMP2233, a shift away from the reference was also driven by ORFs indicating 

metabolism and growth such as GAPDH, fumarate reductase and ribosomal proteins. This could 

mean that sub-populations with faster nutrient acquisition and growth were able to dominate 

post-bloom. 

However, because of the scarcity of phytoplankton references, it is difficult to resolve 

whether the percent identity shifts observed here represent population-level changes or an 

upregulation of adaptive transcripts with varying distances to available references. To explore 

this further, we plotted 2D expression histograms showing closeness of reads mapping to both 

the given reference and the closest hit in a different genus across functional annotations. For all 

three references examined here, ORFs from different functional (KOG) categories have unique 

peaks in percent identity space that change across nitrogen condition (Fig. S18, S19, S20), 

indicating that function-specific changes in expression influence the percent identity shifts that 

we observe. 

Selection and diversification of phytoplankton genes in response to blooms 
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In a bloom scenario, competition over fleeting nutrients presents an opportunity for 

selective sweeps in which the best-adapted clones dominate17. In order to probe selection effects 

over the course of both blooms, single nucleotide polymorphisms (SNPs) were called on ab 

initio ORFs. SNPs were most abundant in centric diatoms and dinoflagellates, but other 

alveolates, pennate diatoms, and viruses had the highest percentage of non-synonymous 

mutations (Fig. S21). SNP density (SNPs/total ORFs) decreased in nitrogen-deplete conditions 

for diatoms and chlorophytes but increased for dinoflagellates (Fig S22). A decrease in SNP 

density may signify that adaptive alleles are being selected for over the course of the bloom.  

In dinoflagellates, the higher density of SNPs in late-bloom conditions may be due to 

sexual reproduction. The genetic diversity of a phytoplankton community depends on both the 

strength of environmental selection and the reproductive mode of cells (asexual vs sexual)17. 

Expression of the sexual reproduction marker Sig genes in dinoflagellates, and, to a lesser extent, 

diatoms, indicates that these lineages were undergoing genetic recombination. Sig genes were 

strongly upregulated during sexual reproduction in the centric diatom, T. weissfloggii, and are 

hypothesized to play a role in gamete recognition51. Sexual reproduction is a rare event in algae 

and typically takes place when nutrients are scarce52. Here, however, Sig ORFs were strongly 

upregulated in nitrogen and iron replete conditions, indicating that this is not always the case. 

To investigate further, the function of non-synonymous alleles was compared across 

nitrogen (Fig. S23-S25) and iron (Fig. S27-S30) conditions. The most common allele function 

was light harvesting. LHC SNPs typically belonged to diatoms and chlorophytes and were more 

frequent (abundant relative to other alleles at the same position) in replete conditions. In deplete 

conditions, these LHC SNPs were outcompeted by the more abundant default nucleotide called 

at the SNP position. 
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Conversely, “fixed” alleles that had a higher frequency in late-bloom conditions in 

experiment 1 include thioredoxin, clathrin, a serine protease inhibitor and a carbohydrate-binding 

molecule (CBM) family 6 gene in centric diatoms; chlorophyte choloylglycine hydrolases; a 

haptophyte major facilitator superfamily transporter; a dinoflagellate arginosuccinate synthase; 

an alveolate ammonium transporter; a silicon transporter from an unannotated taxon; and a viral 

RNA-dependent RNA polymerase (RdRp; Fig. S23-S25). Alleles with higher frequency late in 

the bloom are likely to confer some competitive advantage. For example, in land plants, protease 

inhibitors are potent defense mechanisms against pathogenic bacteria and fungi53, so the serine 

protease inhibitor allele fixed here could give certain diatoms a competitive advantage in fighting 

off invasive pathogens. Transporter alleles that are fixed in low N could confer an adaptive 

advantage at nutrient acquisition (e.g. ammonium, silica), and the fixed RdRp is likely associated 

with a successful viral phenotype.  

In experiment 2, alleles fixed late in the bloom included a centric diatom PP-loop family 

Fe-S binding protein, a pennate diatom ADP-ribosylation factor GTPase activator (involved in 

vesicle transport) and dinoflagellate nitrate transporter and UDP-glucose/GDP-mannose 

dehydrogenase (Fig. S27-S30).  Fe-S binding could confer a selective advantage for a growth-

critical gene in an iron-limited system. Competitive nitrate transport could also be useful for 

survival in low iron, given that iron and nitrogen assimilation are linked; nitrogen assimilation 

relies on photosynthetic outputs and iron metalloproteins3, and iron assimilation relies on 

nitrogen-dense proteins2,54–56. 

Physiological response of phytoplankton to nitrogen and iron depletion 

 Nitrogen and iron depletion can both cause bloom demise, but phytoplankton respond to 

each threat differently. In a phytoplankton cell, nitrogen limitation creates a shortage of building 
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material for growth (nucleotides and amino acids both require nitrogen), exerting a translational 

control, whereas iron limitation creates a shortage of energy (photosynthetic electron transport 

heavily relies on iron)2. Nearly a quarter of ORFs were significantly nutrient responsive. Of 

those, 84% were responsive to nitrogen and only 27% were responsive to iron. In low nitrogen, 

the majority of DE ORFs were downregulated (n= 53,958, 66% of N DE genes), presumably to 

slow growth in the absence of an essential macronutrient. In low iron, on the other hand, more 

DE ORFs were upregulated (n= 15,501, 58% of Fe DE ORFs), many of which were involved 

with iron scavenging. Nutrient responsiveness varied by taxa group (Fig. S31). Surprisingly, 

fungi and rhizaria were the most highly responsive to nitrogen and iron. Centric and pennate 

diatoms exhibited similar behavior, with a high density of ORFs responding within a 5 log2FC 

range in both conditions. Dinoflagellates and viruses were more limited, mostly responding to 

deplete conditions. This could be because dinoflagellate are known to respond mostly post-

transcriptionally57,58 and viruses were more successful at late bloom stages59. 

In the second experiment, Fv/Fm measurements confirm that cells felt the stress of low 

iron. While Fv/Fm hovered around 0.5 for B2, which was not treated with an Fe-chelator, it 

dropped dramatically from 0.41 to 0.24 in B2 (incubated with 100nM of the iron-chelator, DFB; 

Fig. S1). In low iron, iron stress induced proteins (ISIPs) were strongly upregulated, including 

the carbonate-dependent inorganic iron transporter, ISIP2a (aka phytotransferrin)60. Due to the 

insolubility of inorganic iron, most iron available in the water column is complexed by organic 

ligands61. Ferric reductases, which reduce and import complexed extracellular iron62, were 

expressed in diatoms, haptophytes, chlorophytes and dinoflagellates. However, only diatoms and 

haptophytes had ferric reductase ORFs that were significantly upregulated in low iron (2.3 < 

log2FC < 9.3), possibly indicating possession of a more sensitive iron-sensing system in these 
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groups63,64. Other genes highly expressed in low iron were replacements for iron 

metalloenzymes, such as the copper-containing protein, plastocyanin, and flavodoxin, the flavin-

containing alternative to the iron-sulfur protein, ferredoxin. 

As with iron, phytoplankton also increased efforts to take up nitrogen when it became 

limiting. The nitrate transporter, NRT2 was upregulated in many taxa in response to low N, 

along with the nitrogen assimilation gene, nitrite reductase (NIR; Fig. S32-S34). Interestingly, 

more so than NRT2, formamidase ORFs were very strongly and consistently upregulated in all 

lineages when inorganic nitrogen became limiting. This phenomenon has been observed in 

dinoflagellates, haptophytes7 and diatoms (Fig. S35-S37). Formamidase allows for the 

production of formate and ammonium from formamide, which is produced when histidine and 

cyanide are broken down65. Formamidase upregulation in N deplete conditions suggests that 

cells are turning to organic sources of nitrogen when inorganic sources are not available. 

 In both nitrogen and iron limitation, a significant decrease in DNA replication ORFs 

indicated that cell division slowed. There was a corresponding reduction in the photosynthetic 

antenna and increase in photoprotective antenna in order to reduce energy flow into the cell (Fig. 

4, Fig. 5). In the case of nitrogen limitation, cells may be reducing energy production because 

they are protein limited and must reduce their growth rate. They may also be scavenging nitrogen 

from the breakdown of N-rich chlorophyll molecules43. In the case of iron, they are likely 

responding to a shortage of essential Fe-S clusters3. The photosynthetic enzyme Ferredoxin-

NADP(+) reductase (FNR), which was downregulated under N stress, was upregulated under Fe-

stress, likely in an effort to increase NADPH production. 

The largest physiological difference in nitrogen and iron response was that major 

metabolic pathways (Calvin-Benson cycle, fatty acid biosynthesis, gluconeogenesis, pigment 



 
90 

biosynthesis) that were downregulated in response to nitrogen limitation were upregulated in 

response to iron limitation (Fig. 4, Fig. 5b). In iron limitation, cells are limited by energy 

(available ATP and NADH), but not macronutrient building blocks. Elevation of metabolic 

pathways in low iron may be an attempt to force flux through these essential metabolic pathways 

as a priority over other cellular needs.  

While these general physiological shifts held across all phytoplankton lineages, there 

were also some lineage-specific responses to nutrient limitation. Chlorophytes appeared to be the 

mostly strongly affected by low iron, with greater differential expression of LHCs and 

metabolism ORFs. Diatoms appeared to be coping better with low iron than haptophytes. 

Dinoflagellates had a smaller response to nitrogen than other phytoplankton, perhaps because of 

a greater ability to supplement N through osmotrophy and predation66.  

An analysis of published transcriptomes examining nitrogen and iron availability largely 

corroborate what we observed here for major phytoplankton lineages (Fig. S35 – S39). While 

some ORFs did not behave consistently across datasets (e.g. GAPDH and NRT2 across nitrogen 

conditions), many carbon metabolism ORFs (transketolase, FBA class II, fructose-1,6-

bisphosphatase I, triosephosphate isomerase, ribulose-phosphate 3-epimerase, phosphoglycerate 

kinase (PGK)) and chlorophyll biosynthesis ORFs (coproporphyrinogen II oxidase (CPOX)) 

were consistently upregulated in response to low N for published diatom datasets and diatom and 

haptophytes observed here. Interestingly, the majority of these ORFs were slightly 

downregulated in response to low N in E. huxleyi8 and the dinoflagellates in our data (Fig. S36). 

In diatoms and published diatom datasets, transketolase, Fe-Mn SOD, LHCA1, biotin synthase, 

PEPC and GSII were consistently upregulated in high iron, and in pennate diatoms and published 

diatom datasets, ISIP1, ISIP3, FBA class I and FLDA were strongly upregulated in response to 
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low iron (Fig. S39). Some carbon metabolism (FBA class 1, phosphoribulokinase, PGK), iron 

proteins (PETC, PETH), and chlorophyll biosynthesis ORFs (CPOX) that are typically 

downregulated in low iron were upregulated in low iron in centric and pennate diatoms observed 

here (Fig. S39). This may be because diatoms observed here were not as severely iron limited as 

in classical experiments due to the limited availability of DFB-complexed iron.  

Changes to light harvesting machinery under nutrient stress 

Light harvesting complexes (LHCs) are phylogenetically diverse arrays of pigment-

binding proteins that resonantly shuttle light energy into reaction centers for photosynthesis. 

They also have a secondary role of photoprotection.  LHCs can dissipate excess solar energy as 

heat via Non-Photochemical Quenching (NPQ) to avoid creating harmful reactive oxygen 

species. The fastest and most common form of NPQ is energy-dependent quenching (qE)67 in 

which LHCs change conformation and vary pigment-pigment interactions68 to create energy 

traps that allow singlet chlorophylls to dissipate excitation energy. When photosynthetic electron 

transport exceeds CO2 fixation capacity, lumenal pH drops67, activating the xanthophyll cycle, in 

which key pigments are de-epoxidated on the timescale of minutes67. In addition to de-

epoxidated xanthophylls, qE also requires a specialized LHC protein whose activity is also 

triggered by a change in pH. In plants, that protein is PsbS. In C. reinhardtii 69 and diatoms70, the 

stress responsive Lhcsr/Lhcx family (hereafter, Lhcsr) has been shown to be essential. Thus, 

photoautotrophs can tune their light harvesting versus photoprotective capacity both by varying 

LHCs71, and the xanthophyll pigments they contain67.  

Here, we observe that phytoplankton change both regulation of LHCs (Fig. 6, S40) and 

xanthophyll cycle enzymes (Fig. S41) in response to nitrogen and iron starvation. As expected, 

the majority of LHC’s expressed were upregulated mid-bloom, when growth was unhampered by 
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nutrient limitation. Chlorophyll a/b-binding LHCI and LHCII from the green algal lineage were 

more consistently up in nutrient replete conditions than chlorophyll a/c binding LHCI and 

LHCII72, which were sometimes up in low iron. While 674 LHC ORFs were significantly 

upregulated (FDR < 0.05) in response to both N-replete and Fe-replete conditions, none were 

significantly upregulated in response to both N-deplete and Fe-deplete conditions. Additionally, 

many more LHC ORFs were significantly up in response to low iron (n= 230) than low nitrogen 

(n= 44). While chlorophyll a/c binding LHCI and LHCII and Lhcr (red algae-derived) lineages 

were moderately upregulated in response to iron (max log2FC ~5), Lhcsr and Lhcz lineages were 

very strongly upregulated in low Fe (max log2FC ~10). 

The nutrient response of these lineages is consistent with previous findings in the pennate 

diatom, P. tricornutum, in which Lhcsr was upregulated in response to low N, and Lhcf, Lhcz 

and Lhcsr were strongly upregulated in response to low Fe13,73,74. Additionally, both transcript 

and protein levels of Lhcsr were upregulated in response to low iron in the centric diatom, 

Thalassiosira oceanica75. While the function of the Lhcz family is yet unknown76, upregulation 

of Lhcsr in response to nutrient stress likely indicates an increase in qE capacity. The strong 

upregulation of Lhcsr and Lhcz families in response to iron limitation that we observe here 

indicates that these families allow diverse phytoplankton taxa to maintain photoprotective 

capability under iron stress, when the capacity of the photosynthetic apparatus is limited.  

An increase in NPQ in low iron conditions in diatoms and dinoflagellates is further 

evidenced by measurements of diadinoxanthin (Dd) cycle pigments. In experiment 2, the percent 

of the xanthophyll pool composed of the photo-protective pigment, diatoxanthin (Dt) was 

consistently higher in low iron conditions (B4) than controls (B2; Fig. S42). The Dt:Dd ratio has 
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been shown to increase in response to iron stress in haptophytes77 and dinoflagellates78, and 

increase79 or remain constant80 in diatoms.  

While the expression of many epoxidases and de-epoxidases here was significantly 

responsive to nitrogen across diatoms, other stramenopiles and chlorophytes, only diatom 

xanthophyll cycle enzymes were upregulated in response to low iron (Fig. S41). This is 

consistent with significant upregulation of the centric diatom xanthopyll cycle de-epoxidase 

protein under iron limitation in T. oceanica75, and may contribute to diatom success in iron-

limited regimes.   

Genetic markers of nitrogen and iron status in diatoms 

 Few recommendations have been made for gene markers to detect the cellular status of 

iron, and especially nitrogen, in the field. While dinoflagellate transcription is often too stable to 

indicate changes in nutrient status, this is not the case for diatoms. Iron starvation induced 

proteins (ISIP1, ISIP2, and ISIP3) have been shown to be highly upregulated in response to iron 

starvation in diatoms in the lab60,81. ISIP3 and the metalloprotein replacement, flavodoxin, have 

also been shown to be indicative of T. oceanica iron limitation in the field82. Indicators of diatom 

nitrogen status, however, have been harder to come by. In the lab, key nitrogen uptake and 

metabolism genes respond both to nitrogen starvation and pulses of nitrate, rendering them 

ineffective as a diagnostic tool on their own 9,83.  

Here, we identify gene pairs with consistently opposing responses to nitrogen and iron 

limitation whose ratio can be used to indicate the nutrient status of the cell. In laboratory 

experiments with the model diatom, Phaeodactylum tricornutum, the nitrate transporter NRT2 

was upregulated in response to both the addition of nitrate and nitrogen starvation. GSII, on the 

other hand, was only upregulated in response to the addition of nitrate83. By taking the ratio of 
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the expression of NRT2 to GSII, we can create a marker that is only indicative of intracellular 

nitrogen stress. Indeed, we observed a log ratio of NRT2 (cluster 139) to glutamine synthase 

(GSII, cluster 139) expression that was consistently higher in N-deplete conditions than N-

replete conditions across diatom genera (Fig. 7A).  

Similarly, we found that the ratio of total ISIP expression (ISIP1, uniprot B7GA90; ISIP2 

uniprot B7FYL2; ISIP3, uniprot B7G4H8) to the thiamine (vitamin B1) synthesis 

ORF, phosphomethylpyrimidine synthase (thiC; K03147) expression was consistently higher for 

Fe-deplete than Fe-replete conditions (Fig. 7B).  In natural diatom populations, ISIPs were 

upregulated in response to experimentally iron-depleted water, and thiC was upregulated in 

response to added iron15. ThiC was also one of the most highly upregulated genes in response to 

iron replete conditions in Pseudo-nitzschia granii, likely because of its reliance on iron-sulfur 

clusters12. We found this ratio to more consistently identify iron status than the more traditional 

comparison of flavodoxin to ferredoxin (Fig. S43) and ISIP2 to ferritin (Fig. S44, S45). While 

ISIP/ThiC ratios perform well for diatoms, they may not be as informative for other taxa that 

uptake environmental thiamine rather than producing it exogenously. Here, we also observed that 

ratios of ISIP expression to histone 2A (H2A; KOG1757), while not as consistent at the genus 

level for diatoms, were broadly indicative of iron status across a wide range of taxa (Fig. S46). 

Viral infection as a driver of bloom demise 

Regardless of whether the bloom was being limited by nitrogen or iron, overall viral 

expression was higher in late-bloom than mid-bloom conditions (Fig. 2). This could be because 

nutrient-stressed cells are more prone to infection, rapid replication of host cells allowed viruses 

to flourish, or high cell density allows for increased contagion. It could also be due to expression 

being dominated by a diversity RNA viruses (Fig. 8B, S47, S48). For RNA viruses, mRNA 
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captured here represents not only expression, but also genomic material. That is to say, RNA 

viruses may show a stronger signal later in the bloom because of an accumulation of biomass and 

not necessarily greater activity. 

While nearly all RNA viral expression was up later in the bloom, dsDNA viruses 

infecting bacteria and eukaryotes, including the phycodnaviridae lineage infecting algae, were 

sometimes up mid-bloom (Fig. 8A). Bacteriophages and dsDNA mycoviruses were also up late-

bloom (Caudovirales), perhaps increasing in number in tandem with heterotrophic bacteria and 

fungi feeding on lysed cells.  

While dinoflagellate viruses were not specifically identified, we see a large increase in a 

diatom RNA virus best annotated as “Chaetoceros RNA virus 2” in late-bloom conditions, 

especially in experiment 1 (Fig. S49). This indicates that viral infection, along with nutrient 

limitation, likely played a role in bloom demise.  

Conclusions 

Despite large changes in biomass and nutrient availability, genus-level taxonomic 

composition of the phytoplankton community was largely stable across nitrogen- and iron- 

limited blooms. The associated bacterial community was dominated by taxa implicated in 

mutualist and predatory relationships with phytoplankton species, and several members were 

differentially active across nutrient conditions. Viral activity was higher later in both blooms, 

and viruses likely exacerbated nutrient stress and played a role in bloom demise. Replicated 

population-level shifts were observed in phytoplankton taxa as the blooms progressed, and were 

more common in experiment 1, where the bloom was larger. Shifted ORFs were composed of 

functional annotations that were adaptive to bloom conditions, and likely represent a 

combination of increased abundance of winning taxa and overexpression of adaptive genes 
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within already abundant species. The density of SNPs decreased in diatoms and chlorophytes in 

low N, but increased in dinoflagellates, who showed the strongest upregulation of sexual 

reproduction genes. Major metabolic pathways (Calvin-Benson cycle, fatty acid biosynthesis, 

gluconeogenesis, pigment biosynthesis) showed highly consistent expression across algal 

lineages, and were downregulated in response to nitrogen limitation but upregulated in response 

to iron limitation. Light harvesting overall was downregulated when nutrients were limiting, but 

stress-adaptive LHCSR and LHCZ lineages were upregulated across diverse taxa, likely playing 

a role in NPQ. Together, we present not only a comprehensive snapshot of phytoplankton 

physiological response to nutrient pulses, but also the dynamic genetic selection processes by 

which these responses were established. Finally, we establish the ratio of total ISIP: thiC as a 

biomarker of iron stress in diatoms, and present for the first time a biomarker of diatom nitrogen 

status--the ratio of NRT2:GSII. 
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Figures 

 
Figure 2.1: Illustration of experimental design for experiments 1 (top) and 2 (bottom). Timing of 
molecular samples (MB1-8) are shown superimposed over chlorophyll concentrations (y-axis). 
Sample rectangles and lines depicting chlorophyll concentration are colored based on the barrel 
they pertain to. In experiment 1, barrels 1 (pink) and 3 (blue) were duplicates, both containing 
199 L sub-nutricline water sampled from 70 m depth and 1 L of surface water. In experiment 2, 
barrel 2 (green) contained 200 L of surface water with nutrients added to achieve final 
concentrations of 40uM nitrate, 2.5 uM phosphate, and 50 uM silica. On September 18, barrel 4 
(purple) was created by subsampling 20 L from barrel 2. In barrel 4, a low-iron environment was 
created with the addition of the Fe-chelator, DFB (final concentration: 100 nM).  
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Figure 2.2: Coarse taxonomy across both experiments via both cell counts (top panels) and 
proportion of total mRNA (middle panels).  Bottom panels depict log2 fold change of taxa group 
activity as a proportion of library reads across nitrogen (left) and iron (right) conditions. 
Asterisks denote significant differences (edgeR, FDR < 0.05). MB6 was not included in the 
differential expression analysis, because although no iron-chelator was added, it appears to be 
iron-limited due being a late-stage bloom condition. 
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Figure 2.3: Fine-scale taxonomic shifts across experiment 1 bloom. (A) Reads (y-axis) mapping 
to and number of ORFs (x-axis) mapped to top 10 most abundantly hit MMETSP reference 
transcriptomes. Circles, triangles, and diamonds represent centric diatom, pennate diatom, and 
dinoflagellate references, respectively. References examined in parts B, C, and D are indicated 
with dashed grey lines. Left panels of B,C, and D show percent identity histograms for B) the 
centric diatom, Thalassiosira, Strain NH16, C) the pennate diatom, Pseudo-nitzschia 
delicatissima Strain UNC1205, and D, the dinoflagellate, Prorocentrum minimum, Strain 
CCMP2233 for all nitrogen conditions. Right panels show log fold change (y-axis) versus mean 
percent identity difference (x-axis) across nitrogen conditions. Only ORFs that are significantly 
differentially expressed, at least 60% identical to the reference, and shift in the same direction 
relative to the reference across replicates are shown. ORFs of interest are colored by function. 
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Figure 2.4: Response of major gene clusters to iron and nitrogen status. Circles are scaled by 
gene cluster total activity, colored by function (green= light harvesting, white = carbon 
metabolism, yellow= iron-related, blue= nitrogen assimilation), and positioned based on log2 
fold change in response to iron (y-axis) and nitrogen (x-axis) replete and deplete conditions.  
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Figure 2.5: Changes in expression of major cellular energy acquisition machinery (light 
harvesting) and metabolic configuration of phytoplankton in response to limiting iron or 
nitrogen. (A) Log2FC of average light harvesting and photosynthetic electron transport cluster 
expression for each taxa group. Scale is -10 to 10 but omitted for visual clarity. (B) Cluster 
differential expression calculated for all taxa together, with clusters colored by pathway/function. 
(C) Integrated model of energetic inputs and pathway flux (inferred from transcripts).  



 
114 

Figure 2.6: Responsiveness of light harvesting complex (LHC) to nutrient stress. (A) Response 
of LHC subfamilies to iron (y-axis; >0 is up in low iron; <0 is down in low iron) and nitrogen (x- 
axis; >0 is up in low nitrogen; <0 is down in low nitrogen). Chlorophyll is abbreviated “Chl.” 
Only LHC ORFs that are significantly differentially expressed (FDR < 0.05) in at least one 
condition are shown. (B) Phylogenetic tree showing expression of LHC transcripts in nutrient 
replete conditions (MB1, MB3, MB7; purple circles) versus nutrient deplete conditions (MB2, 
MB4, MB8; orange circles). The outer ring of the phylogenetic tree is colored by LHC family 
(green = non-stress responsive; red = Lhcz; blue = Lhcsr (a.k.a. Lhcx, LI818)).  
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Figure 2.7: Environmental gene markers of cellular (A) nitrogen and (B) iron status in diatoms. 
A) Log ratio of diatom nitrate transporter (NRT2; MCL cluster 351) to glutamine synthetase 
(GSII; MCL cluster 139) gene expression, averaged by genus. B) Log ratio of summed diatom 
iron starvation induced proteins (ISIP1, uniprot B7GA90; ISIP2a, uniprot B7FYL2; ISIP2b, 
uniprot B7G9B1; ISIP3, uniprot B7G4H8) to thiC (K03147) gene expression, averaged by 
genus. 
 

 
Figure 2.8: (A) Heatmap of most abundant viral taxa across experimental conditions (B) 
Log2FC in expression of late-bloom conditions relative to early bloom conditions for both 
experiments. DNA viruses are shown in blue and RNA viruses are shown in red. 
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CHAPTER 3: THE IMPACT OF OCEAN BASIN-SCALE CIRCULATION ON THE S. 

PACIFIC MICROBIOME 

B. Kolody, H. Zheng, S. G. Purkey, R. E. Sonnerup, E. E. Allen, A. E. Allen 

Abstract 

Microbial plankton are well-known for their role in carbon and nutrient recycling in the 

surface ocean. However, relatively little is known about their activity and community structure 

below the mesopelagic. Here, we present a high horizontal resolution, depth-resolved transect of 

microbial community structure in the South Pacific.  We surveyed the diversity of microbial 

plankton along a gradient of water ages spanning newly subducted Antarctic water to subtropical 

water with an age since atmospheric contact >1,000 years. The mean age of each water sample 

was estimated using trace gas and radiocarbon concentrations. During the GO-SHIP P18 line 

(103oW from 26o 29.995’ S to 69o 0.014’S), we collected molecular samples at a full range of 

water depths approximately every 2 degrees of latitude, employing size-fractionated filtering to 

distinguish putatively particle-associated microbes (> 5 μm) that are likely sinking from the 

surface from free-living plankton (> .22 μm). For each sample, we performed 16S and 18S rRNA 

diversity analyses using both DNA and cDNA reverse-transcribed from RNA, providing an 

estimate of the breadth of deep-ocean microbial diversity that can be attributed to active cells. 

We used Multiparameter Analysis to determine the water mass composition of each sample and 

identify active lineages associated with the major water masses of the region. We discuss to what 

extent microbial communities are structured by residence time in the ocean interior rather than 

their present-day physical environment (temperature, pressure), and how drivers of community 

structure differ between particle-associated and free-drifting cells. Collectively, these results 
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illustrate the potential biogeochemical insights to be gained by including molecular 

measurements in hydrographic sampling programs.  

 

Introduction 

Microbial plankton are essential for biogeochemical cycling of nutrients1 and organic 

carbon2. While much basic research has investigated marine microbes on micro- scales (e.g. 

single-cells3, between phytoplankton and bacteria4,5) and meso- scales (e.g. the photic zone6, 

mixed layer7, oxygen minimum zones8, across seasonal dynamics9,10, during phytoplankton 

blooms11,12) and in the surface ocean13, a depth-resolved, ocean basin-scale understanding of 

microbial community dynamics has not yet been established. Mixing on this scale (tens of 

thousands of kilometers) is driven by density differences and occurs on timescales of hundreds to 

thousands of years14. This mixing, termed thermohaline circulation (THC), moves water (and 

microbial plankton) through a range of temperature (T) and pressure (P) extremes that would be 

fatal to most metazoan life15. The extent to which microbial communities are structured by, and 

resilient to, THC is still unknown, and has implications for global carbon cycling at all stages, 

including carbon export, remineralization, and deep ocean storage as recalcitrant dissolved 

organic matter16. The slow pace of THC reflects the density-stratification of our ocean, which is 

composed of water masses with well-established T and salinity (S) characteristics17. While recent 

studies suggest that sinking particles cannot entirely explain the microbial community structure 

of the deep ocean18,19,20, it is still unknown to what extent water masses represent unique habitats 

with characteristic microbial communities. 

Small-scale studies suggest that water masses contain endemic microbes21 and that 

advection shapes microbial communities22,23; generating a comprehensive understanding of 
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pelagic microbial ecology would require complementing the physical dynamics of THC with 

molecular observations of microbes from depth-resolved transects. Previous expeditions have 

sought to systematically survey the world oceans, beginning with the Sorcerer II’s Global Ocean 

Sampling24,25 (GOS; 2003-2007) and becoming increasingly sophisticated and depth-resolved 

with TARA Oceans26–28 (2009-2013) and the 2010 Malaspina Expedition29,30. However, the 

exponential decrease in microbial biomass with depth has, until recently, posed a technical 

challenge for genomic sequencing below the epipelagic. The Malaspina Expedition was the only 

large-scale ocean sampling project that reached the bathypelagic, and the ocean interior has not 

been sampled on a fine-enough spatial scale or with the necessary accompanying physical 

measurements (e.g. atmospheric tracers31 and dissolved inorganic carbon 14 (DI14C)32 for aging 

water parcels) to infer the effects of THC. Because of this, pelagic microbial community 

structure is typically explained in terms of state variables (e.g. T, P, latitude) rather than tracking 

the path-dependent history of cells. 

Unfortunately, the ability to explain microbial community structure in terms of any 

environmental metadata is undermined by the compositional nature of metabarcoding data. 

Because microbial abundance must be viewed as relative to the total reads in a given sequencing 

library, a taxon with relative abundance that is positively correlated with a given variable may 

actually be negatively correlated in absolute terms33. This problem can be avoided by adding 

DNA spike-ins to estimate the absolute copies/mL of a given ribotype34, but such methods have 

not yet been applied to the deep ocean, which poses a technical challenge due to widely ranging 

biomass across depths. Furthermore, microbial surveys of the deep ocean have thus far relied on 

ribotyping DNA, which may be preserved in the cold, saline deep ocean35, and could be 

exogenous or represent dead or inactive cells. While bulk 3H-leucine incorporation has shown 
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that heterotrophic deep ocean microbes are active18,36, such methods cannot identify which 

taxonomic fraction of known biodiversity is viable. 

Here, we address the fundamental problem of how THC shapes the community structure 

of pelagic marine microbes by analyzing high horizontal resolution, depth-resolved samples from 

the South Pacific. Samples were collected on leg 2 of the Global Ocean Ship-Based 

Hydrographic Investigations Program (GO-SHIP) P18 line (Figure 3.1). We asked how the 

community structure of active taxa, as measured by RNA, differs from the traditional view of 

community structure measured by DNA, and identified active lineages in the deep ocean. We 

also modeled the age and mixing fractions of S. Pacific water masses and asked to what extent 

residence time and hydrographic water mass “biomes” structure pelagic communities.  

Methods 

Sample collection 

Sampling was conducted on board the NOAA Ship Ronald H. Brown from January 2-29, 

2017 during the second leg of the Global Ocean Ship-Based Hydrographic Investigations 

Program (GO-SHIP) P18 line. This cruise followed 103oW from 26o 29.995’ S to 69o 0.014’S, 

sampling approximately every .5 degree of latitude. Each deployment consisted of lowering a 

Sea-Bird Electronics SBE9plus CTD, connected to a 24-place SBE32 carousel, to within 8-12 

meters of the bottom using the altimeter on the CTD-rosette package (with the exception of 3 

stations). Molecular samples were collected approximately every 4th station (~2 degrees of 

latitude) at a full range of water column depths. A total of 302 samples were taken over 25 

stations. At each station, ~12 sampling depths were chosen to target the major water mass 

features predicted by the previous P18 iteration, incorporate as wide a range as possible of 

pressure conditions, and maximize available water.  
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Preservation of cellular material 

Seawater collected for molecular analyses was filtered, over ice, into 5µm and .22µm size 

fractions in order to capture particle-associated and free-living microbes, respectively. Volumes 

ranged from 3-8 liters depending on availability. Filters were immediately submersed in 

RNAlaterTM and stored in liquid nitrogen. In addition, 1 mL of sample was preserved in 1% 

(final concentration) paraformaldehyde for flow cytometry. All samples were preserved in liquid 

nitrogen throughout transit before being transferred to a -80oC freezer. 

Complementary Data Collections  

Physical and chemical data collected on the P18 line can be accessed at the CLIVAR and 

Carbon Hydrographic Data Office (CCHDO) website 

(https://cchdo.ucsd.edu/cruise/33RO20161119). Pressure, temperature, salinity, and oxygen were 

collected continuously with each cast. The CTD system also incorporated an altimeter, 

transmissometer, fluorometer/backscatter (FLBB) sensor, a Lowered Acoustic Doppler Profiler 

(LADCP) for measuring velocity profiles, and Chipods for measuring fine-scale temperature 

structure.  

Once surfaced, bottles were immediately and expediently sampled. Core measurements 

(bottle oxygen and salinity, CFC-11, CFC-12, SF6, silicate, nitrate, nitrite, phosphate, pH, and 

total alkalinity) were collected at 24 depths per cast. 3He, Ne, tritium, N2O, stable gases (N2, O2, 

Ar), dissolved organic carbon-14 (DO14C), dissolved inorganic carbon-14 (DI14C), particulate 

organic carbon (POC), black carbon, and rare earth elements were also measured secondarily. 

The chlorophyll maximum was sampled for phytoplankton pigment analysis with HPLC for 

calibration of satellite data when satellites were overhead and unobstructed by weather, and 

genetics samples were collected from the surface Niskin bottle approximately every degree of 
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latitude. POM samples were collected for POC, particulate organic nitrogen (PON), particulate 

organic phosphorous (POP) and biological oxygen demand (BOD) from the flow-through system 

at a total of 198 stations. Measurements not sampled at molecular sampling locations (POC, 

PON, POP, BOD) were interpolated to the locations of genomics samples using bivariate linear 

interpolation over latitude and depth via the R akima package 37. 

Cell Counts 

Prochlorococcus sp., Synechococcus sp., heterotrophic bacteria and photosynthetic 

eukaryotes were enumerated via flow cytometry at the SOEST Flow Cytometry Facility 

(www.soest.hawaii.edu/sfcf). Samples were thawed in batches and stained as previously 

described38–40 with 1 µg/ml final concentration Hoechst 34442. The flow cytometer used was a 

Beckman-Coulter Altra mated to a Harvard Apparatus syringe pump for quantitative analyses, 

equipped with two argon ion lasers, tuned to UV (200 mW) and 488 nm (1 W) excitation. Scatter 

(side and forward) and fluorescence signals were collected using filters as appropriate, including 

those for Hoechst-bound DNA, phycoerythrin and chlorophyll. The data generated was in the 

form of listmode files (FCS 2.0 format) acquired from the flow cytometer using Expo32 software 

(Beckman-Coulter). Population designations, based on the scatter and fluorescence signals, were 

generated from the listmode files using FlowJo software (Tree Star, Inc., www.flowjo.com).  

Library Preparation and Sequencing  

For molecular analyses, half of each filter was used for DNA-based analyses and half for 

RNA-based analyses. DNA and RNA were extracted using the NucleoMag Plant kit and the 

NucleoMag RNA kit (Macherey-Nagel), respectively, using an epMotion TMX automated liquid 

handling system (Eppendorf). Schizosaccharomyces pombe gDNA (ATCC 356 #24843D-5, 

Manassas, VA, USA) and Thermus thermophiles gDNA (ATCC 27634D-5) with known rRNA 
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gene copy numbers were used as internal standards for 18S and 16S analyses, respectively 34. For 

DNA analyses, internal standards were spiked-in pre-extraction to a tube containing the sample 

filter and lysis buffer. For RNA analyses, internal standards were spiked in after the cDNA 

synthesis.  

Samples were binned into 3 groups based on collection depth (0-200dbar, 200-500dbar, 

>500dbar) as a proxy for biomass in order to allow spike-ins to account for ~1% of sample reads.  

ZymoBIOMICS whole-cell microbial community standards (D6300) were used as a control for 

DNA and RNA analyses and were serially diluted to 10^9, 10^7, 10^5, 10^3, 10^2, 10, 1, and 0 

cells/mL with ZymoBIOMICS DNA/RNA Shield™ (Cat. No. R1100-50).  

The V4-V5 region of 16S was targeted with the degenerate primer pair F515 

(GTGNCAGCMGCCG CGGTAA) and R926 (CCGYCAATTYMTTTRAGTTT) 41,42. The V9 

region of 18S rRNA and rDNA were amplified with the primers 1389F (5′-

TTGTACACACCGCCC-3’) and 1510R (5′-CCTTCYGCAGGTTCACCTAC-3’), which capture 

about 150bp 43. 250 riboTag libraries were multiplexed per MiSeq run (~20 million reads/run). 

Metabarcoding analyses  

Ribosomal RNA reads were processed using qiime2 version 2019.444. Sequences were 

trimmed to remove primers with cutadapt version 2019.10.045, and amplicon sequence variants 

(ASVs) were called using DADA2 version 2019.10.046 with custom forward and reverse read 

trimming based on quality score visualizations. Taxonomy was assigned using qiime feature 

classifiers. For the 16S amplicon, the feature classifier was trained on SILVA132 (www.arb-

silva.de), including 16S and 18S sequences, using the 99% identity clustered core alignment file. 

For the 18S amplicon, the classifier was trained on version 4.12.0 of the protist ribosomal 

database47.  
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DNA amplicon copies/mL were approximated as previously described34 using the volume 

of seawater filtered, percent of spike-in retained and genome size and amplicon copy number of 

spike-in species. RNA amplicon copies/mL were similarly estimated, but multiplied by a factor 

of 7.5 to account for only 4 uL of the 30uL RNA extract being used for cDNA synthesis before 

adding the spike-in. 

Partial correlation analysis was performed on amplicon counts/mL in the ppcor48 R 

package. Differential abundance analysis was performed on amplicon counts/mL using the 

edgeR49 exact.test() function with tagwise estimated dispersion. Data manipulation and 

visualization was aided by the use of the R packages plyr50, dplyr51, tidyr52, stringr53, reshape254, 

and ggplot255. 

Water mass classification 

Optimum MultiParameter (OMP) analysis56,57 was used to determine the mixing fractions 

of the water masses present in each sample. This method uses conservative water mass properties 

(temperature, salinity) as well as quasi-conservative properties (oxygen and nutrients, taken 

together as a single variable) to determine the proportion of water in each sample originating 

from various water masses.  

Established temperature, salinity, and nutrient characteristics 58 were used to choose 

precise coordinates and depths/potential densities for water mass end members. The remaining 

water mass characteristics (salinity, potential temperature, oxygen, phosphate, nitrate, and 

silicate) were then determined at the given location using the World Ocean Circulation 

Experiment (WOCE) Global Hydrographic Climatology (downloaded 1/15/19, last modified 

12/23/2010) data, parsed using the R ncdf4 package 59. For Antarctic Bottom Water (AABW), 

North Pacific Intermediate Water (NPIW), and Antarctic Intermediate Water (AAIW), defining 
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latitudes, longitudes, potential densities and potential vorticities were defined as previously 

described60. For upper and lower circumpolar deep water, a high nutrient oxygen minimum layer 

and a low nutrient salinity maximum layer, respectively61–65, were searched for on WOCE 

Pacific section plots in order to define water mass coordinates and depths. 

Water mass age determination 

First, CFC-11, CFC-12, and SF6 were used to assign a tracer age to samples wherever 

possible. Empirically derived CFC-11, CFC-1266, and SF667 solubilities were used to determine 

the atmospheric concentration of each tracer at the time the given water parcel equilibrated with 

the atmosphere. These concentrations were then compared with the global mean NOAA 

atmospheric tracer record and interpolated using the R splines function68 in order to determine 

the average year that the sampled water was in contact with the atmosphere. This value 

represents the “tracer age,” or weighted average of the water sampled, because in truth, the water 

is an amalgam of water parcels that equilibrated with the atmosphere at different times. The 

extent to which the true “advective age” aligns with this tracer age depends up the degree of 

mixing the water parcel has experienced. The advective age can be laboriously calculated using 

transit-time distribution (TTD) theory69, but doing so is outside of the scope of this project. 

Instead, tracer-aged samples were compared against TTD calculations made for the previous 

occupation of the P18 line70 as a measure of quality control.  

Water masses older than can be predicted with CFC and SF6 data were aged using 

dissolved inorganic carbon 14 dating (DI14C). High-precision ∆14DIC measurements were 

processed at Woods Hole Oceanographic Institution’s (WHOI) National Ocean Sciences 

Accelerator Mass Spectrometry lab (NOSAMS) using standard AMS (accelerator mass 

spectrometry) protocols71,72. ∆14DIC was converted into radiocarbon age using the equation: 
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14C age =  -8033*log(1+(∆14DIC /1000))73. Radiocarbon age was converted into calibrated 

years before 1950 (cal BP) using the standard marine radiocarbon calibration curve, Marine1374 

interpolated via the R splines function68. “Consensus age” denotes the age of water relative to 

when the samples were taken (2017) and used the average of atmospheric tracers, when 

available, and radiocarbon-derived ages at greater depths. The consensus age was interpolated to 

the locations of genomics samples using bivariate linear interpolation over latitude and depth via 

the R akima package37. 

Results and Discussion 

Here, we surveyed microbial communities along 103oW from 26o 29.995’ S to 69o 

0.014’S across the full depth of the water column (Figure 3.1). In order to assess differences 

between particle-associated and free-living microbes, samples were size fractionated on to 

operationally large (5 μm) and small (0.22 μm) size class filters. In order to estimate the viability 

of the observed community, each filter was cut in half to be used for both DNA and RNA 

amplicon analyses (Figure 3.2), where RNA amplicon copies/mL is used as to investigate the 

active community. Samples encompasses a large breadth of water properties (nutrients, salinity, 

temperature, etc.) as well as the major water masses of the region (Figure 3.3). 

Community structure differences between DNA and RNA amplicons vary across size classes 

 Traditionally, marine microbial community structure has been observed by amplifying 

the 16S SSU rRNA gene from extracted whole-community DNA, but there is some concern that 

such methods are biased by the inclusion of DNA from dead and inactive cells that may be 

preserved in the deep ocean35. Here, we report for the first time on the differences between 

community structure based on traditional DNA-based amplicon sequencing, and SSU fragments 

amplified from extracted RNA, which is likely to better recapitulate the active community.  
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Overall, the 16S community structure agreed with recent global surveys26. Proteobacteria 

(orange) were dominant across latitudes in both DNA and RNA libraries, followed by 

Thaumarchaeota (grey), SAR406 (yellow), cyanobacteria (sky blue), and Chloroflexi (brown; 

Figure 3.4, Figure 3.5). Even at a coarse level, taxonomic differences can be observed between 

DNA and RNA-extracted libraries (top versus bottom panels, Figure 3.4). Cyanobacteria (FDR < 

3.4e-9, log2FC = 2.3, average of 1.3x105 RNA counts/mL), SAR406 (FDR < 1.5e-15, log2FC = 

.8, average of 5.8x104 RNA counts/mL), and Chloroflexi (FDR < 4.2e-10, log2FC = 1.2, average 

of 3.7x104 RNA counts/mL), for example, were underrepresented in DNA libraries compared to 

RNA libraries, especially in the free-living fraction, and planctomycetes were especially 

underrepresented by DNA libraries in the large fraction (FDR< 1.8e-13, log2FC= 1, average of 

1.9x104 RNA counts/ml). Proteobacteria were the most abundant group significantly 

overrepresented in DNA libraries (FDR < 3e-46, log2FC = -1.8, average of 3x105 DNA 

counts/mL), followed by Bacteroidetes (FDR < 6.3e-17, log2FC = -1.3, average of 1.9x104 DNA 

counts/mL), Euryarchaeota (FDR < 1.4e-62, log2FC = -2.5, average of 3.4x103 DNA 

counts/mL), and Acidobacteria (FDR < 2e-7, log2FC = -1.1, average of 1.3x103 DNA 

counts/mL).  

Differential abundance of taxa groups across extraction types and size classes also varied 

in different water masses (Figure 3.6). For example, Proteobacteria were more abundant in the 

free-living fraction in upper waters but were more abundant in the larger size class in deeper 

water masses, presumably colonizing particles. Euryarchaeota made a similar, if less dramatic, 

transition. The nitrite-oxidizing genus, Nitrospinae75, was more abundant in DNA libraries in 

most water masses, but more abundant in RNA libraries in upper water and LCDW.  
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Surprisingly, RNA communities were significantly more diverse than DNA communities 

(Faith’s phylogenetic diversity, p = 4e-29). Most amplicon sequence variants (ASVs) were also 

present in more RNA libraries than DNA libraries (Figure 3.7), perhaps because active taxa have 

more copies of ribosomal RNA in use than in their genomes and are thus more easily detectable. 

One striking exception was the most ubiquitous ASV, a Pseudomonas species that was present in 

415 DNA libraries but was only present in 43 RNA libraries. This ASV was highly abundant, 

averaging 1.9x105 DNA copies/mL, and illustrates the proteobacterial trend of blooming as a 

free-living organism in the surface ocean and subsequently making up dead cells in deep ocean 

particles (Figure 3.6).  

Environmental parameters structuring marine microbial communities 

 Previously, temperature was found to be the strongest environmental driver of 16S 

microbial community structure down to the mesopelagic26. Here, we also see a relationship with 

temperature, but find that the strongest forces structuring communities are extraction type (DNA 

vs RNA), size class, water mass, and water parcel residence time (years since atmospheric 

contact; Figure 3.8). With the exception of size class, these parameters also structure 18S 

community structure, which has not previously been measured on these scales.  

 The first 3 principal components of Bray-Curtis dissimilarity captured more variance for 

16S than 18S, indicating that the 16S community does not contain as much high-dimensional 

complexity as 18S. 18S samples were clearly separated by extraction type on axis 1, whereas 

16S samples grouped into one large lobe containing a mix of DNA and RNA libraries, and 

another smaller lobe containing only DNA libraries. This indicates that for eukaryotes, the vast 

majority of samples contain enough DNA from inactive cells to drastically shift the community, 

whereas for prokaryotes, only some samples do. Puzzlingly, both the 16S DNA-only cluster and 
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the mixed DNA/RNA cluster contain samples with from diversity of water masses and water 

ages, and from both the large and small size classes. None of the measured environmental 

parameters suggested a cause for their separation. 

 Size classes did not noticeably structure 18S communities. For 16S, small size-class 

samples clustered around the edges of each lobe, with large size-class samples in the middle. In 

this way, large and small size class samples from the same water masses were similar to each 

other, but still structured more broadly by water age.  

 Here, for the first time, we report that both 16S and 18S community structure is strongly 

structured by water mass and water age.  A partial correlation analysis revealed taxa groups with 

RNA counts/mL significantly correlated with water age, after controlling for depth. In the large 

size class, no D1 level group was positively correlated with water age, but Omnitrophicaeota, as 

well as the nitrite oxidizing group, Nitrospirae, were negatively correlated with water age. In the 

small size class, the endosymbiotic Elusimicrobia group was most negatively correlated with 

water age (partial correlation coefficient = -.28, FDR < 0.002), likely because hosts (e.g. 

flagellates) are more abundant in the surface ocean. In the small size class, Firmicutes were 

positively correlated with water age (partial correlation coefficient = .25 FDR < 0.01). 

Firmicutes are gram-positive bacteria known for their ability to produce endospores and survive 

in extreme conditions, but a positive correlation of RNA copies/mL with water age points to their 

ability to maintain some level of activity in the deep ocean. Firmicutes abundance here may 

actually be an underestimate, as this group is often resistant to DNA isolation and 

underrepresented in environmental metagenomes76.  

Conclusions 
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 Here, we present a preliminary look into a high horizontal resolution, depth-resolved 

transect of the South Pacific. Integrating water mass models and radiocarbon ages with samples 

from below the mesopelagic has allowed for a different view of the drivers of global marine 

biogeography. We show that the major drivers of community structure are water mass 

membership and residence time, indicating a strong role for thermohaline circulation in 

structuring communities. Additionally, we show that the traditional DNA-amplicon metric of 

community structure underrepresents active taxa, such as cyanobacteria, and overrepresents 

Proteobacteria. Future work will consider finer taxonomic nuances when addressing size class 

and DNA/RNA differences and species endemic each water mass, as well as quantify more 

explicitly the contributions of water mass, residence time, and classical physical parameters 

(temperature, pressure, salinity, oxygen, nutrients) to community structure and diversity.  

Samples analyzed here were collected as an ancillary project on a physical and chemical 

oceanographic sampling initiative. These results speak to taxonomic resolution that is achievable 

with small water volumes (2-8 L), which can be collected ad-hoc without interfering with core 

cruise initiatives. We show that a molecular-based sampling program could be integrated with 

current repeat sampling initiatives, which would allow for a more comprehensive picture of 

global marine microbial ecosystems.  
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Figures 

Figure 3.1: (A) P18 line with leg 2 labeled in white. (B) Samples processed for metabarcoding analysis 
(red dots) and reserved for metagenomes (blue diamonds) overlay a leg 2 oxygen (μM) section with 
labeled water masses (Antarctic Bottom Water (AABW), Antarctic Intermediate Water (AAIW), Pacific 
Deep Water (PDW), Circumpolar Deep Water (CDW)). 

 

 

Figure 3.2: (A) Size-fractionated filtration pipeline and (B) metabarcoding processing pipeline. 
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Figure 3.3: Water mass mixing fractions modeled by OMP (AABW = Antarctic Bottom Water, AAIW = 
Antarctic Intermediate Water; LCDW= Lower Circumpolar Deep Water; UCDW= Upper Circumpolar 
Deep Water). Color indicates fraction of a given water mass (yellow= 100%, blue = 0%).  
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Figure 3.4: Coarse 16S community structure across latitude by size class and extraction type.  
 

 
Figure 3.5: Coarse 16S RNA community structure across latitude by size class and depth zone.  
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Figure 3.6: Log2FC of 16S D1 level taxa across size class (x-axis; positive = up small size class, negative 
= up large size class) and extraction type (y-axis; positive = up RNA, negative = up DNA) for each water 
mass (AABW = Antarctic Bottom Water, AAIW = Antarctic Intermediate Water; LCDW= Lower 
Circumpolar Deep Water; UCDW= Upper Circumpolar Deep Water; Upper = water above 500m). Scales 
are independent for each water mass plot. Only top 15 most abundant D1 groups are shown. 
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Figure 3.7: Ubiquity of 16S ASVs in RNA and DNA libraries. Y-axis: percent of RNA libraries in which 
ASV is present; x-axis: percent of DNA Libraries in which ASVS is present. Taxonomy of outlying 
samples is labeled.  
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Figure 3.8: PCoA plots depicting Bray-Curtis dissimilarity for 16S and 18S amplicons. Samples are 
colored by extraction type, size class (LF= large fraction; SF= small fraction), water mass (AABW = 
Antarctic Bottom Water, AAIW = Antarctic Intermediate Water; LCDW= Lower Circumpolar Deep 
Water; UCDW= Upper Circumpolar Deep Water; Upper = water above 500m), and water age. Top panels 
give the percent of variance explained by each axis.  
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CONCLUSION 

Even more so than in terrestrial environments, marine ecosystems are extensively reliant 

on and comprised of microbial players. ‘Omics tools provide a powerful, scalable method for 

assessing the structure and activity of these communities. These tools will be made more 

functional and cost-effective as technology advances and they are able to operate with smaller 

inputs and increasing automation.  

This dissertation demonstrates that a surprisingly nuanced view of microbial interactions 

can be reconstructed from indiscriminately sequencing entire communities. Transcriptomics, in 

particular, allows for a comprehensive glimpse at the instantaneous reaction of cells to their 

environment that would not be possible with any other method. For example, Chapter 1 and 2 

captured previously unreported viral infection dynamics over time and nutrient conditions in a 

diversity of algae. When paired with proteomics and metabolomics, as is becoming increasingly 

practical, an even more inclusive picture of community physiology emerges.  

Although powerful, ultimately, these techniques are limited by the progress of traditional 

laboratory investigation. Much of what is observed is uninterpretable because of lack of cultured 

representatives and knowledge of gene functions or can only be speculatively inferred from 

distant model organisms. This is the case for both unannotated and poorly annotated ASVs in 

Chapter 3, and poorly annotated genes in Chapters 1 and 2.  

Additionally, normalization and interpretation of large environmental datasets poses a 

considerable challenge. This is especially the case with transcriptional data, in which 

upregulation of a gene often times could represent diametrically opposed cellular reactions (e.g. 

upregulation of nitrate transporters in response to both a short pulse of nitrate and a long period 

of nitrogen starvation). In these cases, a catalogue of genetic responses in well-controlled 
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experimental conditions is essential. The addition of spike-in controls (as in Chapter 3) and 

inclusion of non-compositional metrics of the community (e.g. cell counts in Chapter 2) also 

helps to ground large, unwieldy, datasets and guide the conclusions that are derived from them.  

This dissertation highlights the utility of ‘omics techniques for capturing the response of 

marine microbes to physical dynamics and resolving relationships between key community 

members. Genomics, transcriptomics, and meta-barcoding are already being increasingly applied 

to whole communities in diverse marine systems and represent a promising future for a better 

understanding of the microbes that invisibly support marine food webs.  

 




