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ABSTRACT OF THE DISSERTATION

Distributed Coordination and Computation Synthesis

by

Farzin Houshmand

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, March 2023
Dr. Mohsen Lesani, Chairperson

Ensuring that our increasingly complicated distributed systems are simultaneously
reliable and efficient is challenging. Rigorous formal analyses can help make the design and
implementation of complex systems both more reliable and efficient and safeguard businesses
from unwanted incidents. As a result, program synthesis has always been an area of interest
for computer scientists. Traditionally, program synthesis has only been applied to limited
domains and has not been studied at the scale of distributed systems. This thesis investigates
the application of program synthesis in the domain of distributed systems, a domain that
can benefit from program synthesis because of its complexities and nuances. We show that
the synthesized systems generally provide better performance and significantly reduce the
programmer’s efforts to write code. In particular, we apply program synthesis to replication
coordination, graph analytics, and tensor computation:

In our first work, Hamsaz, we present a novel sufficient condition for the correctness
of the replicated data types called well-coordination, which requires total order between

conflicting and causal order between dependent operations. Given the sequential specification
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and integrity properties of an object, Hamsaz uses solvers for the theory of sets and relations
to automatically find the conflicting and dependent pairs of operations. Furthermore, it
minimizes the required coordination between replicas and automatically synthesizes correct-
by-construction message-passing protocols that simultaneously guarantee integrity and
convergence. Our results show that well-coordinated replicated data types are significantly
more responsive than the strongly consistent baseline.

Compared to traditional data centers built with message-passing network adaptors,
modern RDMA networks significantly reduce the response time. In our second work, Hamband
presents coordination synthesis for RDMA network model. Concretely, it presents RDMA
well-coordinated replicated data types, the first hybrid replicated data types for the RDMA
network model as well as operational semantics for these data types that capture their required
coordination. The semantics divides methods of a given object into three categories, reducible,
irreducible conflict-free, and conflicting. Hamband is backed by formal proof of correctness
that the replicated objects preserve the convergence and integrity properties. The empirical
evaluation shows that Hamband outperforms the throughput of existing message-based and
strongly consistent implementations by more than 17x and 2.7x respectively.

Graph analytics elicits insights from large graphs to inform critical decisions for
business, safety, and security. However, implementation and especially optimization of graph
analytics are error-prone and time-consuming tasks. In our next work, GraFS focuses on
the synthesis of graph analytics. GraFS is a high-level declarative specification language
for graph analytics and a synthesizer that automatically generates efficient code for various

high-performance graph processing frameworks. It features novel semantics-preserving fusion
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transformations that optimize the specifications and reduce them to three primitives of graph
analytics, namely, reduction over paths, mapping over vertices, and reduction over vertices.
Reductions over paths are commonly calculated based on push or pull models that iteratively
apply kernel functions at the vertices. This project presents parametric conditions for the
correctness and termination of the iterative models and uses these conditions as specifications
to synthesize the kernel functions. Experimental results show that the synthesized code
matches or outperforms handwritten code, and fusion accelerates execution.

Finally, in collaboration with Google Brain, we took the first step towards synthe-
sizing tensor computation rewrites. Rewriting the computational graph of a tensor program
is an important optimization employed by machine learning frameworks and compilers. In
this work, we present TensorRight, a verified tensor graph rewrite system consisting of a
formal tensor language and its denotational semantics for proving tensor optimization rewrite
rules. TensorRight uses symbolic execution based on the semantics of tensor operations
and novel dimension definitions to generate verification conditions sufficient to prove the
equivalence of rewrites on input tensors with unbounded rank and dimension sizes. We show
that TensorRight can represent and prove a comprehensive set of the XLA rewrite rules

already existing in its rewrite engine.
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Chapter 1

Introduction

Program synthesis [334, 201, 441] is a critical research area in computer science
that involves generating programs automatically from high-level specifications. It is one
of the greatest, longest-standing pursuits of computer science [332]. Program synthesis is
a powerful technique that can significantly reduce the time and effort required to develop
software applications, making it an essential tool for computer scientists. At its core, program
synthesis is the problem of automatically finding the correct computer program given the
high-level specification of a problem which often involves searching within a possibly infinite
space of candidate programs. The specification allows us to pick out particular programs of
interest that we find during the search. This high-level specification can take many forms,
such as logical statements|[135], input/output examples [196], and partial programs [175].
Different techniques in program synthesis include inductive synthesis [384, 260], deductive
synthesis [253, 333|, syntax-guided synthesis [429, 21, 228|, and counter-example guided

synthesis [385, 192, 216|. Moreover, Works such as Sketch [435] and Rosette [449] introduce



solver-aided languages, where one specifies a synthesis problem using a domain-specific
language, which is translated into an SMT problem.

There have been many prior works on applications of program synthesis. Tradi-
tionally, synthesis has been applied to different domains, such as databases, where it can be
used to automatically generate SQL queries [468, 483], compiler and optimization [416, 379],
synthesizing structured programs [198, 388, 196, and many more. However, regardless of
the recent advancements, there has been little to no work on utilizing program synthesis for
distributed systems. Distributed systems are known to be notoriously hard to program. In a
distributed system, the execution of a program may consist of interleavings that can affect
the correctness of the execution. The situation gets more complicated when network delays,
clock drift, and faulty nodes are considered. On the bright side, the complexity of large
systems is usually encapsulated in a small piece of code or function. This makes program

synthesis for such complex systems effective.

1.1 Overview of Contributions

In this thesis, we outline promising applications of program synthesis in the dis-
tributed domain. More concretely, we apply program synthesis to replication coordination,

graph analytics, and tensor optimization computations.

1.1.1 Replication Coordination Synthesis

Distribution and replication are an often-used mechanism to achieve fault tolerance

and scalability. Embedded control systems replicate controllers to tolerate faults, online



services rely on geo-replicated data stores to manage the ever-growing amount of data and
hand-held devices replicate data for offline use. There has been a known dilemma between
strong and weak consistency of replicated objects. Strongly consistent replication guarantees
the same total order of operations across all replicas and simplifies reasoning about the
correctness of such applications. However, synchronization protocols that provide strong
consistency need consensus between replicas and, hence, may not be responsive and even
available during network failures or offline use. On the other hand, weak consistency notions
can be provided with availability and responsiveness but without the same total order of
operations across replicas. Unfortunately, the absence of the total order can lead to violation
of integrity properties.

In chapter two, our goal is to automatically synthesize a correct-by-construction
replicated object that guarantees integrity and convergence and avoids unnecessary coordina-
tion. Further, our approach supports notions weaker than causal consistency; it builds upon
eventual, causal, and strong notions. We present a static analysis and protocol co-design.
The core of our approach is a novel sufficient condition called well-coordination for integrity
and convergence of replicated objects. We define notions of conflicting and dependent pairs
of methods. Well-coordination requires synchronization between conflicting and causality
between dependent operations. We statically analyze the given sequential object and its
integrity property, and infer the pairs of conflicting methods (represented as the conflict
graph) and dependent methods. We present two novel distributed protocols that provide the
well-coordination requirements. The protocols are parametric for the analysis results. We

present a non-blocking synchronization protocol based on a novel variant of the total-order-



broadcast protocol. The protocol parameters are decided by a reduction of the minimum
synchronization problem to the maximal clique problem on the conflict graph. We also
present a synchronization protocol that is blocking but allows some of the conflicting methods
to execute without synchronization. The protocol parameters are decided by a reduction of
the minimum synchronization problem to the vertex cover problem on the conflict graph.
The distributed system model that was considered for chapter two was the traditional
message-passing network model. In chapter three we consider the RDMA network adaptors.
RDMA offers two classes of communication primitives: two-sided and one-sided. One-sided
communication has similar semantics to the traditional shared memory model. A node
directly performs a write or read operation on the memory of another node. The access is
performed without involving the CPU of the other node. This class tends to deliver lower
response time since it bypasses the network and operating system stack and does not interrupt
the CPU of the other node Chapter three presents a novel operational semantics for RDMA
replicated data-types and leverages a single one-sided write operation that can be executed
in parallel on the replicas to execute a certain category of method calls. This results in even
faster coordination in RDMA systems. Further, it defines abstract operational semantics for
WRDTs that captures well-coordination conditions. It proves that the concrete semantics of
RDMA WRDTs refines the abstract semantics of WRDTs. Therefore, any execution of an

RDMA WRDT is well-coordinated.

1.1.2 Graph Analytics Computation Synthesis

Today, graph analytics is used in a wide range of systems and applications, from

fraud detection to recommendation engines. It is a critical tool for businesses and organiza-



tions looking to gain insights from complex, interconnected data. High-performance graph
processing frameworks are designed to efficiently process and analyze large-scale graphs.
These frameworks are becoming increasingly important in today’s data-driven world, where
large graphs are used to represent complex systems such as social networks, supply chains, and
financial transactions. Graph processing frameworks provide a range of features, including
distributed computing capabilities that enable parallel processing of large datasets across
multiple machines, and optimized graph algorithms for faster processing. Unfortunately,
instead of providing high-level abstraction, these frameworks offer low-level APIs for writing
custom computation kernels to analyze large-scale graphs. Furthermore, manual optimiza-
tions of graph analytics can be time-consuming and error-prone. In particular, showing
correctness and termination properties requires reasoning about the flow of values between
vertices.

In chapter four, we propose the interface of the graph processing frameworks as
the instruction set for graph analytics and introduce Grafs, a graph analytics language,
and synthesizer. The Grafs language is a high-level declarative specification language that
provides features for common graph processing idioms such as reduction over paths. We show
that declarative language can easily and concisely capture common graph analysis problems.
Given a specification, the Grafs synthesizer automatically synthesizes code for five graph

processing frameworks.

1.1.3 Tensor Computation Optimization Synthesis

The tensor rewrite engine crucial for developing efficient machine-learning ap-

plications and is a key component of any machine-learning compiler. It is responsible for



transforming the computation graph of the input program into an optimized form. Developing
the tensor rewrite engine by hand is a complex and error-prone process that must be carefully
verified to ensure correctness. The large number of rewrite rules and the complexity of the
operations they perform make it difficult for developers to manually verify the correctness of
the generated code. Even small errors in the implementation of the rewrite rules can lead to
incorrect results or even crashes during execution. Furthermore, as hardware and software
platforms continue to evolve, the number and complexity of the rewrite rules required to
optimize code will only increase. As a result, the development of the tensor rewrite engine
must rely on formal methods and formal verification to ensure that the generated code is
correct and performs optimally. The use of formal methods and formal verification can help
identify errors early in the development process and ensure that the tensor rewrite engine
produces efficient and reliable code for a wide range of hardware platforms.

In chapter five, we offer a framework to formally prove the correctness of tensor
rewrite rules that are present in a production quality compiler for machine-learning applica-
tions such as XLA. We presentTensorRight, a verified tensor rewrite system that is able to
both represent and prove the majority of the XLA tensor rewrite rules with unbounded tensor
ranks and dimension sizes.TensorRight provides the first formalism of XLA tensor operators
in a purely functional manner using denotational semantics. We introduce TensorRightDSL
for implementing rewrite rules. The DSL consists of a core language specification for the XLA
tensor operators and additional constructs to specify operations on dimensions, which aid in
verifying the rewrites. We use the denotational semantics of operators to generate correctness

verification conditions for the rewrite rules in a rank and dimension size polymorphic manner.



To achieve this, we embed the semantics of each operator as an executable specification in
TensorRight DSL. We generate a verification condition of a rule by symbolically executing

the LHS and RHS expressions and asserting their equality.



Chapter 2

Hamsaz: Replication Coordination

Analysis and Synthesis

2.1 Introduction

Distributed system replication [65, 273, 375, 57| is an often-used mechanism to
achieve fault-tolerance and scalability. Embedded control systems replicate controllers [327]
to tolerate faults, online services rely on geo-replicated data stores [121, 123, 134, 301, 313,
314, 440] to manage the ever-growing amount of data and hand-held devices replicate data
for off-line use. There has been a known dilemma [164, 182, 183, 9] between strong and weak
consistency of replicated objects. Strongly consistent replication (via Viewstamp [362], Paxos
[279] and Raft [364] protocols) guarantees the same total order of operations across all replicas.
Therefore, if an operation is checked to preserve the integrity properties [36] at a replica, it

will certainly preserve them in the other replicas as well. Further, replicas converge as a result



of the same sequence of operations. Therefore, the correctness of replicated execution simply
reduces to the correctness of sequential execution. However, synchronisation protocols that
provide strong consistency need consensus between replicas and, hence, may not be responsive
and even available during network failures or offline use. Although optimized protocols can
emerge [123, 237], the strong semantics prevents their availability for offline use. On the other
hand, weak consistency notions can be provided with availability and responsiveness but
without the same total order of operations across replicas. Many consistency weak notions
dubbed eventual consistency [459, 424, 78, 89, 148, 114] simply broadcast the operations
that may be arbitrarily reordered. Likewise, causal consistency [277, 18, 65] preserves only
the causal order between operations. Unfortunately, the absence of the total order can lead
to violation of integrity properties.

However, weak notions can be enough for certain operations to preserve the integrity
properties. For example, consider a bank account object with the integrity property that its
balance is non-negative. The deposit operation can be executed without any coordination
as it cannot make the balance negative. However, a withdraw operation has to synchronize
with other withdraw operations to avoid overdrafts. In addition, consistent execution of a
withdraw operation may be dependent on the preceding deposit operations in the originating
replica. Therefore, the withdraw operation needs both a total order with respect to other
withdraw operations and a causal order with respect to preceding deposit operations. We
observe that operations have distinct coordination requirements with respect to each other.
It is unintuitive for end-users to specify the right consistency requirement for each operation.

Requesting too much may degrade performance, and requesting too little may compromise



correctness. Thus, users either resort to the blanket strong consistency for all operations or
ignore the problem and use a default notion of weak consistency.

Previous work recognized the problem, proposed hybrid models and took significant
steps towards helping the user with consistency choices [446, 299, 300, 45, 431, 189] to
avoid coordination [35, 409|. They proposed proof techniques to verify the sufficiency of
user-specified consistency choices [189], or require user annotations to identify consistency
choices and do not guarantee convergence [45|. Further, many approaches [189, 45, 299|
are crucially dependent on causal consistency as the weakest possible notion while others
have established the scalability limitations of causal consistency [38]. We will further survey
related works in § 2.9. Given a sequential object with its integrity properties, our goal
is to automatically synthesize a correct-by-construction replicated object that guarantees
integrity and convergence and avoids unnecessary coordination: synchronization and tracking
dependency between operations. Further, our approach supports notions weaker than causal
consistency; it builds upon eventual, causal and strong notions.

We present a static analysis and protocol co-design. The core of our approach is a
novel sufficient condition called well-coordination for integrity and convergence of replicated
objects. We define notions of conflicting and dependent pairs of methods. Well-coordination
requires synchronization between conflicting and causality between dependent operations.
We statically analyze the given sequential object and its integrity property, and infer the
pairs of conflicting methods (represented as the conflict graph) and dependent methods. We
present two novel distributed protocols that provide the well-coordination requirements. The

protocols are parametric for the analysis results. We present a non-blocking synchronization
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protocol based on a novel variant of the total-order-broadcast protocol. The protocol
parameters are decided by a reduction of the minimum synchronization problem to the
maximal clique problem on the conflict graph. We also present a synchronization protocol
that is blocking but allows some of the conflicting methods to execute without synchronization.
The protocol parameters are decided by a reduction of the minimum synchronization problem
to the vertex cover problem on the conflict graph.

We present a tool called Hamsaz that given an object definition, uses off-the-shelf
SMT solvers to decide the pairs of conflicting and dependent methods. It then uses the
analysis results to avoid coordination and instantiate the protocols to synthesize replicated
objects. We successfully synthesized replicated objects for a suite of use-cases that we
have adopted from the previous works including CRDTs, bank account, auction, courseware,
payroll and tournament. Experiments show that compared to the strongly consistent baseline,
the synthesized replicated objects are significantly more responsive.

In the rest of the paper, we first present an overview in § 5.3. We define the
well-coordination condition and prove its sufficiency for correctness in § 2.3. We present the
static analysis and apply it to use-cases in § 2.4 and § 2.5. We then, present the protocols in
§ 2.6. The implementation and evaluation are presented in § 4.7 and 2.8 before we conclude

with related works.

2.2 Overview

In this section, we illustrate the coordination analysis and synthesis with examples.
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Class Courseware

let Student := Set (sid: SId) in rlalel|ld]|aq
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Y := Student x Course x Enrolment
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Figure 2.1: Courseware Use-case.
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Object Replication. We define an object as a record (3,7, M) that includes the state
type X, an invariant Z that is a predicate on the state, and a set of methods M. Fig. 2.1.(a)
represents the courseware object that we have adopted from [189]. The state type X is
the tuple of three relations for students ss, courses cs and enrolments es of students in
courses. A relation is a set of records of fields. The student and course relations ss and
cs are simply a set of records of one field, student identifiers sid and course identifiers cid
respectively. The enrolment relation es is a set of records of two fields: the student identifier
esid and the course identifier ecid, that are foreign keys from the other two relations. The
desired invariant Z for the courseware object is the referential integrity of the two foreign
keys of the enrolment relation es. Every student identifier esid in the enrolment relation es
must refer to an existing student identifier sid in the student relation ss. The condition for
course identifiers is similar. We represent referential integrity properties using the reflntegrity
predicate that is reflntegrity(R, f, R, f') :=Vr. r € R — 3. v € RN f(r) = f'(+).
For example, reflntegrity(es, esid, ss,sid) states that for every record r in the relation es,
there exists a record 7’ in the relation ss such that esid of r is equal to sid of 7’ that is
esid(r) = sid(r’) where the field names esid and sid are used as functions on the corresponding
records. Methods represent transactions on the object state. A method is a function m from
the method parameter(s) and the pre-state o to a record of (guard, update, retv), where guard
is the boolean precondition of the method, update is the post-state, and retv is the return
value. The courseware object has five methods: register to register a student, addCourse to
add a course, enroll to enroll a student in a course, deleteCourse to delete a course and query

to obtain the current state of the object. The guard of a method captures the semantic
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preconditions of the method and not the conditions that preserve the invariant. (We present
the conditions that preserve the invariant in § 2.3.) For simplicity, the guards in this example
are all T. (A guard for the deleteCourse method could be that the input course should exist
in the course relation to be deleted.) All but the query method return no value L. A method
call ¢ is the application of a method to its arguments i.e. a function from the pre-state to a
record of (guard, update, retv).

Given the definition of a sequential object, the goal is to automatically synthesize
a replicated object. The state of the object is replicated across replicas. Clients can call
methods at every replica and the calls are communicated between replicas. The replicated
object is expected to satisfy both consistency and convergence. Consistency is the safety
property that every method call is executed only when the guard of the method and the
invariant are satisfied. Convergence is the safety property that when no call is in transit, all
replicas converge to the same state. We want to perform coordination only when necessary
to preserve these properties. We say that a method call ¢ is permissible in a state o, written
as P(o,c), if the guard of ¢ is satisfied in o and ¢ results in a post-state o’ that satisfies
the invariant Z that is Z(o’). The post-state of a method call is the pre-state of the next
in a replica. The initial state is assumed to satisfy the invariant. Therefore, if every call is
permissible in its pre-state, then every call is consistent. To execute a method call, we check
that it is permissible in its originating replica. Thus, we say that each method call is locally
permissible. Otherwise, the call is aborted. Still, if the call is simply broadcast, it is not

necessarily permissible when it arrives at other replicas. Some calls need coordination. We
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now present representative incorrect executions to showcase the conditions that necessitate
coordination.

Well-coordination. Method calls such as adding a course and enrolling a student
result in the same state if their order of execution is swapped. However, the resulting state
of some pairs of methods calls is dependent on their execution order. Fig. 2.2.(a) shows
an execution where a course c is added and deleted concurrently at two replicas. The two
method calls are executed without coordination and are broadcast to other replicas and
executed on arrival. Thus, the two replicas execute the two method calls in two different
orders and their final states diverge. Reordering the execution of adding and removing a
value from a set does not result in the same state. (As we will see in § 2.5, particular CRDT
sets can converge even when their operations reorder [424].) As Fig. 2.2.(b) shows, we say
that two method calls S-commute (state-commute) written as ¢; Sgs cg, iff starting from
the same pre-state, executing them in either of the two orders results in the same post-state.
Otherwise, we say that they S-conflict (state-conflict) and need synchronization; they should
be executed one at a time so that they have the same order across replicas.

A method call such as registering a student always preserves the invariant. It adds
a student and cannot result in a missing student or course in the enrolment relation. Thus,
if it is broadcast and executed on a replica whose state satisfies the invariant, it preserves
the invariant. We call such method calls invariant-sufficient. However, not all method calls
are invariant-sufficient. Fig. 2.2.(c) shows an execution where the enrolment of a student
s in a course c is executed in the first replica. This method call preserves the invariant as

both the student s and the course ¢ belong to the corresponding relations. A method call
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Figure 2.2: Incorrect Executions and Coordination Avoidance Conditions. Square and circle

around method calls in (b) , (d) and (f) are just visual aids to see the movements.
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that deletes the course c is executed concurrently in the second replica. The enroll call is
broadcast and received at the second replica after the delete call. It does not preserve the
invariant at the second replica as it is enrolling in a missing course. These two method calls
should synchronize to preserve the invariant. Nonetheless, some pairs of method calls such
as enrolling in a course and adding the course do not need synchronization. We say that the
call ¢; P-R-commutes (permissible-right-commutes) with the call ¢y written as ¢; —p cg, iff
c1 stays permissible if it is moved right after co. More precisely, as Fig. 2.2.(d) shows, for
every state o, if ¢; is permissible in o, then it is permissible after applying co to o as well.
We say that a method call ¢; P-concurs (permissible-concurs) with another call ¢y iff either
¢1 is invariant-sufficient or ¢; P-R-commutes with cs. Otherwise, we say that ¢; P-conflicts
(permissible-conflict) with ¢y and they need synchronization. Enrolling in a course P-concurs
with adding the course; however, enrolling in a course P-conflicts with deleting the course,
therefore; they should synchronize.

We say that two method calls concur iff they both S-commute and P-concur with
each other. Otherwise, we say they conflict and need synchronization. We statically analyze
methods of the object and determine whether they satisfy these properties. Fig. 2.1.(b)
and (c) show the result of the analysis for S-commute and P-concur on the courseware
use-case and based on them, Fig. 2.1.(d) shows the concur relation. The conflict relation is
the complement of the concur relation. Fig. 2.1.(e) shows the conflict graph where edges
connect pairs of conflicting methods. In our running example, deleting a course conflicts

with adding a course and enrolment.
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As explained above, invariant-sufficient method calls always preserve the invariant.
However, there are calls whose preservation of the invariant is dependent on the calls that
have executed before them at that replica. Fig. 2.2.(e) shows an execution where a student is
registered and subsequently enrolled in a course. The method calls are broadcast, reordered
during transmission and executed in the opposite order in the second replica. The invariant
holds after the enrolment in the first replica as it enrolls an existing student in a course. The
student has been just registered. However, the enrolment violates the invariant in the second
replica. As the student is enrolled before she is registered, a missing student is enrolled which
violates the referential integrity of the enrolment relation. Nonetheless, an enrolment is
independent of other enrolments. We say that a method call ¢a P-L-commutes (permissible-
left-commutes) with a method call ¢; written as ¢y <—p ¢, iff ¢o remains permissible if
it is moved left before ¢;. More precisely, as Fig. 2.2.(f) shows, for every state o, if co
is permissible in the state resulted from executing ¢y on o, then ¢o is permissible in o as
well. We say that a method call ¢y is independent of ¢y iff ¢g is either invariant-sufficient or
P-L-commutes with ¢;. The dependencies of a method call is the set of method calls that it is
dependent on. If ¢y is dependent on ¢; and ¢; is executed before co in the originating replica
of ¢g, then ¢y should be applied to other replicas only if ¢; is already applied. In Fig. 2.2.(e),
the enrolment is not invariant-sufficient and does not P-L-commute with the registration
of the student; thus, the enrolment is dependent on the registration. The enrolment in
the second replica should be postponed to after the student is registered. Nonetheless, an
enrolment P-L-commutes with other enrolments. Fig. 2.1.(f) shows the result of static

analysis for the independence relation on the courseware use-case. The dependence relation is
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the complement of the independence relation. The dependence graph is shown in Fig. 2.1.(g).
Enrolment is dependent on registration and adding a course.

We say that an execution is conflict-synchronizing if the same order is enforced
for conflicting method calls across all replicas. We say that an execution is dependency-
preserving if every method call is executed only after its dependencies from its originating
replica are already executed. We define well-coordinated executions as locally permissible,
conflict-synchronizing and dependency-preserving executions. In § 2.3, we formally define
well-coordination and prove that it is sufficient for consistency and convergence of replicas.

Protocols. We now outline our protocols that provide well-coordination and are
used to synthesize replicated objects. For the given object, a static analysis finds the conflict
and dependency relations that we saw above. The analysis results are used to instantiate
the protocols. In this overview, we assume that methods are independent and focus on
synchronization of conflicting methods. We outline two protocols. The first protocol is
non-blocking and makes progress even if some replicas crash. The second protocol is blocking
but can execute calls on one method of a conflicting pair without synchronization.

Non-Blocking Protocol. The high-level idea is to find sets of conflicting calls and
synchronize calls in each set. We remember that a clique is a subset of the vertices of a graph
such that any of its distinct pair of vertices are adjacent. We find the maximal cliques of the
conflict graph and synchronize the methods of each maximal clique with each other. For
example, in the conflict graph of the courseware use-case shown in Fig. 2.1.(e), the maximal
cliques are cly = {d,a} and cla = {d, e} where d is deletion, a is addition and e is enrolment.

Deletion d and addition a and also deletion d and enrolment e should synchronize with each
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Figure 2.3: (a) Non-blocking Synchronization Protocol. The symbols | and 1 show requests
to and responses from the protocols. Events to the main protocol are shown above and
events to the sub-protocols are shown below the horizontal time line. The symbols @ and @
represent events of the first and second TOB sub-protocols respectively. Blocks show the
execution of method calls. (b) Blocking Synchronization Protocol. The symbols | and 1 show

requests to and responses from the protocols. Diagonal arrows show message transmission.
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other. Deletion d is a member of two cliques and should synchronize in both. We use a
variant of the classical total-order broadcast (TOB) protocol to deliver method calls in the
same order at all replicas. We use a TOB instance for each maximal clique. In our example,
we use the TOB instances toby and tobs for the cliques ¢l; and cls. A call on a method such
as d that is a member of multiple maximal cliques should be totally ordered with respect
to methods of each of those cliques. The call is broadcast to each TOB instance and is
executed only when it is ordered and delivered by all of them. The non-blocking property of
the protocol is derived from the termination property of TOB when a majority of nodes are
correct.

As an example, Fig. 2.3.(a) shows an execution of the protocol on the courseware
use-case. Three methods are called at three replicas: adding a a course ¢, enrolling e a
student s in the course ¢ and deleting d the course c¢. The call a is broadcast using tob;, and
the call e is broadcast using tobs. The call d has to be broadcast to both tob; and tobs. It is
first broadcast to toby. The sub-protocol tob; decides to order and deliver a before d. Thus,
a is delivered first and executed at the three replicas. The sub-protocol tobs independently
delivers e. It is notable that the execution order of e and a that belong to distinct cliques
and are broadcast to distinct TOB instances are different in the first and the second replica.
Once d is delivered by tobi, it is broadcast to tobs. It is finally delivered by toby as well and
executed. Thus, the call d is finally executed after both a and e at all replicas.

In the above execution, when the call d is delivered by tobq, it is implicitly assigned
a particular place in the total order of calls in the first clique. However, it cannot execute

on delivery from tob; and should be broadcast by tobs. To keep the place of d, other calls
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delivered by toby should wait for d to finish its synchronization in the second clique. Therefore,
we use a queue per TOB. Method calls that are delivered by a TOB are enqueued to its
corresponding queue. A call should wait and can be executed only when it appears at the
head of the queues of all TOBs that it is broadcast to. Unfortunately naive implementation
of waiting can potentially make mutual waiting and deadlocks. For example, two calls on d
can be ordered differently by tob; and toby and wait for each other in a deadlock. In § 2.6.1,
we revisit this problem and present and use a novel variant of TOB called multi-total-order
broadcast (MTOB) that prevents deadlocks.

Blocking Protocol. If two method calls conflict, the previous protocol requires both
to go through synchronization. We now present an overview of a protocol that pushes
synchronization to only one of the two. Consider that there are two conflicting methods m
and m’ and we want to let calls on m execute without synchronization. The idea is that calls
on m’ reach out to other replicas, block the execution of calls on m (so that new calls on m
are not accepted) and then replicas exchange updates on preceding calls on m. Once the
replicas apply the updates, they have the same set of executed calls on m. Then, the call on
m’ is executed at all replicas and calls on m are unblocked.

We remember that a minimum vertex cover of a graph is a smallest subset of the
vertices such that every edge has at least one endpoint in the cover. To avoid synchronization,
we find a minimum vertex cover of the conflict graph and synchronize only when methods in
the cover are called. For example, in the conflict graph of the courseware use-case, shown in
Fig. 2.1.(e), the minimum vertex cover is the singleton set of the delete method {d}. Only

deletion d performs synchronization and addition a and enrolment e can execute without
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synchronization. Further, methods can be assigned weights inversely proportional to their
call frequency and weighted minimum vertex cover can optimize the average responsiveness
of the replicated object.

As an example, Fig. 2.3.(b) shows an execution of the protocol on the courseware
use-case. The first and the third replicas call synchronization-free methods a and e. They are
simply broadcast and executed on arrival. In this execution, the delivery of these messages
are delayed. The second replica calls method d. The call d is broadcast and on its delivery,
all replicas block the conflicting methods a and e. To update other replicas, each replica
subsequently broadcasts the set of conflicting method calls that it has executed. The first
and third replicas broadcast their calls on a and e respectively. These updates are applied
on arrival. After all the updates are applied, every replica has executed the same set of calls
that conflict with d although possibly in different orders. Then, the call on d is executed
and the conflicting methods are unblocked. This protocol makes replicas wait for each other;
thus, crash of a replica can prevent progress of others. Following fundamental impossibility
results [164, 182], this protocol has a trade-off between availability and consistency. We will

revisit this trade-off in § 2.6.2.

2.3 Well-Coordination

In this section, we define the well-coordination condition and prove that it is sufficient
for state integrity and convergence. We first define replicated executions and their correctness.
Then, we present the well-coordination conditions and prove that well-coordinated executions

are correct.
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An object is a record (¥,Z, M) that includes a state type X, an invariant Z on the
state, and a set of methods M. A method is a function m from the parameters and the
pre-state to a record of (guard, update, retv), where guard is a boolean expression that defines
when the method can be called, and update and retv are expressions for the post-state and
the return value. We use guard, update and retv as functions that extract elements of the
record. A method call ¢ is a method applied to its argument i.e. a function from the current
state to a record of (guard, update, retv).

Execution. We first define the context ¢ for a replicated execution. The state of
each replica is initialized to the same state oy that satisfies the invariant Z. The user can
request a call on a method at every replica that is called the originating replica of the call.
The call is then propagated from the originating replica and executed at other replicas. We

uniquely identify requests by identifiers.

Definition 1 (Execution Context) An execution contezt c is the record (ogc, Re, calle, orig.)
where oo is an initial state that satisfies the invariant i.e. Z(ooc), Re is a set of request
identifiers, calle is a function from Re to method calls, and orig, is a function from Re to

replicas N .
We model an execution at a replica as a permutation of a set of request identifiers.

Definition 2 (Execution) In a context c, an execution x of a set of requests R C R is a
bijective from positions [0..|R| — 1] to R.

We denote the range of x as R(x). An execution x of R defines the total order
<x on R. A request r precedes another request v’ in an execution x written as r <x ' iff
x1r)y < x71(r).

24



In a replicated execution, calls are propagated and eventually executed at every
replica. Convergence is a condition on the state of the replicas after all calls are applied at all
replicas. Therefore, a replicated execution is a mapping from replicas to permutations of the
same set of calls. For example, Fig. 2.4.(a) shows a replicated execution where nine requests
are executed. Propagation of calls from the originating replicas to other replicas creates a
visibility relation between calls across replicas. For example, in Fig. 2.4.(a), arrows show the
visibility relation. Consequently, the happens-before relation is the transitive closure of the
visibility relation and the execution order of each replica. The happens-before relation is
acyclic. In Fig. 2.4.(a), as the direction of all arrows is forward, the happens-before relation

is acyclic.

Definition 3 (Replicated Execution) In a context ¢, a replicated execution xs is a func-
tion from replicas N to executions of Re such that (1) let the execution order <ys on N X Re
be defined as: for every replica n and pair of requests v and ', (n,7) <xs (n,7") Uff 1 <us(n) 7,
(2) let the wisibility relation ~»xs on N x R. be defined as: for every request r, for every

replica n, (orige(r),T) ~xs (1, 1) iff n # orig.(r), (3) let the happens-before relation hbys be

(<xs U ~oxs)* then, hbys is acyclic.

The post-state of each call at a replica is the result of applying the call to its

pre-state. Thus, a sequence of calls result in a sequence of states.

Definition 4 (State) In a context c, the state function s of an execution x is a function
from positions [0..|R(x)|] to states ¥ such that s(0) = e and for every 0 < i < |R(x)|,

s(i 4+ 1) = update(call.(x(i)))(s(i)). The state function is lifted to replicated executions. The
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state function ss of a replicated execution xs is a function from replicas n in N to the state

function of the execution xs(n).

Correctness. We now define correctness as convergence and integrity.

A replicated execution is convergent if it leads to the same final state for all replicas.

Definition 5 (Convergent) A replicated execution xs of a context ¢ is convergent iff for

every pair of replicas n and n', ss(n)(|Rc|) = ss(n')(|Rc|) where ss is the state function of xs.

In the definition of methods of an object, the user relies on the invariant in the
pre-state. Further, methods have explicit guards that define the subset of states that they
are applicable to. We say that a method call is consistent at a state if the invariant and the
guard of the method hold in that state. Method calls should be executed only on states that

they are consistent in.

Definition 6 (Consistent Call) A method call ¢ is consistent in a state o, written as

cons(o, c), iff guard(c)(c) and I(o).
The consistency condition is simply lifted to executions and replicated executions.

Definition 7 (Consistent Execution) In a context ¢, a request r is consistent in an
execution x written as cons(c, x,r) iff cons(s(i), call.(r)) where s is the state function of x,
and i is x '(r). In a context c, an execution x is consistent written as cons(c, x) iff every
request r in R(x) is consistent in x. A replicated execution xs of a context c is consistent

written as cons(c, xs) iff for every replica n, the execution xs(n) is consistent.

Consistency of a replicated execution requires invariant preservation (that is state

integrity) at all replicas. We define correctness as both consistency and convergence.
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Definition 8 (Correct) A replicated execution is correct iff it is consistent and convergent.

Well-coordination. Now, we define the well-coordination conditions. We say that
a call is permissible in a state iff its guard holds in that state and the invariant holds after

the call is applied.

Definition 9 (Permissible Call) A method call ¢ is permissible in a state o, written as

P(o,c), iff guard(c)(c) and Z(update(c)(o)).

Note that in contrast to the definition of consistency above that requires the
invariant to hold in the pre-state, permissibility requires it to hold in the post-state. By
induction, permissibility leads to consistency. The initial state satisfies the invariant; thus,
for every call, if all the previous calls have maintained the invariant, the call is applied to a
state that satisfies the invariant as well. Permissibility implies that the call preserves the
invariant. Similar to consistency, permissibility is simply lifted to executions and replicated
executions.

Well-coordination requires each call to be permissible in its originating replica. If a
call is requested at a replica but is not permissible in its current state, the call should be

aborted (and maybe retried later).

Definition 10 (Locally permissible) A replicated execution xs of a context c is locally

permissible iff every request r is permissible in the execution of its originating replica orig,(r).

Although permissibility is directly checked only locally at the originating replicas,
we will show that well-coordination conditions ensure the global permissibility of calls at

every replica.
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As we saw in Fig. 2.2.(b), we say that two method calls S-commute (state-commute)

if starting from every pre-state, the post-state is the same if the calls are reordered.

Definition 11 (State-Commutativity and State-Conflict) Two method calls ¢; and
¢y S-commute, written as ¢1 Sg co iff for every state o, update(ce)(update(ci)(o)) =

update(cy ) (update(ca)(0)). Otherwise, they S-conflict, written as c¢1 Xg c3.

S-conflicting calls need synchronization since we saw in Fig. 2.2.(a) that they cause
state divergence.

We note that S-commutativity and the following properties are defined on (dynamic)
method calls; however, they are simply lifted to (static) methods. For instance, we say that
two methods S-commute iff all calls on the two S-commute. In § 2.4, we consider these
properties on methods.

There are calls such as deposit on a bank account that are always permissible as far as

they are applied to a state that satisfies the invariant. We call these calls invariant-sufficient.

Definition 12 (Invariant-Sufficient) A call ¢ is invariant-sufficient iff for every state o

if Z(o) then P(o,c).

Every call is checked to be permissible in its originating replica. However, as we
saw in Fig. 2.2.(c), if a call is simply broadcast, when it arrives at other replicas, other calls
may have been executed at the destination replicas that were not executed at the originating
replica. These extra calls may make the arrived call impermissible. As we saw in Fig. 2.2.(d),
we say that a method call P-R-commutes (permissible-right-commutes) another if starting
from any state where the former is permissible, moving it right after the latter does not
violate permissibility.

28



Definition 13 (Permissible-Right-Commutativity) The call ¢; P-R-commutes with

the call co written as ¢y —p co iff for every state o, if P(o,c1) then P(update(cz)(o),c1).

If a call is invariant-sufficient or P-R-commutes another call, we say that the
former P-concurs (permissible-concurs) with the latter. Otherwise, we say that the former

P-conflicts (permissible-conflicts) with the latter.

Definition 14 (Permissible-Concur and Permissible-Conflict) A call ¢; P-concurs

with a call co iff ¢ is invariant-sufficient or ¢y —p co. Otherwise, ¢1 P-conflicts with co.

A pair of calls can avoid synchronization only if they both S-commute and P-concur

with respect to each other.

Definition 15 (Concur and Conflict) A pair of calls ¢; and co concur iff they state-

commute and permissible-concur with each other. Otherwise, they conflict written as cq X ca.

Concur and conflict relations are symmetric. The conflict relation on methods can
be represented as the conflict graph G: an undirected graph where the vertices are the set
of methods and the edges are the pairs of conflicting methods. A replicated execution is

conflict-synchronizing if every pair of conflicting calls have the same order across replicas.

Definition 16 (Conflict-synchronizing) A replicated execution xs of a context ¢ is conflict-
synchronizing iff for every pair of requests r and v’ in rc. such that callo(r) > callo(r'), for

every pair of replicas n and n', if r < 50y 7’ then 7 < gy 17

Similar to conflict-synchronizing, state-conflict-synchronizing and permissible-conflict-

synchronizing are similarly defined with respect to state-conflict and permissible-conflict.
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As we saw in Fig. 2.2.(e), when a call arrives at other replicas, other calls that were
executed at the originating replica may have not arrived and executed at destination replicas.
However, permissibility of the call may be dependent on the missing calls. As we saw in
Fig. 2.2.(f), we say that a method call P-L-commutes (permissible-left-commutes) with

another if moving the former left before the latter does not render the former impermissible.

Definition 17 (Permissible-Left-Commutative) A call ca P-L-commutes a call ¢y, writ-

ten as cg <—p c1 iff for every state o, if P(update(ci)(o),c2) then P(o,c2).

A call can avoid tracking dependencies to another call if the former is invariant-

sufficient or P-L-commutes with the latter.

Definition 18 (Independent and Dependent) A call ¢y is independent of ¢1, written
as co AL ¢y, iff either co is invariant-sufficient or co <—p c1. Otherwise, co is dependent on

c1, written as co W c1.

The dependency relation between methods can be represented as a directed graph
that we call the dependency graph. A replicated execution is dependency-preserving if for
every call, its preceding dependencies in its originating replica precede it in the other replicas

as well.

Definition 19 (Dependency-Preserving) A replicated execution xs of a context c is

dependency-preserving iff for every pair of requests r and r' in Re, such that callo(r") J

calle(r), if 1 <xs(orig, (1)) > then for every replica n, r <, sm) r'.

orig,
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We note that in Theorem 16, call orders in any replica necessitates the same orders
in other replicas. In contrast, in Theorem 19, only orders between a call and its preceding
calls in its originating replica necessitates the same order in other replicas.

A replicated execution is well-coordinated if the permissibility of calls are checked at
the originating replicas, conflicting calls are synchronized and the dependencies are preserved.

Well-coordination is a sufficient condition for the correctness of replicated executions.

Definition 20 (Well-coordination) A replicated execution is well-coordinated iff it is

locally permissible, conflict-synchronizing, and dependency-preserving.

Theorem 21 () Every well-coordinated replicated execution is correct.

The proof follows from the definition of well-coordination and correct (Theorem 20

and Theorem 8) and the following two lemmas. We present the high-level ideas.

Lemma 22 () Every S-conflict-synchronizing replicated execution is convergent.

Consider two executions x and x" from the replicated execution (with the same set
of requests possibly in different orders). Assume that x and x” are S-conflict-synchronizing
with respect to each other. We prove that these two executions result in the same post-state.
By induction, x’ can be incrementally converted to x from left to right without changing its
final post-state. Assume that the requests until location i are the same in x and x’. Consider
the request r at position 7 in x. If r appears later at position j in X’ where j > 4, then
we show that r can be moved left in X’ to position . The requests between ¢ and j in n’

precede r in x’ but succeed r in x. Therefore, by the S-conflict-synchronization condition, r
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Figure 2.4: Correctness of well-coordinated replicated executions

S-commutes with requests between ¢ and 7 in x'. Thus, r can be moved left to location 7 in

x' without any change to the post-state.

Lemma 23 () Every well-coordinated replicated execution is consistent.

We illustrate the crucial part of the proof by a figure. Let xs be a coordinated
replicated execution. To prove consistency of xs, we need to prove consistency of every
request at the execution of every replica. We will prove that every request at every replica
is permissible. This implies that (1) the guard of every request is satisfied. and (2) the
post-state of every request satisfies the invariant. Based on [2| and the fact that the initial
state is defined to satisfy the invariant, we have that (3) the pre-state of every request satisfies
the invariant. From the facts [1] and [3] above, we have that xs is consistent. We now show
the permissibility of every request r*. The proof is by induction on a linear extension of hbys.
Let the request r* at the replica n be the current request. If n is the originating replica of
r*, then r* is trivially permissible by the locally permissible condition; it states that every
replica only originates permissible requests. Otherwise, let n’ be the originating replica of
r*. If * is invariant-sufficient, we only need to show that the pre-state of r* in n satisfies

the invariant. The pre-state of r* is either the initial state that by definition satisfies the
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invariant or is the post-state of the preceding request in n. By the induction hypothesis, the
preceding request is permissible that implies that its post-state satisfies the invariant.

Now we consider that r* is not invariant-sufficient. We illustrate the proof of
permissibility of 7* in Fig. 2.4. Let o be the pre-state of r* in xs(n). We want to show that
r* is permissible in o. Let ¢’ be the pre-state of 7* in xs(n’) (the execution of the originating
replica). Let R be the requests that precede r* in both xs(n) and xs(n’). In Fig. 2.4.(a),
R is the set of shaded requests {ry,rs,73,74}. Let R’ be the requests that precede r* in
xs(n') but do not precede r* in xs(n). In Fig. 2.4.(a), R is {r],r5}. Consider a request r
in R and a request 1’ in R’ such that ' precedes r in xs(n’). In Fig. 2.4.(a), 7 can be ry
and 7’ can be 7). The request 1’ precedes r in xs(n’) but succeeds it in xs(n). Therefore, by
the S-conflict-synchronization condition, ' and r S-commute. In Fig. 2.4.(a), we commute
rh, with 4. Then, we commute 7} with r3 and r4. Thus, by induction, each request in R’
from the rightmost to the leftmost in xs(n’) can be moved right to form a block of requests
before 7* in xs(n’) without changing the pre-state o’ of r*. Let x' denote the result of the
commute. Fig. 2.4.(b) shows x’ where the pre-state of 7* is still o’. In Fig. 2.4.(a), the requests
R’ precede r* in xs(n’) but succeed it in xs(n). Therefore, by the dependency-preserving
condition, 7* is independent of the requests in R'. In Fig. 2.4.(a), r* is independent of 7}
and 75. By the locally permissible condition and that n’ is the originating replica of 7*, the
request 7* is permissible at its pre-state ¢’ in xs(n’). By induction from right to left in X/,
using the independence condition, 7* is permissible at the pre-state of each request r’ in R'.
Thus, r* is permissible at the pre-state of R’ that is the post-state of R in x'. In Fig. 2.4.(b),

r* is permissible at the states o} and of.
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The argument above for moving requests in xs(n’) can be applied to xs(n) as well.
Let R” be the requests that precede r* in zs(n) but do not precede it in zs(n’). In Fig. 2.4.(a),
R" is {r],rl}. S-commutativity allows moving R” right in xs(n). The requests R” can be
moved to form a block immediately before r* without changing the pre-state of r*. Let
x denote the result of the commute. Fig. 2.4.(b) shows x. The requests {r{, 5} moved
right immediately before r*. The set of requests R appear on the left side of both x and
x" although possibly in different orders. By the argument presented above for Theorem 22
using S-commutativity, it is proved that the post-state of the set of requests R in x and x’
is the same. We showed above that r* is permissible in the post-state of R in x'. Thus, r*
is permissible in the post-state of R in x as well. In other words, r* is permissible at the
pre-state of the set of requests R” in x. In Fig. 2.4.(b), 7* is permissible in o}, the post-state
of r4 in x.

The requests R” precede r* in xs(n) but succeed it in xs(n’). Therefore, by the P-
conflict-synchronization condition, each request in R” P-R-commutes with 7*. In Fig. 2.4.(a),
r* P-R-commute with r{ and 7. We proved above that the request r* is permissible at the
pre-state of R” in x. By induction from left to right in x, using the P-R-commutativity, r*
is permissible at the post-state of each request v’ in R”. Therefore, r* is permissible at its

*

pre-state o in x. In Fig. 2.4.(b), 7* is permissible at the states o1 and . Therefore, 7* is
permissible at its pre-state in xs(n).
We note that conflict-synchronization is stronger than dependency-preservation. If

a request r both conflicts with and depends on 7/, it is sufficient to synchronize r with »’

and its dependencies to ' do not need to be tracked.
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2.4 Static Analysis

In the previous section, we defined conflict and dependency relations between
methods. In this section, we recast the definitions as a static analysis that calculates these
relations. The user specifies an object (X,Z, M) where ¥ is the state type, Z is the invariant
and M is the set of methods. Given the object, Fig. 2.5 presents two functions ConflictRel()
and DepRel() that calculate the two relations. We consider each one in turn and apply them
to our running example.

The function ConflictRel() returns the conflict relation as a mapping from pairs
of methods M x M to boolean B. It first calculates the S-commutativity relation in the
variable SCom (at lines C4-C7). Following Theorem 11, for every pair of methods my and ma,
SCom(my, mg) is true iff the following assertion is valid: for every pre-state o, argument a;
of m; and argument ay for mg, the post-states of applying the two calls mq(a1) and mao(asg)
on o in the two different orders are equal. We use the notation -+ A to represent whether the
assertion A is valid. To check the validity of an assertion, we use SMT solvers to check the
satisfiability of its negation.

For example, Fig. 2.1.(b) shows that the two methods addCourse and enroll S-
commute. Let us see how this is calculated. To calculate the value of SCom(addCourse, enroll),
the assertion in line C7 is instantiated to the following assertion. (The pre-state o is expanded

to (ss,cs,es), the argument of addCourse is ¢ and the arguments of enroll are s and ¢'.)

FVss, cs, es, ¢, s, . update(enroll(s, ¢)) (update(addCourse(c)) ((ss, cs, es))) =
(2.1)

update(addCourse(c))(update(enroll(s, ') ((ss, cs, es)))
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Cs

Co

Cll

fun ConflictRel(): M x M — B {
var SCom: M x M =B
var ISuff: M — B
var PRCom, PConcur: M x M — B
var Concur, Conflict: M x M — B
let P := Ao, c. guard(c)(o) A Z(update(c)(o))
foreach (m1 € M, ma2 € M)
SCom(mi, mz) =

H Va,al,az

C14

C(15

Cis

D1
D,

D3

update(mz(az2))(update(mq(a1)) (o)) =

update(m (a1))(update(ma (a2))(0))
foreach (m € M)
ISuff(m) =
FVo,a. Z(o) = P(o,m(a))
foreach (m1 € M, ma2 € M)
PRCom(m1,ms) =
Vo, a1, as.
P(o,mi(a1)) —
P(update(maz(az))(o), mi(a1))
PConcur(mi, m2) = ISuff(m1) or
PRCom(mi, mz2)

foreach (m; € M, ma2 € M)

Ds

Ds

D~

Ds

Dy
Do
D1

D12

Concur(mi, mza) := SCom(m1, m2) and
PConcur(mi,m2) and
PConcur(mz, m1)

Conflict(m1, m2) := not Concur(m, mz)

return Conflict }

fun DepRel(): M x M — B {

var ISuff: M — B
var LRCom: M x M — B
var Dep, Indep: M x M — B
let P = Ao, c. guard(c)(o) A Z(update(c)(o))
foreach (m € M)
ISuff(m) =
FVo,a. Z(o) — P(o,m(a))
foreach (m2 € M, m1 € M)
PLCom(mz2, m1) ==
VYo, a1, as.
P(update(m1(a1))(o), mz2(az)) —
P(a,ma(a2))
Indep(mz, my) = ISuff(mz) or
PLCom(mz2, m1)
Dep(mg, m1) = not Indep(mz, m1)

return Dep }

Figure 2.5: Static analysis to calculate the conflict and dependency relations. The object

(3,7, M) is given.
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Based on the object definition in Fig. 2.1.(a), the two expressions can be simplified as follows:

Left exp:  update(enroll(s,’))(update(addCourse(c))((ss, cs,es))) =
update(enroll(s, ¢))({ss,cs U {c},es)) = (ss,es U {c},es U {(s,¢)})
Right exp: update(addCourse(c))(update(enroll(s, ’))({(ss,cs,es))) =

update(addCourse(c))({(ss,cs,es U {(s,)})) = (ss,es U {c},es U {(s,¢)})
(2.2)

The two expressions are equal; thus, the assertion is valid and the two methods S-commute.

Similar to S-commutativity, the other relations are calculated by a validity check for
their definitions. In summary, the ConflictRel() function calculates the invariant-sufficiency
relation (Theorem 12) in the variable ISuff (at Cs-Cy) and the P-R-commutativity relation
(Theorem 13) in the variable PRCom (at C19-C11). They are used to calculate the P-concur
relation (Theorem 14) in the variable PConcur (at line Cj2). Then, the concur relation
(Theorem 15) for a pair of methods is calculated in the variable Concur as the conjunct of
S-commutativity and P-concur of the method pair with respect to each other (at C13-C1y).
(We note that S-commutativity is symmetric.) Finally, the conflict relation (Theorem 15) is
calculated as the negation of the concur relation in the variable Conflict and returned (at
C15-C16). These steps calculate the sub-figures (b) to (e) of Fig. 2.1 in order.

The function DepRel() calculates the dependency relation. It first calculates
invariant-sufficiency (Theorem 12) in the variable ISuff (at lines D5-Dg) and P-L-commutativity
(Theorem 17) in the variable PLCom (at D7-Dg). They are used to calculate the independence
relation (Theorem 18) in the variable Indep (at Dg-Dyg). Finally, the dependence relation
(Theorem 18) is calculated as the negation of the independence relation in the variable Dep

and returned (at D11-C12).
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Fig. 2.1.(f) and (g) show that enroll is dependent on addCourse. Let us see how this
is calculated. We show that enroll is not invariant-sufficient and does not P-L-commute with
addCourse either. First, we show that the method enroll is not invariant-sufficient. Intuitively,
even if the invariant holds in the pre-state of enroll, it does not trivially hold in its post-state.
The invariant-sufficiency assertion that is checked at Dg is instantiated to the following
assertion: (The pre-state o is expanded to (ss, cs, es) and the arguments of enroll are s and

c.)

FVss,cs,es, s, c. Z((ss,cs,es)) = P((ss, cs,es),enroll(s, c)) (2.3)
After unrolling P, the conclusion of the implication includes the following conjunct

Z(update(enroll(s,c))((ss,cs,es))) = Z({ss,cs,es U {(s,c)})) =
(2.4)
reflntegrity(es U {(s,c)},esid, ss,sid) A reflntegrity(es U {(s,c)},ecid, cs, cid)
According to the definition of referential integrity in the caption of Fig. 2.1, the first conjunct

is expanded to the following assertion:
Vr. r€es U {(s,c)} = I 1" € ss Aesid(r) = sid(r') (2.5)

We note that s is an unconstrained universally quantified variable in Eq. 2.3, the original
invariant-sufficiency assertion. Therefore, to falsify that assertion, the variable s can be
instantiated with any student value. Enrolling any student s that is not already in ss violates
the above referential integrity property and leads to a counter-example for validity for Eq. 2.3.
Intuitively, enrolling a student that is not already in the students relation violates integrity.
Hence, the method enroll is not invariant-sufficient.

Next, we show that enroll does not P-L-commute with addCourse. Intuitively, the

enroll method does not preserve its permissibility if it is moved left before a preceding
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addCourse. The assertion in line Dg is instantiated to the following assertion. (The pre-state
o is expanded to (ss, cs, es), the argument of addCourse is ¢ and the arguments of enroll are

s and ¢.)

F Vss,cs,es,c, s, c.
(2.6)
P(update(addCourse(c))((ss, cs, es)),enroll(s, ) — P((ss, cs, es),enroll(s, ¢'))
The counter-example is when ¢ = ¢/, that is the same course is added and enrolled, and

¢ & cs, that is ¢ is not already an existing course. After expansion and removing the trivially

valid guard assertions, we have

Z((ss,cs U {c},es U {s,c})) = Z((ss,cs,es U {s,c})) (2.7)

Expanding the conclusion of the implication results in the following conjunct:

Vr.r €es U {{s,c)} — Ir'. v’ € cs Necid(r) = cid(r’) (2.8)

This assertion is invalid. For r = (s, ¢), the conclusion never holds as ¢ &€ c¢s. This makes a
counter-example for the P-L-commutativity assertion. Thus, enroll does not P-L-commute
with addCourse. A call on enroll is dependent on the preceding addCourse call.

We note that the premise of the implication in Eq. 2.7 does not refute the choice
that ¢ € cs. In the premise of Eq. 2.7, the integrity of the enrolment relation es U {(s,c)}
for the course ¢ may hold only because ¢ was just added and resulted in the course relation
c¢s U {c} and not because it already existed in cs.

We note that since local permissibility is a condition of a well-coordinated replicated
execution, every call is permissible in its originating node. Therefore, every call in all the

conditions above can be additionally assumed to be permissible in a fresh state (unrelated to
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the other state variables in the condition). We elided this permissibility condition for brevity.
Permissibility even in an unrelated state can provide useful information. In particular, the
validity of the guard of the call can provide conditions on the arguments of the call that are

independent of the state.

2.5 Use-cases

We now present two use-cases. Fig. 2.6.(a) represents the Auction use-case that we
have adopted from CISE [189]. Users can place bids and then the auction can be closed
to declare the winner. The state X of the object is the record of the set of current bids
bs, and the option value w that is either some winning bid or none 1 when the auction is
still open. The integrity invariant Z is that if the auction is closed, then the winning bid is
the maximum of the non-empty set of bids. Auction offers three methods: place, close and
query. While the auction is open, the method place can place a bid b. The method close
closes the bid by picking the maximum bid. The method query returns the current state of
the auction. It is notable that in the guard of close, we do not need to repeat the condition
that the bid set should be non-empty. This condition is declared in the invariant. If a call
on close violates the invariant, the call is not permissible and is aborted. In general, the
user does not need to restate the invariant as guards. The guard needs to only specify the
semantic preconditions of the method. Thus, our specifications are simpler than previous
work [189]. As an example of semantic preconditions, the execution of a close call on an
auction is meaningful only if the auction is not already closed although it does not violate

the invariant. Similarly, placing a bid is meaningful only when the auction is not closed even
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Class Auction Class 2PSet

Y := (bs : Set Int, w : Option Int) Y := (Set, Set)
7=\ (bs,w). =T
w# L= (bs#0 A w=some(max(bs))) add(e) := X\ (4, R).
place(b) := A (bs, w). (T, (A U {e},R), 1)
(w=1, (bs U {b}, w), 1) remove(e) := X\ (4, R).
close := A (bs, w). (T, (A,R U {e}), L)
(w= L1, (bs, some(max(bs))), L) contains(e) := A (4, R).
query := A 0. (T, o, o) (T, (A,R), e€ A\R)
(a) User Specification (f) User Specification
plcl|aq plc|aq a|r|c a|r|c
pl|v | x|V p|l Vv | X |V a|l v | Vv |V a| v | v |V
c| x|V |V c| Vv | x|V r|v | v |V r|v|v |V
qlv|v]|v qlv|v]v clviv]v clvi|v|v
(b) S-commute (¢) P-concur (g) S-commute (h) P-concur
@ plc|aq @ al|lr|c
plVv |V |V a| v |V |V
D @ [l ® © [l
qlv|v|v _ _ clv|v|v
(d) Conflict graph (i) Contflict graph
(e) Independent (j) Independent

Figure 2.6: Auction and Two Phase Set Use-cases. The conflict graph in (d) is obtained

from (b) and (c).
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if the bid is less than the already decided winner which does not violate the integrity of the
auction.

Fig. 2.6.(b) shows that the place and close methods S-conflict. a call on place can
execute either before or after a call on close. In the former, the close method gets to see the
new bid that might be the largest. However, in the latter, the new bid is missed. Therefore,
the two executions can diverge. As Fig. 2.6.(c) shows, the place and close methods P-conflict
with the close method. The methods place and close are not invariant-sufficient. Their guards
require the auction to be open that is not implied by the invariant. If a call on place is
pushed after a call on close, the call on place can violate the invariant as it can place a bid
larger than the already decided winner. If a call on close is pushed after another call on close,
its guard does not hold after the move. As Fig. 2.6.(e) shows, a call on close is dependent on
a preceding call on place. The preceding place call can be placing the only bid and if it is
removed, the close call gets an empty auction to close that violates the invariant.

Fig. 2.6.(f) shows the 2PSet (two-phase set) use-case that we have adopted from
CRDTs [424]. Classical sets S-conflict on adding and removing elements. The two orders
do not agree on the final set. However, this is only when the two calls are on the same
element. A set with a known finite domain can avoid conflicts and synchronization for
unequal elements. In contrast, 2PSet avoids conflicts by changing the set semantics: once an
element is removed, it cannot be added again. As Fig. 2.6.(f) shows, it uses two sets to store
added and removed elements and the abstract state of the set is the added set minus the

removed set. Therefore, the two orders of adding and removing an element result in the same
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set: the element is considered to be removed. As Fig. 2.6.(g)-(j) shows, the methods of 2PSet

concur and are independent. Thus, 2PSet methods can execute without any coordination.

2.6 Protocols

In the previous sections, we presented how the conflict and dependency relations of
a given object are calculated. In this section, we present two concrete protocols that use
these relations and implement the well-coordination conditions. The protocols are parametric
and instantiated with the object and its conflict and dependency relations. The first protocol
is non-blocking. Crash of a replica does not prevent other replicas from making progress.
The second protocol is blocking. In return, it can further avoid synchronization. For a pair
of conflicting methods, the protocol can push synchronization to only one of them and the
other method can execute without synchronization.

In the next two subsections, we focus on synchronization of conflicting methods (and
assume that methods are independent). We consider dependencies in the third subsection.

Each protocol declares the request events that it inputs and the response events
that it outputs. It also declares the state that it stores at every node. It may include an
initialization method that is called once at the beginning of the execution at each node. A
protocol may declare and use other protocols. It defines methods for requests from the client
and responses from the used protocols. A method may be guarded by a condition. Such a
method accepts events only when the condition is satisfied; otherwise, the processing of the
event is postponed. In the body the methods, a protocol may issue responses to its client or

issue requests to the used protocols.
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2.6.1 Non-blocking Synchronization Protocol

In this subsection, we present a non-blocking protocol for synchronization.

Protocol Idea. A subset of the vertices of a graph is a clique iff any of its distinct
pair of vertices are adjacent. A clique is maximal if it is not a subset of a larger clique. There
are known algorithms [82, 451| that list the set of maximal cliques of a graph.

The methods of a clique of the conflict graph have to all synchronize with each
other. The idea is to synchronize only the methods of each maximal clique with each other
to minimize synchronization. We use the total-order broadcast (TOB) protocol that employs
consensus to deliver messages in the same total order to all nodes [92]. Let Cl denote the set
of maximal cliques of the conflict graph. For each maximal clique ¢l € Cl, we use a TOB
instance tob(cl). Calls on conflicting methods in a maximal clique are broadcast to a TOB
instance and delivered with the same total order to all nodes. (A single node (without a
loop) is considered a clique but does not need synchronization. Thus, before calculating
the maximal cliques, we remove all the single nodes without loops from the conflict graph.)
As we saw in Fig. 2.3.(a) for the delete call d, a call ¢ of a method m that is a member of
multiple maximal cliques cls should be totally ordered with respect to calls of each of those
cliques. We broadcast the call ¢ to every tob(cl) where cl € cls and execute ¢ only when it is
ordered and delivered by all of them. To execute calls in the delivery order from TOBs, we
maintain a queue ¢(cl) for each TOB instance tob(cl). Method calls that are delivered by
a TOB instance tob(cl) are enqueued to its corresponding queue g(cl). If cls is the set of
maximal cliques containing a method m, a call on m can be executed once it appears at the

head of the queues ¢(cl) for each ¢l € cls. The call is then dequeued from the queues and
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executed. Thus, the execution order of calls at every replica is an extension of the delivery
order of each of the TOBs. Therefore, calls to conflicting methods have the same execution
order across replicas.

However, deadlocks can happen if the TOB instances are not properly coordinated.
Consider two method calls ¢ and ¢’ of a method m that is a member of two cliques ¢l and cl’.
If c and ¢ are simply broadcast to tob(cl) and tob(cl’), ¢ may precede ¢’ in the total order
of tob(cl) and succeed it in the total order of tob(cl’). Thus, ¢ cannot appear at the head of
the queue ¢(cl) and waits for ¢ and symmetrically ¢ cannot appear at the head of the queue
q(cl’) and waits for ¢. As a result, ¢ and ¢ and all later calls in g(cl) and g(cl’) will be
blocked at all replicas. To prevent deadlocks, firstly, we statically order the maximal cliques
Cl and always send a message to TOB instances tob(cl) in the order of their corresponding
cliques cl. Secondly, we ensure that if a message is ordered before another by a TOB instance
then the next TOB instance respects this order. To this end, we present and use a particular
kind of total-order broadcast that respects given total orders on subsets of messages. We call
it the multi-total-order broadcast (MTOB) protocol.

In the multi-total-order broadcast (MTOB) protocol, the messages are divided to
multiple disjoint subsets called message classes. Each class is associated with a total order.
The user broadcasts each message together with its class identifier. She should also broadcast
messages of a class in the total order of that class. The protocol delivers messages in a total
order that respects (i.e. is an extension of) the order of each message class.

We use MTOB as follows. We define a class as the set of calls of the methods of a

clique. As mentioned above, a call is sent to the MTOB instances in a statically-determined
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order. For example, in the example above, we assume that mtob(cl) is before mtob(cl’) in
the static order. Assume that ¢ is delivered before ¢’ by mtob(cl). We broadcast ¢ and ¢/
in order to mtob(cl’) with class cl. As the order of messages in class cl is preserved in the
delivery order of mtob(cl'), ¢ will be delivered before ¢’ by mtob(cl’) as well and the deadlock
mentioned above cannot happen.

We first present the main protocol and then the multi-total-order-broadcast protocol.
They use the classical reliable broadcast and consensus protocols [92].

Main Protocol. The non-blocking protocol is presented in Fig. 2.7. The requests
to the protocol are call(c) to execute a method call ¢ on the replicated object. In response,
the protocol issues the response ret(c,v) to return the value v as the result of the call ¢ or
aborted(c) to indicate that the call ¢ could not be executed without the violation of the
invariant and is aborted. The parameter to the protocol is the map cliques. It maps each
method in the set of methods M to a list of maximal cliques Cl that the method belongs to.
As explained earlier, the set of maximal cliques is calculated and statically sorted to a total
order. To prevent deadlocks, every list in the range of cliques is consistent with this total
order. A call on a method m is sent to the TOB instances of the cliques cliques(m) in order.
The protocol uses two protocols: reliable broadcast b and a multi-total-order broadcast per
clique mtob. Among other properties, the reliable broadcast guarantees that if a message is
delivered by a correct node, then it is eventually delivered by every correct node. In addition
to this guarantee, as previously mentioned, MTOB protocol guarantees that messages are

delivered in a total order that is an extension of the order of each message class. Each replica
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stores the following state: the state o of the user-defined object, and the queues ¢, one per
maximal clique.

On the invocation of the request call(c) to execute the call ¢ (at Ryp), the protocol
finds the method m of ¢ (at R;) and the set of cliques cls that m belongs to (at Rz). If
the set of cliques is empty, no synchronization is needed and the request is sent using the
reliable broadcast rb (at R3-R4). Otherwise, the request is sent using the MTOB instance
mtob(cl) of the first clique ¢l in cls. As this is the first broadcast, the call can be arbitrarily
ordered and no class (L) is passed as the class (at Rs-R7). When a call ¢ is delivered by the
reliable broadcast rb (at Ny), as no further synchronization is required, it is executed (at
N7). When a call ¢ is delivered by an MTOB instance mtob(cl) (at I1), we enqueue it to the
corresponding queue ¢(cl) (at I3), and get the list of cliques cls of the method (at I3-Iy).
If the current clique is the last one in the list (at I5), we check if the call can be executed
(at I). Otherwise, we send c to the next MTOB instance mtob(cl’). The call is broadcast
together with the previous clique ¢l as the class (at I7-Ig). A call is ready to be executed if
it appears at the head of all the queues of the cliques that the method belongs to (at Cy-Cs).
A call ¢ that is ready is dequeued from the queues (at Cy) and executed (at Cs). Then,
the queues are checked for next calls that might be ready to execute (at Cg). To check the
queues (at Q1), the call at the head of every queue is checked. Checking is repeated if a call
is executed (at Q2-Q4 and C5-Cy). To execute a call (at E1), it is checked that it is locally
permissible i.e. its guard is satisfied and applying it does not violate the invariant (at Es). If
the check is passed, the updated state is stored, the return value v is calculated (at Fs-Ej),

and a return response is issued with v (at E5). Otherwise, an abort response is issued (at

47



NonBlockingRepObject I if (cl = last(cls)) check(c)

request: call(C) I7 else
response: ret(C,V) | aborted(C) Is cl’ + (cls, cl)
Params: cliques: M — List[Cl] Io issue request (mtob(cl’), broadcast(c, cl))
Using: Co  fun check(c)
rb: ReliableBroadcast C1 m < method(c)
mtob: Cl — MultiTotalOrderBroadcast Co cls < cliques(m)
State: Cs if (forall ¢l € cls. head(g(cl)) = ¢)
o: X =09 Cy foreach(cl € cls) q(cl).deq()
q: Cl = Queue[C] =Cl — @ Cs exec(c)
Ry request (call(c)) Cs checkQs()
Ry m < method(c) Cr return true
Rs cls « cliques(m) Cs else return false
Rs if (cls =0) Q1 fun checkQs()
Ry issue request (b, broadcast(c)) Q2 foreach(cl € Cl, g(cl) # 0)
Rs else Q3 ¢ + head(q(cl))
Re cl < head(cls) Q4 if (check(c)) return
Ry issue request (mtob(cl), broadcast(c, 1)) E;  fun exec(c)
No response (b, deliver(c)) exec(c) Es if (guard(c)(o) A Z(update(c)(o)))
I, response (mtob(cl), deliver(c)) Es o <+ update(c)(o)
Iy enq(q(cl), c) Ey v + retv(c)(o)
I3 m < method(c) Es issue response ret(c, v)
Iy cls + cliques(m) Eg else issue response aborted(c)

Figure 2.7: Non-blocking Synchronization Protocol. C and V are call and return value

respectively
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Eg¢-E7). As pairs of conflicting methods are synchronized and methods are independent, a
call is permissible in one replica if and only if it is permissible in another.

The protocol is non-blocking: if a quorum (majority) of nodes are correct (not
faulty), every request for a call with eventually get a response. The call is first broadcast
to the rb or an mtob. Both will eventually deliver the call. (We will show this property
for MTOB with a quorum of correct nodes.) In the former case, the call is executed on
arrival. In the latter case, it is put in the corresponding queue and may be broadcast to the
next mtob. As we explained above, each MTOB preserves the delivery order of the previous
MTOBsS; thus, two calls can appear in two queues only in the same order and cannot cause a
deadlock. Calls eventually arrive at the head of the queues, are dequeued and executed.

Multi-Total-Order Broadcast. The multi-total-order broadcast (MTOB) proto-
col is presented in Fig. 2.8. The protocol accepts requests to broadcast a message m given
its class ¢. (A message can belong to no class L. These messages are assumed to be unique.)
MTOB delivers messages to every node with the same order and this order respects the order
of all message classes. The idea is to have rounds of consensus to agree on the messages
to deliver. In each round, nodes propose their current messages for consensus. When the
consensus protocol issues the decision response with a set of messages, they are locally sorted
using a deterministic sort algorithm and delivered. To respect the order of message classes,
a message is proposed only if all the messages before it in the class are already delivered.
Starvation of a node and its messages in the case that its proposal is repeatedly not chosen

is prevented as follows. MTOB uses a reliable broadcast protocol. Upon a broadcast request
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Iy

I

Ro

Ry

Ry

MultiTotalOrderBroadcast
request: broadcast(M, C)
response: deliver(M)
Using:
rb: ReliableBroadcast
¢s: R — Consensus
State:
p: Set[M x C x Int] = Pending
d: Set[M x C x Int] = ) Delivered
r:Int=0 Round
rank: C — Int = C — 0 Rank
init()
issue request (cs(0), propose(())
request (broadcast(m, c))
if (c# 1)

rank(c) < rank(c) + 1

P

Py

P

issue request (rb, broadcast(m, ¢, rank(c)))
else
issue request (rb, broadcast(m, L, 0))
response (rb, deliver(m, c, 1))
if ((m,c,i) €d)
p<p U {(mci)}
response (cs(r'), decide(d")) if (r' = 1)
foreach((m, c,4) € sort(d'))
issue response deliver(m)
d+<d U d
pep\d
r<r—+1
issue request (cs(r), propose(proposal()))
fun proposal()
{(m,c,i) | (m,c,i) Ep A

Vi'. 0 <i <i—3Im'. (m,c i) ed}

Figure 2.8: Multi-Total-Order Broadcast Protocol. M and C are message and class types

respectively.

for a message, it is first broadcast with the reliable broadcast protocol to other nodes. Thus,

the message will be in the proposal of other nodes and will be eventually chosen.

MTOB uses the reliable broadcast protocol rb and an instance sequence of the

consensus protocol ¢s. MTOB proceeds in rounds R and uses an instance of consensus in

each round. It stores the set of pending messages p, the set of delivered messages d, the
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number of the current round r, and the rank of the last delivered message for each class
rank.

The rounds of consensus are kick-started in the initialization function (at Ip-I7).
Upon an MTOB request to broadcast a message, if it belongs to a class (at R;), the rank for
the class is incremented (at R2) and it is broadcast using the reliable broadcast rb (at R3).
Otherwise, the message is broadcast with no class and zero rank (at R4). When rb delivers
a message (at Dy), if it is not already delivered (at D7), it is added to the pending set (at
D5). Once the decision of the current round is received (at Cj), its messages are sorted and
delivered (at C1-C2) and added to the delivered set and removed from the pending set (at
C3-C4). Then, the node enters the next round and proposes in it (at C5-Cg). The proposal
is the largest subset of the pending messages m such that all the messages before m in its
class are already delivered (at Pp-P»). This condition ensures that the order of each class is
preserved. It is notable that as the messages with no class are added to the pending set with
rank 0, they always satisfy the proposal condition.

It is assumed that a quorum (majority) of nodes are correct. Let us explain why
a message broadcast by a correct node is eventually delivered to every correct node. We
consider a message of a class and by induction assume that previous messages of the class
are eventually delivered. If the message has been and will be in the decided set of a round, it
is or will be eventually delivered by all correct nodes. Otherwise, we assume that it is never
in a decided set and thus never in a delivered set. The message is first broadcast using rb.
Thus, it is eventually delivered by rb and as it is not in the delivered sets, it will be added to

the pending set of all correct nodes. As the previous messages in the class are eventually
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delivered, the message will eventually be in the proposed set of all correct nodes. With a
quorum of correct nodes, the consensus protocol guarantees eventual decision. Thus, the

message will eventually be in the decided set and delivered.

2.6.2 Blocking Synchronization Protocol

The previous protocol requires both calls of a conflicting pair to participate in
synchronization. In this section, we introduce a blocking protocol. As we saw in Fig. 2.3.(b)
for the add a and enroll e calls, this protocol can make one of the two calls execute without
synchronization.

Protocol Idea. Consider two conflicting methods m and m/, and two calls ¢ on m
and ¢ on m/. To let the call ¢ execute without synchronization, the other call ¢’ needs to
reach out to other nodes, block the execution of calls on m at those nodes and then propagate
previous calls on m from every node to other nodes. Then, ¢’ can be executed at all nodes.
At the end, the execution of calls on m is unblocked at all nodes. Therefore, the set of calls
on m before each call on m’ is the same across nodes. This means that the order of every
pair of calls on m and m/ is the same across nodes.

A vertex cover V' of a graph (V, E) is a subset of the vertices V' such that every
edge in F has at least one endpoint in V’'. A minimum vertex cover of a graph is a vertex
cover of the smallest size. In a graph with weighted vertices, the weighted minimum vertex
cover is a vertex cover of the smallest weight sum. Finding the (weighted) minimum vertex

cover is a classical graph problem.
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BlockingRepObject
request: call(C)
response: ret(C, V) | aborted(C)
Params:
conflict: M — Set[M]
cover: Set[M]
Using:
rb: ReliableBroadcast
tob: M — TotalOrderBroadcast
State:
o: X =00
b:M—=Int=M~—0
zed: M — Set[C] =M —
act: M — B =M — false
ent: C—=Int=C—0
request (call(c))
m < method(c)

if (m ¢ cover)

issue request (rb, broadcast(nsync(c)))

else

if (m € conflict(m))

issue request (tob(m), broadcast(sync(c)))
else issue request (rb, broadcast(sync(c)))

response (7b, deliver(nsync(c))) if b(method(c)) =0

exec(c)

B,
B;

B3

Us
U,
Us

Us

Ey
E
E,
E3
Ey
Es

Eg

response (tob(m),deliver(sync(c))) if —act(m)

act(m) < true
blockAndUpdate(c)
response (rb, deliver(sync(c)))
blockAndUpdate(c)
fun blockAndUpdate(c)
foreach(m' € conflict(m))
b(m') + b(m') +1

cs < zed | conflict(m)

issue request (rb, broadcast(update(c, cs)))

response (rb, deliver(update(c, cs)))
foreach(c’ € cs) exec(c)
cent(c) + ent(c) +1
if (cnt(c) =N)
exec(c)
foreach(m/ € conflict(m))
b(m') « b(m’) — 1
act(m) < false
fun exec(c)
if (guard(c)(o) A Z(update(c)(v)))
o + update(c) (o)
v retv(c) (o)
issue response ret(c, v)
add(zed(m), )

else issue response aborted(c)

Figure 2.9: Blocking Synchronization Protocol
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In the interest of avoiding synchronization, we find the minimum vertex cover of the
conflict graph. Only the methods in the cover synchronize and the rest can execute without
synchronization. To execute a method in the cover, the requesting node has to reach out
to all nodes and block and solicit the conflicting methods. If the user calls a method more
often than others or favors its responsiveness, she can assign a lower weight to that method
and apply the weighted minimum vertex cover. Methods can be assigned weights inversely
proportional to their call frequency. To enforce that a method becomes synchronization-free,
its weight can be assigned to infinity.

Protocol. The blocking synchronisation protocol is presented in Fig. 2.9. It accepts
requests to execute calls and in return issues responses with the return value or that the call
is aborted. The parameters to the protocol are the map conflict that maps every method to
its set of conflicting methods and a vertex cover of the conflict graph cover. The protocol
uses two classical protocols: the reliable broadcast rb and a total-order broadcast per method
tob. The protocol stores the following state at each node: the user-defined state of the object
0, a mapping b from each method to the number of times that it is blocked, a mapping zed
from each method to the set of executed calls on that method, a mapping act from each
method to whether there is an active execution of a call on the method, a mapping cnt from
each call to the number of messages received for it.

Upon a request to execute a method call ¢ (at Ryp), if its method m is not a member
of the cover (at R;1-Rg), it can be executed without synchronization. So, it is broadcast
using rb as a non-synchronizing nsync call (at R3). Otherwise, the call should synchronize

with conflicting methods (at R4) and it is broadcast as a synchronizing sync call. If m has a
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self-loop in the conflict graph, then ¢ should synchronize with other calls on m. To order
calls on m, they are broadcast using the total-order-broadcast tob(m) (at Rs-Rg). If m does
not have a self-loop, ¢ only needs to synchronize with calls on other methods. Thus, c is
broadcast using the reliable broadcast rb.

Upon receiving a non-synchronizing call that is not blocked (at Np), it is executed
(at N1). A call on a blocked method should wait until it is unblocked. When a synchronizing
call ¢ on a method m is received from a total-order broadcast tob(m), if the execution of
another call on m is not active (at Cp), it is recorded that the execution of a call on m is
active (at C7). On the other hand, when a synchronizing call is received from the reliable
broadcast rb (at C3), it does not need to prevent other calls on m as m does not conflict
with itself. In both cases (at Co and C4), each method that conflicts with m is blocked (at
Bs), and the calls on the conflicting methods that this node has executed are broadcast as
an update to other nodes (at B3-Bs). When an update arrives (at Up), its calls are executed
(at Up) and the number of received updates for the call is incremented (at Uz). When an
update from all nodes is received (at Us), the call is executed (at Uy), the previously blocked
methods for ¢ are unblocked (at UsandUs), and it is recorded that the execution of a call on
m is no longer active (at Uy). The execution of a call (at Ey-E7) is similar to the previous
protocol.

As mentioned earlier, this protocol brings more synchronization-freedom. However,
either progress or consistency and convergence of nodes may be affected by crashes. Blocked
operations are only unblocked when update messages are received from all the other nodes.

If the update message from a node is not received, calls on the blocked methods cannot be
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executed. Either the network is slow or that node has crashed. If other nodes assume the
former, the latter may be the case and they can never execute the blocked methods. On
the other hand, if other nodes assume that the node has crashed, the network may be just
slow. In particular, if a correct node n is mistakenly suspected while a synchronizing call ¢ is
being executed, consider that other nodes refrain from waiting for n, execute ¢ and unblock
conflicting methods before n blocks conflicting methods. Then, a node n’ can execute a
call ¢ on a conflicting method. The call ¢’ can reach and execute at the suspected node n
before it executes c¢. Thus, ¢ is after ¢ at n’ but before it at n. Therefore, the two conflicting
method calls have different orders in different nodes. Further, ¢ can become impermissible

after ¢/. Thus, this can cause divergence and violation of integrity at node n.

2.6.3 Dependency-Tacking Protocol

In the presented synchronization protocols, we assumed that method calls were
independent. However, as we saw in Fig. 2.2.(e), permissibility of a call at a node may be
dependent on the preceding calls at that node; the call may not be permissible at other
nodes.

We saw that method calls may or may not need to synchronize before execution. If
a call did not need synchronization, it was simply broadcast and was immediately executed
on arrival. For both the non-blocking protocol (Fig. 2.7) and the blocking protocol (Fig. 2.9)
this was at V7. However, if it has dependencies, they should be tracked at the originating
node and broadcast together with the call. The receiving nodes should apply the call only
after its dependencies are applied. On the other hand, some calls go through synchronization

before execution. When synchronization is finished for a call ¢, it may or may not be
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permissible in different nodes. For the non-blocking protocol (Fig. 2.7), this is at C5 and for
the blocking protocol (Fig. 2.9), this is at Uy. If there is a node n that finds ¢ permissible,
every node can become permissible for ¢ after n propagates the dependencies. The call c is
aborted only if it is impermissible at every node. We use a protocol that is the inverse of
the classical atomic commit protocol. The decision is abort if every replica votes for abort
and is commit otherwise. Every node that finds ¢ permissible votes for commit together
with the dependencies of ¢ and every node that finds it impermissible votes for abort. If a
node receives the abort decision, it aborts the execution of ¢. If a node receives the commit
decision, it waits for the dependencies. After the dependencies are applied, the call ¢ is

permissible and is executed.

2.7 Implementation

In this section, we describe the implementation of our synthesis tool, Hamsaz. The
input to Hamsaz is the definition of an object that includes the state type and invariants
on the state along with methods. Hamsaz synthesizes non-blocking and blocking replicated
objects. It also outputs the baseline sequentially consistent replicated object. Hamsaz consists
of two main parts: (1) determining the conflicts and dependencies and (2) instantiating the
protocols.

Conflict and Dependency Analysis. We use the CVC4 [52] SMT solver [53] to
decide the validity of concur and independence relations for pairs of methods. In particular,

we use the theory of linear arithmetic, inductive datatypes, and more importantly, the theory
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of finite sets [48] and the follow-up theory of finite relations [343] that is recently added to
CVC4. Decidable fragments of set theory [95] is an active area of research [96, 272, 443].

To decide the validity of a condition, Hamsaz may decompose the invariant to
conjuncts. As an example, consider whether enroll(s1, ;) P-concurs with enroll(s2, ¢2) in the
Courseware use-case presented in Fig. 2.1. We focus on the invariant reflntegrity(es, esid, ss, sid);
the other invariant is similar. The invariant is unrolled to Ve. e € es — Js. s € ss Aesid(e) =
sid(s). We decompose it to the following two conjuncts based on whether the referential
integrity involves the enrolled student s1: (1) Ve. e € esAesid(e) = s; — Js. s € ssAesid(e) =
sid(s), (2) Ve. e € es Aesid(e) # s1 — Js. s € ss Aesid(e) = sid(s). For the first one, the
call enroll(s1,c1) P-R-commutes with the call enroll(s2,c2). For the second one, the call
enroll(s1, ¢1) is invariant-sufficient.

Protocols. We implemented the parametric protocols presented in § 2.6. Given
the analysis results, we apply the graph optimizations and then instantiate the protocols
with the optimization results. We implemented our protocols on top of APPIA [97], the
accompanying toolkit of [92]. It is a Java library of basic communication abstractions. We
implemented our protocols on top of the basic broadcast, total-order broadcast and consensus
protocols. We also implemented the sequentially consistent baseline. It uses a total-order

broadcast instance to deliver calls to all nodes in the same order.

2.8 Evaluation

We applied Hamsaz to a suite of use-cases to synthesize non-blocking and blocking

replicated objects and compared their performance with the sequentially consistent baseline.

o8



Use-cases. The use-cases are the following: Counter: It can increment and
decrement an integer value. NNCounter: The non-negative counter has the invariant that
the counter value should be non-negative. Register: A register stores a value and provides
methods to read and write it. BankAccount: The invariant is a non-negative balance. CSet:
The classical set provides add, remove and contains methods. GSet: The grow-only set
(adopted from [424]) provides adding (but not removing) an element contains methods. Both
methods can execute without coordination. FDSet: A finite-domain set provides the classical
set operations on a predefined finite set of elements. Thus, it can avoid coordination between
calls on different elements. 2PSet (two-phase set) (adopted from [424]) and Auction (adopted

from [189]) that we saw in Fig. 2.6. The suite includes relational use-cases as well. Relational

unique(R, f) :=Vr,7’. r€ RAT € RA f(r)=f(r') = r=1'
refintegrity(R, f, R, f') :=Vr. r€ R—= 3. 7" € R'A f(r) = f'(r')

rowlntegrity(R,p) :=Vr. r € R — p(r)

Figure 2.10: Relational Integrity Constrains

integrity properties are specified using three predicates that we present in Fig. 2.10. The
property unique(R, f) states that the values of the field f in the records of the relation R
are unique. The property reflntegrity(R, f, R/, f’) states that for every record r in R, there
exists a record v’ in R’ such that the field f of r is equal to the field f’ of r'. The property
rowIntegrity(R, p) states that every record of the relation R satisfies the predicate p. The
relational uses cases are the following. Courseware: We saw the courseware use-case (adopted

from [189]) in Fig. 2.1. It requires referential integrity for the student and course identifiers.
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2PCourseware: It uses 2PSet to reduce conflicts in Courseware. Payroll: The payroll use-case
(adopted from [35]) stores employee and department relations. It requires uniqueness of
employee identifiers, referential integrity for the department identifiers of employees, non-null
values for employee names and non-negative salaries. It supports adding and removing
employees and departments, and increasing and decreasing employee salaries. Tournament:
The tournament use-case (adopted from [45]) stores players, tournaments, and enrolments.
It requires uniqueness of player and tournament identifiers, referential integrity of player
and tournament identifiers in enrolments, and that each player has a positive budget, each
tournament has a size within a cap, and each active tournament has at least one player. It
supports adding and removing players and tournaments, adding funds for a player, enrolling
and disenrolling a player in a tournament, and beginning and ending a tournament.

Platform. The experiments are done on a cluster with 4 computing nodes. Each
node has 2 AMD Opteron 6272 CPUs with a total 8 cores with 64GB ECC protected memory
of RAM and a 40Gbps high-bandwidth low-latency InfiniBand network. The OS running on
the cluster is CentOS 7.4 Linux x86 64 with the kernel version 3.10.0-862.3.2.el7. JDK is
openjdk version 1.8.0 171 (OpenJDK 64-Bit Server VM build 25.171-b10, mixed mode). All
nodes are connected to a Mellanox 18 port InfiniBand switch. Reported numbers are the
arithmetic means of results from five repetitions.

Conflict and Dependency Analysis. The concur and independence conditions
for Counter, NNCounter, Register and BankAccount use-cases all fall in the quantifier-free
fragment of the theory of linear arithmetic. The conditions for CSet, GSet, FDSet and

2PSet all fall in the quantifier-free fragment of the theory of sets. However, the Auction
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Usecase H#ML| w72 P3 S* | Indep | Total

Bank 3 1 284 695 595 1574

Auction 3 2 405 921 071 1897

Courseware 5 4 950 3256 2597 6803

NNCounter 3 1 283 598 470 1351

Tournament 9 5 3482 | 25615 | 24146 | 53603

3 P-concure time (ms)
I The number of methods

) ) 4 S-commute time (ms)
2 The number of invariants

Figure 2.11: Analysis time

use-case uses the max function. We specified the following two axioms for max and CVC4
could use them to decide the validity of the conditions. A; : Vs,i. i € s — max(s) > i
and Az : Vs. s # () — max(s) € s. The integrity properties of the relational uses-cases
are encoded using quantifiers as presented in Fig. 2.10. The reason is that the current
theory of sets in CVC4 does not support a complete set of relational operators. A set
of operators is called complete if any relational algebra expression can be expressed by a
combination of them. Selection (), projection (m), renaming (p), union ( U ), difference
(\) and product (x) are a complete set of operators. For example, a referential integrity
reflntegrity(R, a, R', a’) can be written as m, R\ mys R’ = () using projection and difference and
as Car(R <,—y R') > Car(R) using join and cardinality. CVC4 supports difference and join
but not projection and cardinality is a planned feature [343|. Despite using quantifiers, CVC4

can decide the validity of all conditions in our relational use-cases in less than a minute. We
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measured the time that Hamsaz takes to calculate the conditions and represent the results in
Fig. 2.11. For each use-case, the table lists the number of methods, the number of invariants,
the time to calculate P-concur and S-commute for the conflict relation, the time to calculate
the independence relation and the total time.

Results. In this section, we compare the response time of our protocols with each
other and the sequentially consistent (SC) baseline. The response time for a call is the
time spent between the request and the response of the call. We conduct two experiments
on the courseware use-case that we saw in Fig. 2.1 and the bank account use-case. In the
bank account use-case, the withdraw method conflicts with itself and is dependent on deposit.
The deposit and balance methods are conflict-free and independent. In the first experiment,
we compare the response time of methods using different protocols. In the second one, we
measure the effect of increasing the workload on the response time. In both experiments, we
execute 500 calls evenly distributed on the methods.

In the first experiment, we issue one call per millisecond and measure the average
response time of the calls on each method. The results for the non-blocking and the SC
protocols are shown in Fig. 2.12.(a) and for the blocking protocol are shown in Fig. 2.12.(b).
We make this separation because the latter is two orders of magnitude more responsive than
the former. The response time for SC is the same across methods as all methods use the
same TOB instance. In the non-blocking protocol, the response time of the register and query
methods is around a millisecond. The response time of these two methods is significantly less
than that of the other methods because they can execute without coordination. The response

time of the deleteCourse method is about two times that of addCourse and enroll methods
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Figure 2.12: (a) Response time for Courseware with the Non-Blocking and SC protocols. (b)
Response time for Courseware with the Blocking protocol. (c¢) Response time for BankAccount.

(d) The effect of workload on response time for Courseware.

because a deleteCourse call has to be ordered by two TOB instances while an addCourse or
enroll call needs to be ordered by only one TOB instance. The enroll method is less responsive
than the addCourse method because enroll has dependencies and needs to wait for them and
addCourse does not. Both the SC and non-blocking protocols synchronize by TOB instances

that rely on consensus. On the other hand, the blocking protocol avoids using TOB for
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the courseware use-case. Fig. 2.12.(b) shows that this avoidance significantly improves the
response time. The two methods register and query execute without coordination. Calls
on the deleteCourse method coordinate to block addCourse and enroll methods. Therefore,
deleteCourse is less responsive than the other methods. Calls on addCourse and enroll methods
may be blocked but when they are not, they execute without coordination.

We applied the first experiment to the bank account use-case as well. The results
are shown in Fig. 2.12.(c). Similar to the courseware use-case, the SC protocol is the least
responsive and uniform across all methods. In the other two protocols, the deposit and
balance methods can execute without coordination in around a millisecond response time.
Interestedly, the withdraw method exhibits almost the same response time in the blocking and
non-blocking protocols. The reason is that withdraw conflicts with itself, and the blocking
protocol uses a TOB to order withdraw calls (at Rg in Fig. 2.9). Thus, both the blocking
and non-blocking protocols use TOB for the bank account use-case and the synchronization
by the TOB dominates the execution time.

In the second experiment, we increase the workload from 10 to 800 calls per second
and measure the average response time over all the calls. The results for the non-blocking
and the SC protocols on the courseware use-case are shown in Fig. 2.12.(d). Similar to
the first experiment, we make this separation because the latter is orders of magnitude
more responsive than the former. As we increase the workload, the network transmits more
messages and the protocol states grow that in turn affect the responsiveness. All the protocols
get less responsive as the workload increases. The response time of the SC protocol grows

faster as every operation goes through synchronization.
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We observe that coordination specially synchronization can adversely affect the
response time. The experiments suggest that our protocols can effectively avoid coordination
to reduce the response time. They exhibit considerable improvement over the SC protocol.
In particular, the blocking protocol is more responsive than the other protocols especially
when no method conflicts with itself. However, as mentioned before, the blocking protocol
may not progress in case of node crashes. On the other hand, the non-blocking protocol is

less responsive but maintains progress.

2.9 Related Works

Z-confluence [35] is a sufficient condition for invariant preservation of state-based
replicated objects [424]. It states that if user operations and the merge operation are invariant
preserving, then every execution is invariant preserving. In contrast to Z-confluence, well-
coordination is a correctness condition for operation-based replicated objects [424]. Further,
in addition to coordination-avoiding operations, it supports and reduces coordination for
conflicting operations. A follow-up work, Blazes [24], applies a technique called sealing
to replicated stream processing. It calculates deterministic results in the presence of non-
deterministic reordering of messages. The idea is to split messages to windows and apply
aggregate operations on them. Both the technique and its applications are distinct from
ours.

Warranties [309] delay update operations for a limited time to preserve a state
assertion on the distributed state. Thus, local computations can count on the assertion

without coordination. However, in contrast to our approach, warranties are not automatically
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inferred and specifically improve the efficiency of read-dominated applications. Further,
they preserve strong consistency rather than exploiting weak consistency. Homeostasis [409]
targets invariants that span nodes of partially-replicated distributed stores. Each node
maintains a condition called treaty on its local state and relies on the validity of other node
treaties. The idea is that a change in the state of a node may preserve its treaty and not
observationally change the execution of transactions in other nodes. Thus, coordination
can be avoided. However, if a node violates its treaty, it synchronizes with other nodes
and a new set of treaties are calculated and installed. In contrast, well-coordination targets
fully-replicated stores, exploits weak consistency and guarantees convergence. Further, the
analysis is static and the protocols do not calculate conditions at runtime.

Sieve 301, 299| defines a consistency model called RedBlue and applies static and
dynamic analysis to determine whether an operation can be executed under causal consistency
(blue) or needs strong consistency (red) to preserve the invariant. However, the analysis
does not check that the result will indeed validate the invariant. In contrast, we prove the
sufficiency of well-coordination. Further, causal consistency is the weakest possible notion in
the RedBlue model while our model allows operations to execute with no synchronization
and dependency.

Quelea [431] lets the programmer declare consistency contracts for operations
of a replicated object using primitive consistency relations such as visibility and session
orders. It defines axiomatic semantics for consistency notions using the same primitives.
It then automatically maps a contract to the weakest consistency notion that satisfies the

contract. However, these contracts are lower-level than integrity invariants and translating
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invariants to contracts is non-trivial. Inspired by weak memory models, a similar work
[103, 59| presented a framework for specification of weak consistency models that have
atomic visibility and defined dynamic and static checks for serializability of applications that
choose to use weak consistency. Later, [84] defined a generalization of conflict serializability
to be used together with weak consistency notions. It presented a dynamic checker to
determine whether an execution of an application that uses weak consistency is serializable.
In contrast, our approach requires applications to specify only higher-level integrity properties
and automatically finds the coordination needed to preserve them.

Indigo [45, 46] lets the user introduce application-specific predicates and define
invariants and method post-conditions in terms of those predicates. It identifies operations
that violate the invariant if executed concurrently and either prevents or repairs their
concurrent execution. For the former, it applies reservation techniques to enhance coordination
efficiency and for the latter, it provides a library of restoring operations. In contrast, well-
coordination does not require user-defined predicates and annotations. In addition, the
well-coordination conditions are formally defined and their sufficiency is proved. Further,
well-coordination guarantees convergence in addition to invariant preservation. Besides, the
implementation of Indigo is dependent on causal consistency of a lower-level store while we
defined and implemented standalone protocols.

CISE [189, 356] lets the user specify the invariant of the object, associate each
method with tags and define conflicts between tags. It presents a rely-guarantee style proof
technique for invariant preservation. The proof technique allows conditions to be associated

with tags and requires that each operation guarantees the conditions of its tags relying on
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the conditions of non-conflicting tags. In contrast to well-coordination, the proof rule is
fundamentally dependent on causal consistency and hence causal consistency is the weakest
possible notion in the model. Further, our approach does not require the user to provide
the conflict relation and automatically calculates it. In addition, we present protocols that
provide the required coordination.

For database transactions, [323] presented correctness conditions of different isolation
levels and an algorithm to find the lowest isolation level for transactions of an application to be
semantically correct. Later, [159, 160] presented an algorithm to determine whether executions
of a transaction are serializable under snapshot isolation. Recently, AloneTogether [247]
presented a program logic that enables compositional verification of invariant preservation
for weakly isolated transactions. These works consider isolation levels on shared memory
[367, 241, 27, 361, 358, 223, 274| databases. For instance, in the AloneTogether model, all
updates of a transaction become visible to all threads in an indivisible step. In contrast, we
consider weak consistency for replicated state.

IPA [224] presents a type system ensuring that values from weakly consistent
operations cannot flow into strongly consistency operations without explicit user endorsement.
IPA stores adapt consistency to system load within the user-specified bound. Similarly,
MixT [344] is a language that allows transactions to access different stores with varying
consistency guarantees and applies information flow analysis to prevent less-consistent data
from influencing more-consistent data. In contrast to our approach that infers the required

synchronization and dependency, IPA and MixT require the user to explicitly associate
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consistency conditions with objects and stores. Further, they are concerned with consistency
flow rather than integrity preservation.

Epsilon-serializability [396] and TACT [489] reduce coordination by bounding the
staleness of replicated state. PBS [41] reduces coordination to a partial rather than a
complete quorum and statistically bounds staleness. In contrast to bounding staleness, we
focus on preserving invariants efficiently. Rationing [266] and Pileus [446] dynamically adjust
consistency based on temporal load statistics and Correctables [193] incrementally makes the
result more consistent to enhance responsiveness. In contrast, we presented a static approach
to avoid coordination.

We note that our commutativity definitions are similar to Lipton’s [306] moverness
in nature. However, they are defined for replicated rather than shared state. In addition,
they are weaker conditions. In particular, P-commutativity does not require the same final

state and return value after the move as far as the guard and the invariant continue to hold.
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Chapter 3

RDMA-Enabled Well-Coordination

3.1 Introduction

Data centers equipped with RDMA network interfaces are pervasive. These network
interfaces support Remote Direct Memory Access (RDMA) [5, 250| from one node to another
without going through the network and operating system stack or requiring CPU cycles
from the other node. RDMAs mark the advent of a new model for distributed computing
that combines the traditionally separate models of shared memory and message-passing, and
have motivated new protocol designs [410, 16, 15]. This technology has been used to enable
microsecond-scale [54] replicated services whose availability and low-latency are critical in
applications such as finance and control.

RDMAs have been utilized to accelerate key-value stores [141, 249] and transactions
[251, 474, 473]. In particular, they have been used to implement State Machine Replication
(SMR) [420]. At its core, an SMR is a consensus or atomic broadcast protocol that executes

requests in the same total order across replicas, and provides strong consistency. From the
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long-lasting class of SMR, protocols and systems, RDMA-accelerated SMRs have gained
recent attention in projects such as DARE [382|, APUS [467|, Derecho [233|, HovercRaft
[262], Mu [17], Hermes [255] and Kite [179]. In contrast to traditional message-passing SMRs
whose latencies are hundreds of microseconds, RDMA SMRs exhibit latencies that are less
than a dozen microseconds. To maintain the low latency, it is crucial to avoid overloading
the system. Therefore, the throughput of RDMA replicated systems is an important factor
for their responsiveness as well [178].

In the message-passing model, SMR protocols such as Viewstamp [362], Paxos [279],
Raft [364] and Spanner [123] provide strong consistency and have been the de facto standard
for replication. However, practitioners [459, 370, 275, 122, 6] soon realized that SMR does
not provide enough throughput, responsiveness and availability [9, 80, 81| for industrial
applications, and opted for relaxed notations of consistency. In fact, deployments of SMR
are often limited to small cluster sizes [123, 91, 229]. The large class of relaxed consistency
notions [423] can be more efficiently provided [374, 280|. However, these notions forgo the
total order of operations across replicas. Therefore, an immediate question is the safety of
these notions for replication. Convergent and Commutative Replicated Data Types (CRDTs)
[425, 424] and similar notions [25, 406 formally define replicated data types that converge
under relaxed consistency. In addition to convergence, RA-linearizability [466] and ACC
[304] define specifications for the functional correctness of these types. The definition of these
types and their specifications led to projects on their composition [114, 342, 475, 475], and
verification [78, 89, 148, 353, 498, 312, 187|. They were later followed by more expressive

convergent types such as cloud, mergeable and reactive types |88, 248, 87, 348|. Convergence
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might be enough for simple objects such as counters. However, relaxed consistency can
further violate the integrity [37] of objects (such as maintaining a non-negative balance for a
bank account). Thus, replicated data types that preserve integrity under relaxed consistency
[35, 476, 355| followed.

However, not all operations can preserve convergence and integrity under relaxed
consistency. Some operations do need strong consistency. Therefore, several projects
considered hybrid models where each operation is executed under either relaxed or strong
consistency based on its semantics. These projects include TPA [44], Sieve [301, 299, 300],
Indigo [45, 46|, CISE [189], Quelea [431], Carol [298] Hamsaz [226] and ECRO [133]. Hamsaz
analyzes the given object to find the conflicting and dependent pairs of methods. It then
synthesizes well-coordinated replicated objects that synchronize for conflicting, and preserve
dependencies for dependent method calls. Well-coordinated replicated data types (WRDTS)
guarantee convergence and integrity. Hampa [303] later added recency guarantees. Other
projects tested and verified [246, 392, 354, 85, 56, 69|, and repaired [393] replicated objects
in hybrid models. Yet, others [224, 344, 263| considered the flow between relaxed and strong
consistency.

However, the distributed system model that was considered for CRDTs and WRDTs
was always the traditional message-passing network model. What is the semantics of CRDTs
and WRDTs in the RDMA network model? What are the efficient coordination protocols
that can leverage RDMASs to implement CRDTs and WRDTs?

RDMA offers two classes of communication primitives: two-sided and one-sided.

Two-sided communication has similar semantics to the traditional message-passing model. A
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node can execute a send operation to communicate a message to another node. The other
node should execute an explicit receive operation to deliver and process the message. On
the other hand, one-sided communication has similar semantics to the traditional shared
memory model. A node directly performs a write or read operation on the memory of another
node. The access is performed without involving the CPU of the other node. The new class,
one-sided communication, tends to deliver lower response time since it bypasses the network
and operating system stack and does not interrupt the CPU of the other node. How can
well-coordination be efficiently implemented by one-sided communication?

This paper presents a novel operational semantics for RDMA WRDTs. The seman-
tics divides methods of a given object into three categories, reducible, irreducible conflict-free,
and conflicting, and declares distinct coordination requirements for each. The semantics does
not perform any message-passing. In particular, reducible method calls can be performed
with a single one-sided write operation that can be executed in parallel on the replicas.
Similarly, the coordination for the other two categories is a sequence of local operations
followed by one-sided remote operations. Further, we define an abstract operational semantics
for WRDTs that captures well-coordination conditions. We prove that the concrete semantics
of RDMA WRDTs refines the abstract semantics of WRDTs. Therefore, any execution of
an RDMA WRDT is well-coordinated. Since (op-based) CRDTs are a special instance of
WRDTs, each of the above two WRDT semantics subsume the semantics of CRDTs.

The operational semantics of RDMA WRDTs serves as a specification for their
implementation and runtime system. We implement RDMA WRDT on top of consensus and

reliable broadcast abstractions for the RDMA network model. We adopted and implemented
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several CRDTs, and WRDTs. We evaluated our implementations by comparing them to

both message-based and SMR-based implementations. The results show that on average,

WRDTs exhibit more than 17x and 2.7x higher throughput respectively with almost the

same response time. In summary, we make the following contributions:

3.2

It introduces RDMA WRDTs, the first hybrid replicated data types for the RDMA

network model.

It presents novel operational semantics for RDMA WRDTs that is based solely on
one-sided communication. It divides methods to three categories and defines the

required coordination for each.

It captures the notion of well-coordination as the abstract WRDT operational semantics,
and formally proves that the RDMA WRDT semantics refine the abstract WRDT

semantics, and preserve integrity and convergence.

It efficiently implements the coordination protocols for RDMA WRDTs using only

one-sided communication.

It empirically shows that the RDMA WRDTs outperform the throughput of the existing

message-based and SMR-based implementations.

Overview

We now illustrate RDMA replication with the familiar bank account example.

Example. As Fig. 3.1.(a) shows, an object of the Account class stores the

balance state b, with the integrity property (or invariant) Z that requires the balance to stay
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class Account
b: Int @ @
T=Xb.b>0 (b)
update deposit (a) = b+ a
update withdraw (a) =b —a
query balance () = b (c)

(a)

Figure 3.1: Bank Account. (a) The user specification, (b) The conflict graph, and (c¢) The

dependency graph

non-negative. The class exposes the two update methods deposit and withdraw, which return
the updated balance state, and the query method balance that returns the current balance.

The goal is to replicate an object on the given set of host processes such that the
processes can issue requests to call update and query methods on the object. The processes
should coordinate the calls so that the integrity property is always preserved, and the states
of the processes eventually converge.

Well-coordination. A withdraw call issued at a process should be locally
permissible: it should not overdraft the account, i.e., not violate the invariant. Further,
preserving integrity and convergence requires enforcing certain orders between calls across
processes. For example, consider two withdraw calls, that each zeros the balance, are
concurrently executed at two processes, and are propagated and applied to the other process

in the opposite order. The second withdraw call in each process overdrafts the account and
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violates the integrity property. Although it was locally permissible in its issuing process,
it becomes impermissible in the other process. We say that two withdraw calls permissible-
conflict. Further, consider a withdraw call that zeros the balance is executed right after a
deposit call in a process. If the withdraw call is propagated and applied to other processes
before the deposit call, then the withdraw call overdraft the account in the other processes.
We say that the withdraw call is dependent on the deposit call. Similarly, for a set object, if
an add and a remove call on the same element concurrently execute on two processes, and
are applied to the other process in the opposite order, the state of the set object diverges.
We say that the two calls add and remove state-conflict.

A replicated execution is well-coordinated if it is (1) locally permissible: every call
should be permissible in the issuing process, (2) conflict-synchronizing: any pair of conflicting
calls should have the same order across processes, and (3) dependency-preserving: a received
call should be applied locally only if all the calls that it succeeded in the issuing process and
is dependent on are already applied.

RDMA Coordination. RDMA allows a process to directly access the memory
of other processes. Direct reads and writes are considerably faster than reading and writing
by message-passing through the network stack. How can RDMA-enabled processes provide
well-coordinated replicated objects? How can direct memory accesses accelerate the required
coordination? Coordination mechanisms that can be captured as local accesses and then a
sequence of independent remote accesses can execute efficiently. In these mechanisms, an
access does not need to wait for a round-trip to receive the result of the previous access. In

Fig. 5.2, we showcase the coordination of RDMA replicated objects for our account example
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Figure 3.2: RDMA Replicated Bank Account

with three processes. Each process stores the state o of the object: in our example, the
balance for the account. It further stores other pieces of state that we visit in turn.
Conflicting methods. The conflict relation between the methods of an object
induces the conflict graph. As Fig. 3.1.(b) shows, in our account example, the conflict graph
has a loop on the withdraw method, and the deposit method is conflict-free. Every pair of calls
on adjacent methods of the conflict graph need to be synchronized to have the same order in
all the processes. We call a connected component of the conflict graph a synchronization
group. Each synchronization group will have a leader process. Every other process in the
group is a follower. Each follower process stores a buffer L for each synchronization group
that stores pending calls on the methods of that group. In the account example, there is a
group for withdraw method calls. In Fig. 5.2, the leader for this group is p; and each follower
process keeps a buffer L for the withdraw calls. The leader checks local permissibility, orders

and locally applies calls on the methods of the group, and remotely appends the ordered
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calls to the buffers of the followers. A follower process periodically traverses its buffer and
applies the pending calls to the state o.

Follower processes receive updates without actively listening for and receiving
messages through the network stack. The buffer for a group at each follower process is
written by only the leader of the group and is read by only that local process. Therefore, the
leader itself maintains the tail pointer of the buffer, and the coordination operation of the
leader is locally reading and updating the tail pointer, and then remotely writing the call.
We will see more details about how the buffers are managed in § 3.4.

Dependencies. As we saw above, the dependencies of calls should be respected.
Therefore, each process keeps a mapping A from each process p and method u to the number
of calls on u from p that are locally applied. When a call is shipped to be appended to
a remote buffer, it is shipped with an account of its dependencies. The dependency map
D of a call on a method u is the projection of the applied map A of the issuing process
over the methods that u is dependent on. To respect the dependencies, when a process
traverses a buffer, it applies a call only if the local applied map A is point-wise greater than
the dependency map D that accompanies the call. When a call is applied, the local applied
map A is advanced for the issuing process. As Fig. 3.1.(c) shows, in our account example, the
dependencies of the withdraw method is the singleton set containing the deposit method. On
the other hand, the deposit method is dependence-free. Thus, the applied and dependency
maps are reduced to arrays indexed by process identifiers that store the number of deposit

calls issued by each process.
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Conflict-free methods. Calls to conflict-free methods such as the deposit
method can avoid synchronization. Fach process can autonomously propagate its conflict-free
methods to other processes. Each process stores a buffer F' for conflict-free calls from each
other process. A process p that issues a conflict-free call checks that it is locally permissible,
applies it locally, and remotely appends it to the buffers that other processes store for p. For
example, in Fig. 5.2, the buffer F5 in process p; stores the deposit calls issued by the process
po. Similarly, the process ps stores a buffer Fy for deposit calls issued by po. Similar to a
conflicting call, a conflict-free call is accompanied by its dependency map D and is applied
only if the local applied map A is ahead of its dependency map.

A process stores a buffer of conflict-free calls for each other process. The other
process is the only writer of the buffer and the local process is the only reader. Therefore,
the other process can perform the update by locally reading and writing the buffer tail,
and then remotely writing the call (and its dependencies). Sharing buffers would require
synchronization across processes. RDMA does provide compare-and-swap operations; however,
they are more expensive than reads and writes and we avoid them with a single-writer design.

Reducible methods. We saw that conflict-free calls can avoid synchronization.
The issuing process can simply propagate them to other processes by remote writes. An
important observation is that for some conflict-free calls, even processing the calls can be
done at the issuing process, and the other processes can receive the updates with no effort.
In our account example, two deposit calls can be summarized to a single deposit with an
amount equal to the sum of the two amounts. Therefore, the issuing process can summarize

its deposit calls into a single deposit call, and remotely write only that call. As Fig. 5.2
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shows, each buffer of conflict-free calls F' can be replaced with a single summary call S. Each
process stores a summary call for itself and each other process. When a process issues a
new deposit call, it first calculates the summary of its current summary and the new call. It
then overwrites the summary locally for itself and remotely for each other process. It further
advances the applied map for the current process both locally and remotely. In contrast to
buffers, each process keeps its own summary since the process needs its own summary to
recalculate it.

Up to this point, the query method balance would simply return the stored state o.
However, in the presence of summarized calls, it should apply all the locally stored summary
calls to o to calculate the current state. In our example, it should apply the calls S7, Ss and
S3 to 0. Since the summary calls are conflict-free, they can be applied in any order. In a
more elaborate object, it might be possible to summarize only separate subsets of methods
which we call summarization groups. Each process stores a summary call from each process
per summarization group.

Method categories. Summarization can accelerate the propagation and
processing of calls. The summary is locally recalculated and is propagated by a single remote
write. The caveat is that not all summarizable methods can be propagated as above. The
method needs to be not only conflict-free but also dependence-free. If a method call has
dependencies and it is summarized and remotely written for another process, the other
process might not have applied the dependencies yet. Therefore, we consider three categories
of methods. We say that a method is reducible as described above only if it is conflict-free,

dependence-free and summarizable. We call a method irreducible conflict-free if it is
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conflict-free but either not summarizable or not dependence-free. For example, in a grow-only
set that has a contains and an add method (to add an element but not a set), the method
add is conflict-free but is not summarizable. On the other hand, if the set object has an add
method to add a set, then the add method is summarizable. As another example, consider a
bank that is represented as a map that associates accounts to their balances, and in addition
to deposit and withdraw, exposes the open method to open accounts. The deposit method is
conflict-free but is dependent on the open method. Irreducible conflict-free methods use the
conflict-free buffers that we saw above. Finally, conflicting calls use the conflicting buffers.
We will consider these categories in more detail and the semantics of RDMA replicated

objects in the next section.

3.3 Replicated Data Types

In this section, we first present how the high-level specifications of object data
types can be captured. We then present a core operational semantics for well-coordinated
replicated data types (WRDTS), and prove that it guarantees integrity and convergence.
This abstract semantics will serve as the specification for replicated data types. We then
present the semantics of RDMA replicated data types. It divides the methods of an object
into three categories, and declares separate coordination requirements for each. We prove
that this concrete semantics refines the earlier abstract semantics of WRDTs, and therefore,

guarantees integrity and convergence.
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3.3.1 Object Data Types

As Fig. 3.3 shows, a class of

objects is a tuple (X,Z,u :=d,q = d)

o X State
that defines the state type X, the in- T Invariant
variant (or integrity property) Z on v oV Value
the state, and the definitions of up- u U Update Method

: Method
date methods u and query methods gq. 1 @ Query Metho

d : Az, 0. e Definition
The invariant (or integrity) Z is a pred-

e Expression
icate on the state. The definition of an

o = (X, Z,u=d,q:=d) Object
update method is a function from the

P : P Process
parameter and the pre-state o to the N Request Tdentifier
post-state. Similarly, the definition of ¢:C = w(v),, Update Call
a query method is a function from the a = q(v) Query Call
parameter and the pre-state o to the o= pu)y) | (pa@) Label

T = Trace

return value. The object is replicated
on the set of processes P. Any process
Figure 3.3: Basic Syntax
p can accept and issue update calls u(v)
or query calls ¢(v). The calls have unique request identifiers . An update call is decorated

with the issuing process p and the request identifier r. We elide these decorations when they

are not needed or are evident from the context.
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Clients can request method calls at every process, and the processes coordinate
these calls. A label for a call request is the pair of the issuing process and a call, and a trace

is a sequence of labels.

3.3.2 Semantics of Well-Coordinated Replicated Data Types

We now present the operational semantics for well-coordinated replicated data
types (WRDTs). We first see the replicated state and the coordination conditions that the
transition rules use.

Replicated State. The state of the given object is replicated across processes.
The replicated state ss is a mapping from each process p to its states o. The execution
history z of a process is modeled as a permutation of a set of calls. Since query calls do not
mutate the state, an execution history only keeps update calls. We write ¢ € z to denote
that the call ¢ is in the history . An execution history x defines a total order on its calls:
we write ¢ <y ¢ iff the call ¢ precedes the call ¢’ in the execution history x. A replicated
execution xs is a function from each process to its execution history. The state W of our
operational semantics is the pair of the replicated state ss and the replicated execution xs. In
the initial state Wy, the state of each process is the same state oy that satisfies the invariant
Z, and the history of each process is an empty list.

Coordination Conditions. We now define the coordination conditions in steps.
For the sake of brevity, we elide separate definition environments.

State-conflict. A replicated execution is convergent if the state of the processes is

the same after all the calls are propagated to all processes. Out of order delivery of calls at
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Ss : P— X Replicated State

XS : P~ List(C) Replicated Execution
W = (ss,xs) World
Wo = (lp= o0lyep: [P 0,cp) Initial World

Figure 3.4: WRDT State

different processes can lead to divergence of their states. For example, for the set data type,
according to the execution order of the two calls add and remove of the same element, there
are two possible resulting states. Therefore, they should synchronize. Two method calls ¢;
and ¢z S-commute, written as ¢; Sg ¢, iff cod = ¢ o ¢ (where o is function composition).
Otherwise, they S-conflict, written as ¢1 g ca.

Integrity and Permissibility. In the execution history of a process, the post-state
of a call is the pre-state of the next call. The body of each method can assume and rely on
the invariant in the pre-state; it should then preserve it in the post-state for the next call.
The notion of permissibility requires the invariant to hold in the post-state. A method call
c is permissible in a state o, written as P (o, c), iff Z(c(o)). The initial state is assumed to
satisfy the invariant. Therefore, if it is ensured that every call is permissible in its pre-state,
then by induction, every call enjoys integrity in its pre-state. Permissibility leads to integrity.

Invariant-sufficiency. There are calls (e.g., deposit on a bank account) that are
always permissible (i.e., a deposit never overdrafts) as far as they are applied to a state that

has integrity. Thus, when they are broadcast and executed on another process, in order to
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be permissible, they only need the pre-state to have integrity. A call ¢ is invariant-sufficient
iff for every state o, if Z(o) then P(o,c).

Permissible-Right-Commutativity. However, not all calls are invariant-sufficient.
For example, a withdraw call may be permissible in a process but may become impermissible
in another where it is executed after a racing withdraw call. A call ¢; P-R-commutes with
another co, written as ¢; —p co, iff for every state o, if P(o,c1) then P(ca(0),c1). i.e.,
permissibility holds even after ¢; is pushed right after cs.

Permassible-conflict.  We say that ¢; P-concurs with a call cg, if ¢; is invariant-
sufficient or ¢; —p co. Otherwise, ¢; P-conflicts with ¢y and needs to synchronize with
it.

Conflict. We say that two calls ¢; and ¢o concur iff they both S-commute and
P-concur with each other. Otherwise, we say they conflict written as ¢ 1 co. Conflicting
calls need synchronization. A call is conflict-free if it does not conflict with any other call.

Permissible- Left- Commutativity. We saw above that
invariant-sufficient calls always preserve the invariant. However, there are calls whose
preservation of the invariant is dependent on the calls that precede them. For example, a
withdraw call may be dependent on the money deposited by a preceding deposit call in the
issuing process; after propagation to another process, if the withdraw moves to the left of
the deposit, the withdraw call can overdraft. A call co P-L-commutes a call ¢, written as
co +p cp iff for every state o, if ¢y is permissible in the post-state of the call ¢; on o, i.e.,

P(c1(0),ca), then ¢y is permissible in o, i.e., P(o,ca), as well.
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Pror

c=u(v)y c e xs(p) \ xs(p)

CALL
c=u(v)p, P(o,c) PropConfSync(xs, p, ¢)
CallConfSync(xs, p, ¢) PropDepPres(xs, p', p, c)
xs' = xs[p — (xs(p) ::: ¢)] xs' = xs[p — (xs(p) ::: ¢)] QUERY
o' = u(v)(0) o' = u(v)(0) o = 4(0)(0)
P, u(v)r p, q(v)’
(ss[p — o], xs) —— (ss[p — o], xs) — (sspr—o], ) ——
(ss[p — o], xs) (ss[p = o], xs) (sslp o], _)
CallConfSync (xs,p,c) = Vd,p'. exs(p)) N exd — ¢ €xs(p)
PropConfSync (xs,p,c) = Vc',p'. ¢ <p)ycAcacd — ¢ €xs(p)
PropDepPres (xs,p', p,c) = V. ¢ <pycAclld — ¢ exs(p)

Figure 3.5: WRDTs Semantics

Dependency. A call ¢ is independent of ¢, written as ¢y AL ¢q, if ¢ is invariant-

sufficient or co <—p c¢1. Otherwise, co is dependent on ¢, written as co Y ¢;. If ¢1 is executed

before ¢y in the issuing process of ¢o, and ¢o ) ¢1, then ¢y can be applied to another process

only if ¢; is already applied.

Given the integrity properties, the representation and automated checking and

inference of conflict and dependency relations [189, 226, 45, 355] is a topic of active research.

Transitions Rules. The transition rules of the operational semantics are

presented in Fig. 3.5. The rule CALL accepts and executes an update method call ¢ at the

process p. It first checks that the call is locally permissible P(o,¢). It then checks that if
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the new call ¢ conflicts with a call ¢’ that another process p’ has executed, then ¢’ should
have been already executed at the current process p. Thus, executing the call keeps the
execution conflict-synchronizing. A replicated execution is conflict-synchronizing if every
pair of conflicting calls have the same order across processes.

The rule PROP propagates a call ¢ from another process p’ to the current process
p. Similar to the previous rule, this rule makes sure that executing c keeps the execution
conflict-synchronizing. It checks that if a call ¢’ that conflicts with the new call ¢ is executed
before ¢ in any other process, then ¢ is already executed at the current process p. The rule
also makes sure that executing ¢ keeps the execution dependency-preserving. A replicated
execution is dependency-preserving if for every call, its preceding dependencies in its issuing
process precede it in the other processes as well. The rule checks that if a call ¢ is executed
before ¢ in p/, and ¢ is dependent on ¢/, then ¢ is already executed at the current process p.

The rule QUERY executes a query call g(v) at a process p. The return value v’ is
the result of applying the call to the current state o of p.

We note that (op-based) CRDTs (Convergent and Commutative Replicated Data
Types) [424] are a special case of WRDTs where it is assumed that all method calls state-
commute with each other, and the integrity predicate is simply the assertion true. The
conflict-synchronization and dependency-preservation conditions in the above transition rules
are trivially satisfied. Therefore, the rules are always enabled and calls can propagate without
coordination.

We also note that linearizable data types are a special case of WRDTs where the

conflict relation is complete. The executions of WRDTs are conflict-synchronizing. Therefore,

87



all the calls are totally ordered across processes. The execution histories xs(p) of processes p
are the prefixes of the total order. Further, the real-time preservation property is maintained
by the CALL rule as (1) a call ¢ in process p returns only after adding ¢ to xs(p), and (2) the
condition CallConfSync ensures that a process p’ executes a call ¢ only after every call ¢ that
is in xs(p) is also in xs(p’).
Guarantees. Every well-coordinated execution enjoys integrity and convergence.
Integrity is the safety property that the invariant predicate holds for all reachable

states of a process.

Lemma 24 (Integrity) For all ss and p, if Wy —* (ss, ) then Z(ss(p)).

Convergence is the safety property that states that processes which have applied
the same set of calls have the same state. We say that two histories z and z’ are equivalent

x ~ ' if they have the same set of calls.

Lemma 25 (Convergence) For all ss, xs, p and p', if Wy —* (ss, xs) and xs(p) ~ xs(p')

then ss(p) = ss(p’).

3.3.3 RDMA Replicated Data Types

We now present the operational semantics of RDMA replicated data types. The
semantics divides methods into three categories, reducible, irreducible conflict-free, and
conflicting, and presents dedicated coordination requirements for each. We prove that this
concrete semantics refines the abstract semantics of WRDTs that we saw in the previous
subsection. This concrete semantics captures the core of our runtime system that we will see
in § 3.4.
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Method Categories. A pair of methods v and v conflict if there are arguments
v and v’ such that the calls u(v) and u/(v’) conflict. We say that a method is conflicting if
there is a method that it conflicts with, and say that it is conflict-free otherwise. Similarly a
method is dependent on another method if there is a call on the former that is dependent on
a call on the latter. We write the set of methods that a method u is dependent on as Dep(u).
We say that a method is dependence-free if its set of dependencies is empty.

As we saw in the semantics of WRDTs, calls to a pair of conflicting methods should
preserve the same order across processes. The conflict relation on methods induces an
undirected graph that we call the conflict graph. The synchronization group SyncGroup(u)
of a method u is the connected component of the method in the conflict graph. Methods of
a synchronization group synchronize with each other.

The summary of two calls ¢ and ¢/, written as Summarize(c, ¢), is a call ¢ iff for
all states o, co d(0) = (o). For example, the summary of deposit(3) and deposit(4) is
deposit(7). We say that a set of methods g are a summarization group if calls on g are closed
under summarization. A sequence of calls from a summarization group can be successively
summarized into a single call. We say that a method u is summarizable if it is a member of
a summarization group, that we write as SumGroup(u). Otherwise, it is not summarizable,
that we write as SumGroup(u) = L. We say that a method is reducible if it is conflict-free,
dependence-free and summarizable. Otherwise, we say that it is irreducible.

The semantics utilizes the remote write feature of RDMAs to directly communicate
updates from one process to another. In order to tolerate faults and also have low latency for

query methods, each process keeps a local replica of the state, and performs remote writes
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but no remote reads. The semantics distinguishes between three categories of methods: (1)
conflicting methods, (2) irreducible conflict-free methods, i.e., methods that are conflict-free
but are either not dependence-free or not summarizable, and (3) reducible methods. We
consider the coordination for each category in turn.

For conflicting methods, each synchronization group is assigned a leader process,
and each process replicates a buffer of calls for each group. As we will see in the transition
rules, the leader process of the group orders the calls on the group and then remotely appends
them to the buffer of each other process. The other processes periodically traverse their own
buffers and locally apply the calls. The leader is the single remote writer of all buffers, and
each process is the single reader of its own local buffer.

Conflict-free methods do not need synchronization and processes autonomously
issue and propagate them. Each process replicates a buffer of calls for all the irreducible
conflict-free calls of each other process. When a process p issues an irreducible conflict-free
call, it remotely appends it to the buffers that each other process stores for p. The other
processes periodically traverse their buffer, locally apply the calls and then discard them.
The process p is the single remote writer of these buffers, and each process is the single
reader of its own local buffer.

Reducible methods are remarkable: the issuing process can reduce them together
locally and then remotely write them for other processes (i.e., using RDMA one-sided
communication). Therefore, for each pair of a summarization group of methods and a process,
each process replicates a single call rather than a buffer of calls. This not only saves space

but also time as it eliminates the buffer traversals by the target processes. Thanks to direct
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g:G = Set(U) Method Group
A:A = P—-U-—=N Applied calls
D:D = P—-U-—=N Dependencies
S:§ = G—-P—=C Summarized calls
F:F = P—list (CxD) Conflict-free buffers
L:L = G—List (CxD) Conflicting buffers
K:K = Po>YxAXSXxFxL Configuration

Figure 3.6: WRDT RDMA State

RDMA writes, other processes obliviously receive updates without receiving and traversing
messages. Similar to the above buffers, each summarization call is written by only a single
remote process and is only read by the local process.

Replicated State. Fig. 3.6 shows the state of the operational semantics. A
configuration K is a mapping from processes p to tuples (o, A, S, F, L). The stored state
o represents the result of applying calls at process p. These calls are either conflicting or
irreducible conflict-free. The applied calls A is a mapping that maps a process p’ and an
update method u to the number of calls on u from p’ that are applied in the current process.
The summarized calls S is a mapping that maps a summarization group ¢ of update methods
and a process p’ to a call ¢ that summarizes calls on methods in g from p’. The conflict-free
calls F' is a mapping that maps a process p’ to the list of irreducible conflict-free calls received

from p’; each call ¢ is coupled with its dependencies D. The conflicting calls L is a mapping
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that maps a synchronization group g of update methods to the list of calls on methods of g;
as before, each call ¢ comes with its dependencies D.

Given a summarized map of calls S, the state Apply(S)(o) is the result of applying
the calls in the range of S to o. Since the calls in the summarized map are conflict-free, they
can be applied in any order. An applied map A satisfies a dependency map D, written as
D < A, iff for all p and u, D(p,u) < A(p,u).

We note that the semantics explicitly models the leader of each synchronization
group that orders the calls on that group. The map L stores a copy of the total order at each
process. The leader updates the orders stored at other processes by remote writes. Since
these orders are the same, this model is a refinement of an abstract leaderless model where a
configuration stores a single copy of the order.

Transition rules. Transition rules are presented in Fig. 3.7 and Fig. 3.8. The
rule REDUCE presents the transition for a reducible method call u(v) by a process p;. If
u is conflict-free (i.e., SyncGroup(u) = 1), is dependence-free (i.e., Dep(u) = 0), and is
summarizable (i.e., SumGroup(u) = g), then the call u(v) can be reduced. The rule first
checks that the call is locally permissible. The current state o of this process p; is calculated
by applying the summarized calls that it has received S; to its stored state o;. The post-state
that results from applying u(v) to o should preserve the integrity property Z. The current
summarizing call «/(v") for the group g and the new call u(v) are summarized as the call
u”(v"). The new summary call is stored at all the processes p;, both locally at the current

process p; and remotely at other processes. Consequently, the number of applied calls on
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Figure 3.7 RDMA WRDTs Semantics
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CONF-APP
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Figure 3.8: More RDMA WRDTs Semantics

method v from p; is incremented locally and stored both locally and remotely. The two
remote writes are independent and can be issued concurrently.

The rule FREE presents the transition for a conflict-free but irreducible (i.e.,
dependent or not summarizable) method call u(v) by a process p;. If u is conflict-free (i.e,
SyncGroup(u) = L), but either dependent (i.e., Dep(u) # @) or not summarizable (i.e.,
SumGroup(u) = L), then the call u(v) cannot be reduced but can avoid synchronization. As
before, the call is first checked to be locally permissible. Then, the call is locally applied and
the number of applied calls on w is incremented. It is then remotely written for each other
process p;: it is appended to the list Fj(p;) that stores at p; the conflict-free calls issued
from p;. Let the dependencies Dep(u) of u be the set of methods {u/}. The call u(v) is
accompanied with a record of applied calls that u(v) is dependent on, i.e., A4;|{u'}.

The rule CONF presents the transition for a conflicting method call u(v) by a
process p;j. The process p; is the leader for the method u. As before, the call is first checked

to be locally permissible. Then, the call is locally applied and the number of applied calls
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is advanced. Let the synchronization group of u be g (i.e., SyncGroup(u) = g). The call is
remotely written for each other process p;: the call is appended to the list L;(g) that stores
at p; the calls from the synchronization group g. As before, the call is accompanied with a
record of its dependencies. The function Leader uniquely maps each synchronization group
to a process. As we will see in the next section, changing the leader of a synchronization
group from one process to another preserves this uniqueness.

The rule FREE-APP presents an internal transition by a process p to apply a call
from its conflict-free buffers F. A call from the buffer can be applied only if the record of
the already applied calls A at p is ahead of the dependencies D of the call. The stored state
o is updated and the record of applied calls A is advanced. The rule CONF-APP is similar
except that it applies a call from the conflicting buffers L.

Finally, the rule QUERY presents the transition of a query ¢(v) by a process p. The
return value v’ results from applying ¢(v) to the current state o/, which is calculated by
applying the summarized calls S to the stored state o.

We will see an implementation of this semantics in the next section.

Correctness. The RDMA WRDT semantics (Fig. 3.7 and Fig. 3.8) refines the
WRDT semantics (Fig. 3.5): any trace that is observed from the former can be observed

from the latter.

Lemma 26 (Refinement) For all K and 7, if K 5 K, then there exists W, such that

Wy 5 W.

The refinement relation and the proof are available in the supplemental material.
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The immediate corollaries are that executions of RDMA WRDTs enjoy integrity
and convergence.
All the reachable states of each process satisfy the integrity property. The state of

a process is the result of applying the summarized calls S to the stored state o.

Corollary 27 (Integrity) For alli € {1..|P|},

if Ko —* [pi = 0i, Si, ) _]ie{l..\P\} then I(Apply(Si)(ai)).
When all the buffers F' and L are applied, the states of the processes converge.

Corollary 28 (Convergence) For alli,j € {1..|P|},

Zf KU —* [p’i'_>o-i7_7Si7Fi’Li]ie{1..\P\} and E = Fj = @ and Ll = Lj = @ then

Apply(S;i)(ai) = Apply(S;)(ay)-

3.4 Implementation

HAMBAND! is implemented on top of RDMA’s Reliable Connection (RC) model
using ibverbs library over Infiniband [3] in 1430 lines of code. First, we briefly explain
the metadata stored at each node and then describe how HAMBAND propagates calls. In
particular, we describe the reliable broadcast protocol that we use to broadcast conflict-free
calls.

Meta-data. As we saw in the semantics, each node stores a location S for
each reduction group, and two separate set of buffers: conflicting calls L, and irreducible

conflict-free calls F'. Each buffer has a head that is locally stored at the host node and a tail

"https://github.com /fhoushmand /Hamband.git
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that is remotely stored at the single writer node. The buffers store pairs of calls ¢ and their
dependencies D. The dependency map that we saw in the semantics is efficiently represented
as an array per node where each cell represents the number of calls on a method. Since the
number of dependencies of methods is not necessarily the same, the dependency arrays are
variable-sized. When the pairs of a buffer are traversed, the size of dependency arrays in the
second element is decided based on the identifier of the method in the first element. Each
node also keeps the number of applied calls A from each node as an integer array that is
indexed by method identifiers. Further, each node keeps the following coordination analysis
results: the list of synchronization groups, and a mapping from each method to the set of
methods that it is dependent on.

Processing requests. Upon receiving a call request from the client, there are
four possibilities based on the category of the method. First, if the call is a query, it is
executed locally and the result is returned back to the client. Second, if the call is reducible,
it is reduced with the local summary, and the result is remotely overwritten to the remote
summary locations. Third, if the call is irreducible conflict-free, it is executed locally and
written to the remote buffers F. To guarantee convergence, the above two propagations
are done using the reliable broadcast abstraction. Before propagation, a call is assigned a
unique id, paired with its dependency arrays and is serialized into a byte stream. Fourth, we
instantiate a Mu [17] consensus instance for each synchronization group. If the call belongs
to a synchronization group, it is sent to the corresponding consensus instance to be ordered

in the L buffers.
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In each node, two threads traverse and process the calls of F' and L buffers if their
dependencies are already satisfied. Each buffer has a head that is locally stored at the
receiver node, and a tail that is remotely stored at the single writer node. Each call in the
buffer contains a canary bit as the last bit. To check whether the buffer is not empty and
the call is not concurrently being written, the receiver checks the canary bit. If the check
fails, then the periodical traversal of the buffer will retry later. Even if a call is missed in a
traversal, it will be processed in the next one. After a successful read, the head pointer is
advanced to the next location. The calls at locations before the head are already executed.
To avoid memory overflow, these locations are reused.

RDMA Reliable Broadcast. The reliable broadcast abstraction guarantees
the following agreement property: if a message m is delivered by some correct node, then
m is eventually delivered by every correct node. The best-effort broadcast abstraction on
RDMAs can simply write the message remotely for all nodes. However, the source node may
crash in the middle of the remote writes and violate the agreement property. To provide
agreement, the source node keeps a shared memory location, and gives other nodes read
access to the location. The source locally writes in the shared location before remotely
writing it for others. It clears the location afterwards. The shared location acts as a backup.
Each node has a heartbeat thread that periodically updates a local counter. This counter is
periodically read by other nodes to determine whether that node is still alive or not. If other
nodes detect that the source has failed, they remotely read the shared location, obtain any

pending message, and check if they have received it. If not, they deliver the message.
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Synchronization. We adopt Mu consensus protocol [17] to serialize calls in the
L buffers. Under normal execution, only a designated leader has the permission to write to
the follower buffers. As we described above, nodes have a heartbeat mechanism to let others
detect when they fail. If a follower suspects that the leader has failed, it requests others
to accept it as the leader and waits for a majority of them to acknowledge. At any time,
each node recognizes only one node as the leader and grants it the write permission. A node
revokes permission from the previous leader before granting it to the next. Therefore, only

one node can be recognized as the leader by a majority and write to L buffers.

3.5 Experimental Results

We now evaluate the RDMA WRDTs of HAMBAND; we compare them with message-
passing CRDTs and RDMA-enabled SMRs. We observe that HAMBAND outperforms message-
passing CRDTs by 17.7x and 23X in terms of throughput and response time respectively.
Further, it provides 2.7x higher throughput than the state-of-the-art SMR system, Mu, with
almost the same response time.

Mu [17] is a low-latency leader-based SMR system, such as ZAB [229] that is used
in the industry. However, we note that RDMA WRTDs are independent of any leader-based
SMR protocol. They modularly use an SMR system (i.e., consensus) for the conflicting
category of methods. On the other hand, for the two conflict-free categories of methods,
they avoid the synchronization cost and use more efficient broadcast protocols or just single

RDMA writes. Therefore, they improve performance over the SMR baseline.
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Questions. In our experiments, we aim to answer the following question in terms
of both throughput and response time: How do RDMA WRDTs compare to RDMA-based
SMRs? We further investigate the following more detailed questions for RDMA WRDTs. (1)
What is the effect of separate synchronization groups for conflicting methods? (2) What is
the impact of failures?

Platform and setup. We performed the experiments on a 7-node cluster, each
with 8 AMD opteron 6376 cores and 50GB memory. The nodes are connected via 40Gbps
Infiniband network, and run CentOS 7.4 Linux x86 64 kernel version 3.10. All programs are
compiled with gce-7.4.0.

All the experiments are done with 4M operations unless stated otherwise. We
randomly generate method calls and uniformly distribute update calls between updated
methods. The calls on conflicting methods are automatically redirected to the corresponding
leader node(s). All the other calls including conflict-free and query calls are divided equally
between the nodes.

The throughput is calculated by dividing the total number of calls by the time
that it takes for all the update calls to be replicated on all the nodes. The response time
is calculated as the average response time over all the calls. We repeat each experiment 3
times and report the average.

Experiments and findings. We perform experiment on the RDMA WRDT of a
database schema that has all three categories of methods, reducible, irreducible conflict-free,
and conflicting. The results indicate that synchronization avoidance and remote buffering

improve the throughput of the database schema by up to 21% compared to the Mu SMR.
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Further, we inject failures into the RDMA WRDT of a database schema. The experiment
shows that it is able to tolerate leader or follower failure with minimum overhead for both
throughput and response time of conflict-free operations.

Use-cases and benchmarks. We adopted [226, 368| three relational schemata:
project management, courseware, and movie. The project management class has five methods,
namely, addProject, deleteProject, worksOn, addEmployee, and query. The methods addProject,
deleteProject, and worksOn belong to a synchronization group and the worksOn method
depends on addProject and addEmployee due to the foreign-key constraint. The movie class
has four methods addCustomer, deleteCustomer, addMovie, and deleteMovie operating on two
separate relations; therefore, forming two synchronization groups. There is no dependency
in this class. The Courseware class has five methods, namely, addCourse, deleteCourse,
enroll, registerStudent, and query. Conflict analysis shows that there is one synchronization
group that includes addCourse, deleteCourse and enroll. The enroll method depends on both
addCourse and registerStudent.

Effect of synchronization groups. To study the effect of synchronization groups,
we compared HAMBAND and Mu on the movie use-case whose methods form two distinct
synchronization groups. We perform experiments that execute 2, 4, and 8M update operations
on four nodes. Fig. 3.9(a) and (b) show the throughput and response time respectively. We
observe that the HAMBAND exhibits 1.4x to 1.8 higher throughput than Mu. This is due
to the fact that HAMBAND is able to utilize two separate leaders to order requests while

Mu uses a single leader. HAMBAND’s throughput gain is close to the theoretical limit of 2x.
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Figure 3.9: The effect of synchronization groups
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Figure 3.10: Project management use-case

The difference in the response times is statistically negligible because the synchronization
operations that a leader performs for a call is independent of the number of leaders.

Mix of categories. In this subsection we experiment with the project manage-
ment database scheme that has methods in all the three categories. Fig. 3.10(a) compares
the throughput of HAMBAND and Mu with 50%, 25%, and 10% update calls on four nodes.

HAMBAND provides up to 21% higher throughput than Mu. Fig. 3.10(b) compares the
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Figure 3.11: Effect of failure on the Counter and ORSet use-cases.

response times for each method. The response times for all methods except WorksOn stay
almost the same. The response time for WorksOn calls is higher since they are dependent on
addProject and addEmployee calls and have to wait for them to be delivered.

Fault tolerance. We now study the effect of failure on throughput and response
time. All the failure experiments are done on 4 nodes. We first experiment on two CRDTs
in Fig. 3.11 to study the effect of failure where there is no conflicting method. The methods
of these use-cases are all in the two conflict-free categories. Therefore they use the reliable
broadcast protocol or the single RDMA writes and do not use Mu. Moreover, we report
results for the more elaborate courseware WRDT that has methods in all the three categories
in Fig. 3.12. We inject failures into a node by suspending its heartbeat thread which make
other nodes suspect that node. After a failure, all the requests of the failed node are redirected
to the next available node. In the case of leader failure, the conflicting calls have to wait
until the leader-change protocol elects the new leader.

Fig. 3.11(a) and (b) show the throughput and the response time of the Counter

and ORSet respectively with different update ratios. We observe that the throughput of the
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Figure 3.12: The effect of failure on the courseware use-case.

Counter and ORSet decrease by only an average of 5% and 5%, while the average response
time increases by 15% and 5% respectively. Therefore, HAMBAND can smoothly withstand
failures for conflict-free use-cases.

Fig. 3.12(a) and (b) show the throughput and average response time of the course-
ware use-case for three scenarios: the normal execution without failures as the baseline,
failure of a follower, and finally, failure of the leader. Fig. 3.12(a) shows that HAMBAND
can gracefully tolerate follower failure with only 6% impact on the throughput. However,
since the leader change protocol is involved, when the leader of the synchronization group
fails, the decrease in throughput is 53%. Fig. 3.12(b) shows the response time per method.
The response time of the conflict-free registerStudent method experiences little to no change
even in the leader failure scenario. This is because calls on this method do not need to be
synchronized by the leader; therefore, they can be easily redirected to follower nodes without
much impact on their response time. However, the response time of the conflicting methods
such as addCourse, deleteCourse, and enroll almost doubles when the leader fails. They need

to wait for the leader-change protocol to install the next leader.
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3.6 Related Works

RDMA and hardware-aided replication. A few replication systems have
been recently designed for RDMA [382, 467, 233, 17, 255] but they all implement an SMR,
and provide strong consistency. In contrast, this paper considers the semantics of methods,
and avoids synchronization when possible.

DARE [382], the first RDMA-based SMR, presented a wait-free protocol that uses
RDMA direct accesses and permissions, and applies it to implement a strongly consistent
key-value store. Subsequently, APUS [467] improved the throughput of the SMR protocol.
However, it showed higher response times, since the protocol requires the followers assist
the leader during replication. Derecho [233], supports both an in-memory and a persistent
SMR with high throughput. It uses an RDMA multicast protocol (RDMC) to move the
data in high-rate flows, and uses a distributed shared memory (SST) to exchange control
messages that determine when it is safe to deliver the data. Mu [17]| reaches consensus
with a single one-sided RDMA operation in the common case. It uses remote reads to
detect failures and uses permissions to prevent concurrent leaders in the case of failure. Our
synchronization mechanism for conflicting methods is similar. Hermes [255] uses logical
timestamps to decentralize write operations, and locally establish a total order for a key-value
store. Therefore, it is similar to the last-write-wins register CRDT that we implemented as
well. In contrast, this paper offers general semantics and protocols for WRDTs that subsume
CRDTs. Odyssey [178] presents a taxonomy and a comparison of these replicated systems.

Kite [179] adopts the release consistency (RC) model from shared-memory con-

currency where threads use release and acquire synchronization primitives, and offers these
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primitives in a high throughput key-value store abstraction (similar to a distributed shared
memory). The key value store is implemented on top of eventually and strongly consistent
protocols that benefit from RDMA acceleration, and provides the well-understood SC for
DRF guarantee. On the other hand, GRAFStakes a high-level data type with no distribution
details together with integrity properties. The convergence and integrity requirements lead
to the inference of conflict and dependency relations between methods. According to these
relations, GRAF Scategorizes methods into three classes based on their coordination require-
ments that are separately and efficiently implemented on top of reliable and total-order
broadcast protocols on RDMA. In particular, conflict-free methods calls can be executed
under eventual instead of sequential consistency. Further, the reducible class of method calls
can be implemented as single RDMA remote writes.

NetChain [238] uses programmable switches to store data and process queries in
the network data plane. This eliminates the query processing at coordination servers and
reduces the response time. HovercRaft [262] extends the Raft protocol to separate request
replication from ordering, and integrates it with a transport protocol on a P4 [138] ASIC
that supports load-balancing by updating the destination IP of RPC requests.

Hybrid replication models. Several projects have recently considered hybrid
consistency models. However, all of them assumed the traditional message-passing net-
work model; none addressed replication on the RDMA network model and its one-sided
communication mechanism.

IPA [44] presents a static analysis the identifies the conflicting operations that can

violate the integrity properties, and modifies them such that the invariants are maintained.
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Sieve [301, 299, 300] applies static and dynamic analysis to determine whether an operation
can be executed under causal consistency (blue class) or needs strong consistency (red class) in
order to preserve the invariants. Quelea [431] and similarly the follow-up works [103, 59| define
axiomatic semantics for consistency notions based on primitive consistency relations such as
visibility and session orders. They capture user-defined consistency contracts for methods
using the same primitives. They then automatically map a contract to the weakest consistency
notion that satisfies the contract. Indigo |45, 46| captures invariants and post-conditions of
methods in terms of user-defined predicates. It then identifies conflicting methods and either
prevents or repairs their concurrent executions. CISE [189, 356] allows the user associate
tags with methods and define conflicts between tags, and presents a rely-guarantee style
proof technique for invariant preservation. Hamsaz [226] presents an axiomatic definition
of well-coordination; in contrast, this paper presents an abstract operational semantics for
general WRDTs, and further a concrete operational semantics for RDMA WRDTs, and
proves a refinement between them. Carol [298] lets users declare required guard predicates on
the current and remote view of the data, and automatically infers the required coordination.
In order to reduce coordination, ECRO [133| reorders conflicting operations locally when

possible.
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Chapter 4

Graph Analytics Fusion and Synthesis

4.1 Introduction

Large-scale graph analytics has recently gained popularity due to its growing
applicability across various important domains including social networks, market influencer
analysis, bioinformatics, criminology, and machine learning and data mining. Several large-
scale graph processing systems [188, 428, 508, 509, 330, 408, 505, 339, 462, 338] have been
developed to enable efficient graph analysis across shared memory and distributed platforms.
Their programming models often require graph analysis problems to be expressed in terms
of low-level kernel functions over vertices and edges. However, analyses over graphs are best
expressed using higher-level abstractions such as reduction over paths in the graph. For
instance, shortest path, reachability and connected component problems are fundamentally
formulated in terms of paths. Further, elaborate graph analysis problems that involve
multiple reductions over paths or vertices are difficult to correctly implement using the

offered low-level programming models. More importantly, manual optimizations such as

108



merging multiple iterations can be time-consuming and error-prone. In particular, showing
correctness and termination properties requires reasoning about the flow of values between
vertices across multiple iterations that emulate values for paths.

This project regards the interface of the graph processing frameworks as the
instruction set for graph analytics, and introduces GRAF'S, a graph analytics language and
synthesizer. The GRAF'S language is a high-level declarative specification language that
provides features for common graph processing idioms such as reduction over paths. We
show that the declarative language can easily and concisely capture the common graph
analysis problems. Given a specification, the GRAFS synthesizer automatically synthesizes
code for five graph processing frameworks: Ligra [428|, GridGraph [509], PowerGraph [188],
Gemini [508], and Graphlt [505].

To synthesize efficient implementations, GRAF'S optimizes specifications by syntactic
fusion transformations that fuse similar operations to be executed together. We formalize the
syntax and the semantics of the GRAFS language and the fusion rules, and prove that the
fusion transformations are semantics-preserving. Effectively, fusion reduces specifications to
the sequence of three primitives: reduction over paths, mapping over vertices and reduction
over vertices.

Graph analytics frameworks offer iterative programming models to calculate reduc-
tion over paths. The values for vertices or edges are calculated iteratively based on the
values of neighbors. Influenced by their runtime systems, these frameworks differ on how
values are propagated between iterations. Some allow computations to both pull and push

values to neighbors [188] whereas others only allow push [509] and others support a hybrid
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[508, 428, 505]. Not only the propagation methods, but also system-specific nuances of the
frameworks make their implementation of the same analysis problem subtly different. For
example, they follow different protocols for atomicity of updates.

We formalize a comprehensive set of iterative models that given certain kernel
functions, calculate path-based reductions. For each model, we present correctness and
termination conditions on candidate kernel functions. Given a path-based reduction, the
GRAF'S synthesizer enumerates candidate kernel functions and uses the correctness conditions
as specifications to automatically synthesize the kernel functions. After fusion reduces
specifications to the three primitives, reduction over paths, mapping over vertices and
reduction over vertices, the synthesizer reduces reductions over paths to iterative calculations.
Thus, graph analysis is reduced to iteration-map-reduce primitives. GRAFS translates each
of these primitives to implementations in each of the five target frameworks.

We apply GRAFS to common graph analysis use-cases and generate code for each
of the five frameworks. We note that graph processing frameworks often offer a more flexible
and expressive API. However, we show that GRAFS can express a large collection of common
use-cases. The experimental results show that GRAFS concisely captures use-cases, efficiently
analyzes and synthesizes code, and its fusion brings up to 4x and in average 2.4x speedup.

In summary, this paper makes the following contributions. It provides the high-level
declarative language GRAFS and its semantics for large-scale graph analytics. It captures
the iteration-map-reduce graph processing primitives that implement graph computations
as structured let terms. GRAFS presents semantics-preserving fusion transformations that

are aware of these primitives: they fuse computation into and maintain this structure. This
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paper formally models and proves the formal correctness and termination conditions for
a comprehensive set of iterative models. Further, it combines type-directed enumerative
synthesis and constrained-based synthesis to automatically synthesize the iterative kernel
functions. The resulting tool can target five different graph processing frameworks and is
evaluated on multiple standard benchmarks. The experiments show that fusion can accelerate
execution. GRAFS showcases that declarative languages and fusion transformations are
effective for large-scale analytics.

In the following sections will present (1) Graph analytics specification language
GRAFS and its semantics (§ 4.3 and § 4.5.1), (2) Semantics-preserving and platform-
independent fusion transformations (§ 4.5.2), (3) The formalization of iterative graph compu-
tation models (§ 4.4), their correctness and termination conditions (§ 4.6.1), and synthesis of
their kernel functions (§ 4.6.2), and (4) The synthesis tool that generates code for five graph

processing frameworks and its experimental results (§ 4.7).

4.2 Overview

Fig. 4.1 shows the overview of GRAF'S. The user writes her graph analytics as a
declarative specification. Then, the fusion transformations optimize the input specification
and translates it to iteration-map-reduce primitives. Subsequently, the synthesis process gen-
erates iterative kernel functions for the optimized specification. Finally, the code generation
backend translates the kernels to five target graph processing frameworks. In this section,
we present an example use-case in the GRAF'S specification language, and then show how

that specification can be fused into an equivalent more efficient and canonical specification.
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Figure 4.1: Workflow of GRAFS (Graph Analytics Fusion and Synthesis)

Then, we illustrate iterative reduction models (i.e., algorithms). Next, we consider the
iteration-map-reduce primitives, and see both fused and unfused implementations of our
use-case based on them. Finally, we see a glimpse of the correctness conditions of iterative
reductions and how a synthesizer can use the conditions to generate the iterative kernel
functions.

Specification. The GRAF'S language allows declarative and concise specification
of graph analysis computations. For example, Fig. 4.2, Eq. 4.1 represents the specification of
the RADIUS use-case. The radius of a graph is the minimum eccentricity over its vertices.
The eccentricity of a source vertex s is the longest of the shortest paths from s to any other
vertex. The inner-most reduction of the RADIUS use-case is a path-based reduction that
calculates the shortest path from a source vertex s to a destination vertex v. It applies the
minimum reduction function min to the result of applying the weight function weight to all
paths p in Paths(s,v), that is the set of paths from s to v. Then, it specifies the eccentricity

of s as a nesting vertex-based reduction with the reduction function max to find the longest
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of the shortest paths over all destination vertices v. Finally, it specifies the radius as the
minimum of the eccentricity of the sample sources s; and ss.

Fusion. A naive execution of specifications may execute path-based and vertex-
based reductions multiple times. We show that multiple such reductions can be fused into
a single reduction, and specifications can be represented as a common triple-let form with
separate terms for path-based reduction, mapping over vertices and vertex-based reduction.

For example, the RADIUS use-case includes multiple path-based reductions one
per source that can be fused together. Further, the path-based reductions are enclosed
by vertex-based reductions that can be fused together as well. We illustrate this fusion in
Fig. 4.2. We consider the fusion steps in turn. The specification of RADIUS is represented in
Eq. 4.1. In Eq. 4.2, the outer min function over the two sources is unrolled. In Eq. 4.3, we
restate each of the two reductions in a triple-let form. GRAF'S features a triple-let term that
separates path-based reductions, mapping over vertices and vertex-based reductions, and
thus, facilitates fusion. The term max  min  length(p) is rewritten as the following three

vEV pePaths(s1,v)
lets. The first let, ilet z := ngin length, calculates a path-based reduction. For each vertex,
it calculates the shortest length over the paths from the source s1, and binds the result to
x. The second let applies a map function in each vertex on the results of the path-based
reduction. In this case, there is only one path-based reduction; therefore, the map function
in the second let, mlet 2’ := x, is simply the identity function, and the result is bound to z’.
(In use-cases with an expression on multiple path-based reductions, the map in the second
let captures the expression.) The third let calculates a reduction over all vertices. In this

example, the third let, rlet " := max 2/, calculates the maximum value over all vertices and
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binds the result to /. In Eq. 4.3, a similar transformation is applied for the other source sy
as well.

Next, in Eq. 4.4, the two triple-let terms are fused into one by pairing the operations
of the corresponding lets, and the outer min is applied to the two final results z” and y”. In
the next two steps, the paired path-based and vertex-based reductions are fused. In Eq. 4.5,
the two path-based reductions of the first let, ilet, are fused into one. The fused reduction
calculates the pair of the two values simultaneously. (The two sources s; and s are used to
initialize the first and second elements of the pairs respectively.) The fused path function
F returns the pair of the results of the two path functions. Similarly, the fused reduction
function R applies the two reduction functions to the first and second elements of the input
pairs respectively. Finally, in Eq. 4.6, the pair of vertex-based reductions of the third let, rlet,
are fused into one. The fused reduction function R’ applies the two reduction functions to the
first and second elements of the input pairs respectively. The original RADIUS specification
executes two rounds of path-based and vertex-based reductions; however, the fused version
computes one path-based and one vertex-based reduction on tuples of two elements at the
same time. We will see the formal fusion rules including rules for more elaborate terms such
as nested path-based reductions (§ 4.5.2 and § 4.5.3).

The final term represents the specification of RADIUS as an equivalent sequence of
one path-based reduction, one map in each vertex, and one reduction over all vertices. We will
next see that path-based reductions are calculated iteratively. Thus, fusion reduces GRAF'S
specifications to three primitives: [teration-Map-Reduce: iteration for iterative path-based

reduction, map for mapping over vertices and reduce for reduction over vertices. Map and
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RADIUS

min max min length 4.1
s€{s1,s2} vEV pePaths(s,v) & (p) ( )
min | max  min length(p), max  min length 4.2

<v€V p€EPaths(s1,v) & (p) vEV pePaths(sz,v) & (p)) ( )
ilet == min length in ilet y := min length in
S1 S2
mlet 2’ == x in mlet y' ==y in
min , (4.3)
rlet " := max z’ in rlet 4" :== max ¢ in
1'// y//
ilet (x,y) := (min length, min length) in
S1 S2
mlet (', y") == (z,y) in
’ ’ (4.4)

rlet (z”,y") == (max 2/, max y’) in

min(x//’ y//)
ilet (z,y):= R Fin
(s1,82)

mlet (2',y") = (z,y) in

rlet (z”,y”) == (max 2/, max ¢’) in

min(z”,y")

ilet (z,y):= R Fin

(s1,82)
mlet (z',y') == (z,y) in

rlet (2”,y") :== R’ (2/,y') in

min(z”, y")

F = Ap. (length(p), length(p))
where R ((a,b), {a', b)) =

(min(a,a’), min(b, v'))

(4.5)

R’ ((a,b), (a, 1)) =

where (4.6)

(max(a,a’), max(b,b'))

Figure 4.2: Fusion of the RADIUS Use-case.
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def Iteration-Pull (Z, P, R)

foreach (v € V) AU {u), uh, ul}

S(v) « Z(v) 2

(5% :
(?(
6‘1')"7) v
if (S(v)#1) A+ A U {v} ’P(Sk(pu-_;).m‘ /C)/
while (A #* @) ’v\sv\‘&)/

foreach (v € A)

gv L (b)
foreach ({(u,v) € in-edges(v))
gv < R(gv, P(S(u), (u,v)) def Map (f) def Reduce (R)
nv + R(S(v), gv) foreach (v € V) val + L
if (nv#S(v)) S(v) « f(S))) foreach (v e V)
S(v) < nv val < R(val,S(v))
foreach ((v,u’) € out-edges(v)) return val
A AU} (©)
A A — ALY
(a)

Figure 4.3: Pull Iterative Reduction.

reduce over vertices can be directly implemented; next, we consider iterative path-based
reductions.

Iterative Path-based Reduction. Calculating path-based reductions by
explicit enumeration of paths is prohibitively inefficient. Instead, path-based reductions are
calculated iteratively by local updates on the value of vertices based on the values of their

neighbors. As an example, we consider the pull iterative model for idempotent reduction
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functions. Let us consider the shortest path use-case SSSP(s)(v) = pEPgl;l&?(s,v) weight(p). It
specifies a path-based reduction from the source s where the reduction function R is min
and the path function F is weight. (We saw a similar reduction, the shortest length, as the
innermost reduction of RADIUS.)

The pull-based iterative reduction is presented in Fig. 4.3a and illustrated in
Fig. 4.3b. Each vertex stores a value S(v); we denote the value of a vertex v in the iteration k
as S¥(v). The iterative calculation is based on three kernel function: the initialization function
Z, the propagation function P and the reduction function R. The function Z is a function
from vertices to their initial value. For the SSSP use-case, Z is \v. if (v=s) 0 else L that
initializes the value of the source s to zero (the some value of zero to be more precise) and
the other vertices to none L. In each iteration, if the value of a vertex changes, its successors
are added to the active set A for the next iteration. Fig. 4.3b shows the calculations for the
active vertex v that is shown in black. In an iteration k + 1, an active vertex v pulls the
value S¥(u) of each of its predecessors u. For each predecessor u, it applies the propagation
function P to the value S¥(u) and the edge (u,v). For the SSSP use-case, the function P is
An,e. n + weight(e) that adds the value of the predecessor to the weight of the edge from
it. It then applies R (that is min in SSSP) to reduce the propagated values together and
with the current value S¥(v) of v. The result is the new value S¥*!(v) of v. If the value of v
changes, the successors of v that are marked as gray are active in the next iteration. The

calculation stops when the values of vertices stay unchanged in two consecutive iterations.

We will formalize a comprehensive set of iterative models (§ 4.4).
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Iteration-Map-Reduce. After the fusion transformation, the specification
reduces to iteration-map-reduce primitives: reduction over paths, mapping over vertices
and reduction over vertices. We saw in Fig. 4.3a and b that reductions over paths can be
computed using the iterative models. A sketch of both Map and Reduce operations is shown
in Fig. 4.3c. The Map operation simply goes over all the vertices in the graph and applies the
input function f to the value of each vertex. Similarly, the Reduce operation reduces vertex
values with the input reduction function R. Fig. 4.4 shows sketches for both unfused and
fused implementation of the RADIUS use-case. Fig. 4.4a shows the translation of the original
unfused specification of the RADIUS use-case that we saw in Fig. 4.2, Eq. 4.1. In contrast,
Fig. 4.4b shows the translation of the final fused specification of the RADIUS use-case that we
saw in Fig. 4.2, Eq. 4.6. (We note that since the map is the identity function for the RADIUS
use-case, it is elided in these implementations.) The unfused version in Fig. 4.4a executes
two rounds of iteration-map-reduce. The first and the second rounds perform calculations
for the first source s; and the second source s, respectively. Each round first performs an
iteration to calculate the shortest path from the source to each vertex. Then, it calculates
the eccentricity of the source by applying the max reduction function on the values of all
vertices. Finally, the radius of the graph is minimum of the two eccentricity values. The
fused version in Fig. 4.4b performs one round of iteration-map-reduce. The fused iteration
stores and performs operations on a pair of values: shortest paths to each of the two sources.
The initialization function initializes the values of the two sources, and the propagation
and reduce functions propagate and reduce the shortest path values to them at the same

time. Similarly, the subsequent reduction over all vertices calculates the eccentricity of the
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RaDIUS (Unfused): RaDIUS (Fused):

Iteration(Av. if (v=s1) 0else L, Iteration(Av. (if (v =s1) 0 else L,
An,e.n+1, if (v=-s2)0else L),
min) An,e. (n+1, n+1),
eccy + Reduce(max) Ma, by, (a/, ).
Iteration(Av. if (v =s2) 0else L, (min(a, a), min(b,V’)))
An,e.n+ 1, (eccy, eceo) + Reduce(Ma, b), (a', V).
min) (max(a,a’), max(b,b')))
eccy <+ Reduce(max) radius < min(eccy, ecca)

radius < min(eccy, eccy)

(a) (b)

Figure 4.4: Unfused and fused implementations of RADIUS as iteration-map-reduce rounds.

two sources at the same time. As we will see in the experiments (§ 4.7), this reduces the
computation load by a factor of two.

Correctness and Synthesis. We formalize correctness and termination
conditions for calculation of path-based reductions based on the iterative models. The
conditions are parametric in terms of the kernel initialization and propagation functions and
are used to automatically synthesize the kernel functions (§ 4.6.1 and § 4.6.2).

We present and prove sufficient conditions for a comprehensive set of iterative
models (§ 4.6.1). As an example, we consider the pull model and illustrate one of the
correctness conditions on the propagation function P in Fig. 4.5a and Fig. 4.5b. Consider

a vertex v and a predecessor u of v. Consider calculating the reduction over all the paths
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to v that go through w. Fig. 4.5a shows the direct calculation where the value of the path
function for each path to v is separately calculated, and then the results are reduced. On
the other hand, Fig. 4.5b shows a calculation using the propagation function P where first,
the values of the path function for the paths to the predecessor u are calculated and reduced,
and then, the result is propagated by P to v. In order to correctly calculate path-based
reductions by local updates, the result of the above two calculations should be the same.
Intuitively, local propagations from predecessors should be equivalent to global reductions
over paths. Further, to reason about termination, we formalize the termination conditions for
iterative models. Iterations incrementally consider longer paths. Cycles of a graph generate
an infinite number of paths and can cause divergence. However, under certain conditions on
the reduction and path functions R and F, adding longer paths has no effect on the vertex
values. For example, for the shortest path use-case SSSP (with non-negative edges), after a
certain number of iterations, all the simple paths of the graph are already considered, and
longer cyclic paths cannot improve the shortest path. Therefore, the calculation eventually
terminates. We will see a formal definition of this condition and prove that it is sufficient for
termination.

We use the correctness conditions to synthesize correct kernel functions (§ 4.6.2).
In particular, we apply type-guided enumerative synthesis to find candidates, and automatic
solvers to check the validity of the correctness conditions for each candidate. The result is
correct-by-construction kernel functions that can iteratively calculate path-based reductions.
We translate the synthesized functions to code in five high-performance graph processing

frameworks (§ 4.7).
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4.3 Declarative Graph Analytics

The GRAF'S language declaratively
ON SR OSSO
cations of graph analysis computations. The

(a) Separate calculation for paths and then

and concisely captures mathematical specifi- R(F(p1-e), F(p2 - e))

language design is guided by common idioms

reduction

in graph processing use-cases. It supports P1
G @) PREFG).F0).0)

reduction over values of paths to a vertex, P2

and mapping and reduction over those values. (b) Reduction at predecessor and then propa-
Fig. 4.6 presents example use-cases. gation
Path-based Reductions. The

Figure 4.5: The Correctness of the Pull Model.

use-case SSSP specifies the weight of the
The path p - e denotes the extension of path p

shortest path from the source vertex s to
with edge e.

each vertex v. The set of paths from a source vertex s to a destination vertex v is denoted
by Paths(s,v). The specification applies the minimum reduction function min to the result
of applying the weight function weight to all paths p in Paths(s,v). The specification of
connected component (for undirected graphs) CC takes the smallest identifier of the vertices
in a component as the representative identifier of that component. The set of all paths (from
any source vertex) to a destination vertex v is denoted by Paths(v). The specification CC
defines the connected component of each vertex v as the minimum identifier of the head
vertices of the paths Paths(v). The above two specifications apply a reduction function R

to the result of a path function F for a set of paths. We call these reductions path-based

reductions. Similarly, the breadth-first-search use-case BF'S calculates the parent for each
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Number of Shortest Paths
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Trust from users {s}

Radius Sampled on vertices {5}

Diameter to Radius Ratio

Vertices with minimum distance of 7

Least trust in the radius

Figure 4.6: A Subset of Use-cases in GRAF'S
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vertex in the BE'S tree rooted at a source vertex s. For each vertex v, it specifies a path-based
reduction to find the shortest-length path from s to v, and returns the penultimate of that
path. The penultimate of a path is the vertex before the last in the path. The specification
uses the reduction function arg min to get the path with the minimum length rather than
the minimum length itself, and then applies the penultimate function to the path. (A simpler
specification can simply apply min instead of arg min and return the minimum path length,
i.e., the depth of the vertex in the breadth-first-search tree.)

Nested Path-based Reductions. Path-based reductions can be nested. The
use-case WSP specifies the widest shortest path from a source s to each vertex v. We use the
let syntactic sugar to enhance readability. WSP has a nested reduction (with the reduction
function args min) to find the shortest paths, and then a nesting reduction to find the widest
capacity in those paths. WSP is used as a metric of the trust of a user to other users in
social networks where the capacity of each edge is the local trust rating of the source user to
the sink user [186]. Intuitively, users with wider (stronger trust ratings) and shorter (closer)
paths are more trustworthy sources of information. Similarly, the use-case NSP specifies the
number of shortest paths from a source s to each vertex v. It uses a nested reduction to find
the shortest paths and then applies the cardinality operator to the resulting set. (We will
see in § 4.5.3 that cardinality is a syntactic sugar for a path-based reduction with the sum
> function.)

Mapping over Vertices. Mathematical operators can be applied to path-based
reductions. The use-case NWR specifies the narrowest to widest path ratio from a source to

each vertex. At each vertex, it divides the result of two path-based reductions. Similarly,
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the use-case TRUST is the result of division and maximum operations between path-based
reductions. It specifies the trust from a set of users {5} to each other user v. As before,
wider and shorter paths are favored.

Vertex-based Reductions. The values of vertices calculated by a path-
based reduction can be subsequently reduced by a vertez-based reduction. For example, the
eccentricity of a source vertex s is the longest of the shortest paths from s to any other
vertex. The radius of a graph is the minimum eccentricity over its vertices. The RADIUS
use-case specifies eccentricity as a vertex-based reduction with the reduction function max
to find the longest of the shortest paths over all vertices. It then specifies the radius as the
minimum of the eccentricity of a set of sample sources {s}. Similar to path-based reductions,
mathematical operators can be applied to vertex-based reductions. As the set of sampled
sources {5} is finite, the outer min function can be unrolled to an infix operator between
vertex-based reductions. Similarly, the use-case DRR, that is the ratio of the diameter
over the radius of the graph, is specified as maximum and minimum operations between
vertex-based reductions, and a subsequent division.

The use-case DS specifies the set of vertices with the distance of at least 7 from
the source s. The union U vertex-based reduction is used to calculate the set. The set of
vertices that it is applied to are constrained by a nested path-based reduction to specify the
distance. (In § 4.5.3, we show that constrained vertez-based reductions can be desugared
to standard vertex-based reductions that are applied to path-based reductions on pairs of
values.) The next use-case, LTRUST, represents a measure of the least amount of trust from

a user to her neighbourhood in a social network. Similar to DS, the use-case LTRUST is
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specified as a constrained vertex-based reduction. Given a source s, it calculates the widest
path to each vertex within the radius of s (i.e., k-hop neighbourhood of s where k is the

radius of the graph), and then returns the narrowest of those.

4.4 Tterative Models

We formalize four canonical models for iterative graph computations: the pull
and push models with idempotent and non-idempotent reduction. Graph computation
frameworks [188, 428, 508, 509, 330, 408] implement variants of these models. Later in
§ 4.6, we use these models to implement path-based reductions and present their correctness
conditions.

In these models, each vertex is first initialized. Then, the value of each vertex is
iteratively updated based on the values of its predecessors. In each iteration, the vertex pulls
the values of its predecessors or each predecessor pushes its value to the vertex. Then, the
values of the predecessors and the current value of the vertex are reduced to calculate the new
value of the vertex. Before assigning the reduced value to the vertex, a final function may
be applied to it. The iteration stops when the value of no vertex changes. The models are
parametrized by four kernel functions: Z, P, R and £. The initialization function Z defines
the initial value for each vertex. The propagation function P, given a value n and an edge
(u,v) where n is the value of u, defines the value that is propagated to v. The commutative
and associative reduction function R defines how the propagated values are aggregated. The

epilogue function £ defines the final update.
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We present a high-level language to specify the kernel functions. We compile
kernels specified in this language to executable programs in five graph processing frameworks.
The grammar for the bodies of the kernel functions is presented in Fig. 4.7a. (Later in
§ 4.6.2, the same grammar is used by the synthesis process; given higher-level specifications,
it automatically generates the kernel functions in this language.) Fig. 4.7b shows the
iterative kernel functions for two example use-cases: the shortest path SSSP and the page-
rank PAGERANK (PR). For the shortest path SSSP use-case, the initialization function Z
initializes the source vertex s to (some value of) 0 and the other vertices to none L. The
propagation function P adds the value v of the predecessor to the weight of the edge e. The
reduction function R is the minimum (that is idempotent) and the epilogue function £ is the
identity function. For the page-rank use-case PR, Z divides the value 1 between the number
of vertices |V|. The function P divides the value v of the predecessor between its successors.
The function R is sum (that is non-idempotent). The function £ multiplies the sum with the
damping factor v and adds a constant.

Pull Model. The characteristic of the pull model is that vertices pull the values
of their predecessors to calculate their new values. We consider the pull model for idempotent
and non-idempotent reduction functions in turn.

Pull model with idempotent reduction (pull+-).  The pull model for idempotent

reduction is represented in Fig. 4.8, Theorem 29. The value of the vertex v in the iteration

k

sull+ (V). In the beginning when k = 0, vertices have no value L. In

k is represented as S
the first iteration k = 1, they are initialized by the initialization function Z. In subsequent

iterations k£ + 1, k > 1, each vertex v pulls values of its predecessors. For each predecessor u,
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e u= n | w Body Exp SSSP

| ed+e | e—e | —e | (ee) T = M. if (v=s9)0else L

| exe | e/e| e=e | e<e P = Av,e. v+ weight(e)

|  min(e,e) | max(e,e) R = JXv,v/. min(v,?)

| if (e) then eelse e E = M. v

| weight(e) | capacity(e) PAGERANK (PR)

| indeg(e) | outdeg(e) Z = v 1/|V]

| src(e) | dst(e) P = Av,e. v/outdeg(src(e))

| V| Graph Order R = Xvv. v+
n == 0] 1] . | T/| False Literal E = . yxv+ (1—7)/|V|
v Variable

(a) Grammar (b) Examples

Figure 4.7: (a) Grammar for Kernel Functions (b) Example Kernel Functions. (min and +

filter none values L.)

k

sully (@) of u (from the previous iteration

the propagation function P is applied to the value S

k) and the connecting edge (u,v). Then, as illustrated in Fig. 4.3b, all the propagated values

k

oulls (v) of v. Finally,

are reduced by R with each other and then with the previous value &
applying the epilogue function to the reduced value results in the new value S:fjli_ (v) of v.
As an optimization, the above update is performed only if the set of predecessors of v whose
value have changed in the previous iteration CPreds*(v) is non-empty.

Pull model with non-idempotent reduction (pull—). The pull model for non-

idempotent reduction is represented in Fig. 4.8, Theorem 30. The value of the vertex v

in the iteration k is represented as S"ju”_(v). Similar to the previous model, the values
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from predecessors are propagated and reduced. The difference is that after reducing the
propagated values, the result is not reduced with the previous value of the vertex. The
reason is to avoid duplicate reduction with the non-idempotent reduction function. Consider
a vertex v and a predecessor u of v. Assume that the value of u represents the reduction of
a set S of values. After the value of u is propagated to v, the value of v includes the reduced
and propagated values of S. Assume that the value of u is updated again to represent the
reduction of more values. If the new value of u is propagated to v and reduced with the
current value of v, then the set S is included in the value of v twice.

Push Model. In the pull model above, each vertex itself pulls values from its
predecessors. In contrast, in the push model, the predecessors push values to the vertex
when they are updated. We consider the push model for idempotent and non-idempotent
reduction functions in turn.

Push model with idempotent reduction (push+). The push model for idempotent

reduction is represented in Fig. 4.8, Theorem 31. The value of the vertex v in the iteration k

k

is represented as Spush n

(v). The iterations 0 and 1 are similar to the previous models. In
subsequent iterations k + 1, k > 1, for each vertex v, the predecessors {uo, .., up—1} that
have been changed in the previous iteration independently propagate their values and reduce
it with the current value of v. Since the reduction function is commutative and associative,

the predecessors can apply their updates in any order. In each iteration, the initial value Sy

of v is its value in the previous iteration k. For each changed predecessor u;, the propagation

k

sushs (i) of u; (from the previous iteration k) and the

function P is applied to the value S

connecting edge (u;,v). The result is then reduced with the current value S; of v to calculate
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CPreds”(v) = {u | u € preds(v) A S*(u) # S*~(u)}

Definition 29 (Pull (idempotent))

0
Spu||+

(’U) = 1

Spuiy (v) = Z(v)

S,]f:ﬂi(v) _ S§u||+(v) if CPreds" (v) = 0 .
& [R(Shirs (v): Rucpreasto) P (Shurs (w), w.0)) )| etse

Definition 30 (Pull (non-idempotent))

58unf(v) =1

Soun—(v) =Z(v)

p

S () Sky_(v) if CPreds®(v) = 0 o
€ [Rucpreaste) P (Shu_(w), (w,0))] * else
Definition 31 (Push (idempotent)) Definition 32 (Push (non-idempotent))
Shuany (V) = L Shien_(v) = L
Spush+ (1) = Z(v) Spush— (V) = Z(v)
Sf;&+(v) =E&(Sn), k>1 where Sé":g&_(v) =E&(Sp), k>1 where
let {ug, .., un_1} = CPreds"(v) in let {ug, .., Un—1} = preds(v) in
So = Spehy (v) So =1
Sivt = R(Siy P(Shns (i), (uis0)) ) Siv1 = R (i P (S (i), (i,v)))

Figure 4.8: Four Iterative Reduction Methods. CPreds®(v): The predecessors of the vertex v

that changed in the iteration k
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its new value S;y1. Propagation and reduction by the last changed predecessor u,_; results
in the value S,,. The final value of v is the result of applying the epilogue £ to S,.

Push model with non-idempotent reduction (push—). This model works for
non-idempotent (in addition to idempotent) reduction functions. The iterative model is

represented in Fig. 4.8, Theorem 32. Let the value of the vertex v in the iteration k be

k

push_(v). Since the reduction function may not be idempotent, in contrast

represented as S
to the previous model, vertices start from the none value Sy = L, and all the predecessors u;

propagate their values in each iteration. For each predecessor u;, the propagate function P is

k

bush— (u;) of u; and the connecting edge (u;, v). The resulting value

applied to the latest value S
is reduced with the current value S; of v. We note that this variant makes all vertices active
during an iteration; GRAF'S also incorporates another variant where only the vertices whose
values change are active and propagate their values. In this variant, an active predecessor u;
first rollbacks its previous update before applying its new update.

The iterative models that we saw here are synchronous. In the synchronous model,
vertices store their previous in addition to their new value to propagate their previous value.

In the asynchronous model, however, each vertex stores one value, and vertices can propagate

intermediate values.

4.5 Specification and Fusion

In this section, we define the core specification language, its denotational semantics,

and the semantics-preserving fusion transformations.
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4.5.1 Core Specification Language

To present the crux of the fusion transformations, we define a core specification
language in Fig. 5.3. It features both reduction over paths and reduction over vertices. A
computation can be specified as a reduction r over the values of vertices. The value of
vertices, in turn, can be specified as a nested reduction m over the paths to each vertex. More
elaborate computations can be specified by nested path-based computations, and applying
operations between multiple path-based and vertex-based computations. We will visit each
term type in turn.

Vertex-based and path-based reductions. A vertex-based reduction \R/’ m applies
a reduction function R to the result of path-based reductions m over all vertices V. The
function R is a commutative and associative function such as min, max, V, A and » . Larger
vertex-based reductions r @ 7’ can be constructed using the operators @. A path-based
reduction pERP]-" (p) applies a reduction function R to the results of applying the function
F to each path p in set of paths P. Similar to vertex-based reductions, larger path-based
reductions m @ m’ can be constructed using the operators @. The path function F is the
length, weight, or capacity of the path. The set of paths P can be either Paths that denotes
all the paths to each vertex, or the restricted paths argsP R F(p) where R € {min, max} that

pe
denotes the paths in P whose F value is the extremum. (The r and m terms can be also
variables x that can be substituted with a value n or a map value d from vertices to values.)

Let forms. Let terms factor different reductions. Factored reductions are

conducive to fusion. As shown in Fig. 5.3, the terms m and r both have let forms. The

m term constructor ilet X := M in e binds variables X to factored path-based reductions
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M for the expression e. The expression e can apply operators & to the variables X. Both
the variables X and reductions M can be inductively constructed as pairs. A single path-
based reduction M is simply represented as R F where R is the reduction function and F is
the path function. Similarly, the triple-let r constructor ilet X := M in mlet X’ := F in
rlet X" := R in e binds variables X to factored path-based reductions M, binds variables X’
to expressions E (on X), and binds variables X” to factored vertex-based reductions R (on
X'). A triple-let term represents an r term as a sequence: path-based reductions, mappings
on the results, and finally vertex-based reductions on the results. We will see that this form
enables fusion (§ 4.5.2) and can be directly implemented (§ 4.7). Similar to M, the factored
vertex-based reductions R can be inductively constructed as pairs. A single vertex-based
reduction R is R (Z) that is a reduction over tuples of variables (Z) (or is R (d) after the
variables are substituted with map values d from vertices to values). To concisely represent
the fusion rules, we define the context R to abstract the surrounding term where a term r
appears. Similarly, we define the contexts M, Ms, and Rs for the terms m, M and R.
Semantics and Compositionality. We define the denotational semantics of the
specification language (presented in Fig. 5.3). For brevity, we showcase the semantics [ |
of a subset of the term constructors in Fig. 4.10. The semantics of an undefined or stuck
computation is represented as 1. In each rule, it is assumed that the semantics of subterms
are not undefined; otherwise, the semantics of the whole term is undefined as well. The
domain D, of a path-based computation m on a graph g is a finite map from each vertex of

g to natural numbers V(g) — N, and L (for undefined computation). The domain D, of a
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Figure 4.10: Denotational Semantics of the Specification Language

vertex-based computation r is the natural numbers N and L. We use the notation ml
for a finite map that maps each key k; to value v; over the range 1.

The rule SPRED defines the semantics of the path-based reduction pERP}' (p). It
uses the (elided) semantics of paths P that is a map from each vertex v to the set of paths
to v. For each vertex v, the rule SPRED applies the function F to each path to v, and then
applies the reduction function R to the resulting values. (Since the reduction functions R
are commutative and associative, they can be applied to the values in any order.) The rule

SMBIN defines the semantics of m @ m’ as the result of the operator @ on the semantics of

m and m’. The operators R and & are in the syntactic and semantic domains when they are

134



on the left- and right-hand side of the rules respectively. The operator @ is simply lifted to
maps by pointwise application to the values of each key.

The rule SVRED defines the semantics of the vertex-based reduction \F} m using
the map resulted from the semantics of m; it reduces the values of the map for all vertices.
The rule SRLET defines the semantics of triple-let terms by three subsequent substitutions:
the substitution of the variables X with the semantics of M in E, the substitution of X’
with the semantics of F in R, and finally the substitution of X" with the semantics of R in
e. (The semantics of e and E are elided.)

The rules SMPAIR and SRPAIR define the semantics of pairs of factored reductions
M and R inductively. The two rules SMM and SRR reduce the semantics of single factored
reductions to expanded reductions. The rule SMM defines the semantics of the factored
path-based reduction R F as a path-based reduction on the paths Paths. The rule SRR
defines the semantics of a factored vertex-based reduction. It merges the tuple of the factored
maps mVEV(g)’ s mVeV(g) into a map from vertices v to tuples (n,,..,nl), and
then applies the vertex-based reduction.

We prove that the semantics is compositional. If two terms are semantically equiva-
lent, replacing one with the other in any context is semantics-preserving. Compositionality
of the semantics is used to prove that the fusion transformations are semantic-preserving.

The following theorem states the compositionality for r.

Lemma 33 (Compositionality) For allr, v and R, if [r] = [r'] then [R[r]] = [R[]].
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4.5.2 Fusion

We now present the fusion transformations. Fusion reduces computation time by
combining separate reductions into a single reduction. The transformations have three main
forms: fusion of nested path-based reductions, fusion of pairs of path-based reductions, and
fusion of pairs of vertex-based reductions. The result of fusion is an equivalent specification
in the triple-let form with separate terms for path-based reduction, mapping over vertices
and vertex-based reduction.

The fusion rules are presented in Fig. 4.11 and Fig. 4.12. The top-level fusion
relation =, is called r-fusion and transforms an r term to another. The other fusion relations
=m, = M, and = which transform m, M and R terms are called m-fusion, M-fusion and
R-fusion. We consider m-fusions first. The rule FMINR states that m-fusions can be applied
to m terms that appear in the context of r terms. (Both M[m;]| and M[msg] in this rule are r
terms.) The rule FMINM states that m-fusions can be applied to m terms in the context of
other m terms.

Fusing nested path-based reductions. The rule FPNEST m-fuses nested path-based
reductions to flat reductions. Consider the nested path-based reduction . eRP’]: (p) where the
set of paths P’ is another path-based reduction argsPR' F'(p) where R’ is min or max. Let us

pe
assume that R’ is min. A straightforward calculation computes F’ on the paths P and finds
the subset of paths P’ with the minimum value, and then computes F on the paths P’ and
reduces them by R. An optimized calculation can compute both 7’ and F on the paths P

simultaneously and only consider the pairs with the minimum first element to calculate the

reduction R over the second elements. To calculate the values of the path functions F and
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F’, this approach enumerates paths only once instead of twice. Therefore, the two reductions
can be fused into one reduction as ilet (z,z') == pI'QeliD F"(p') in ’. The new path function F”
returns the pair of values F'(p') and F(p') for an input path p’. The new reduction function
R” considers the first element of the two input pairs and if the first element of one input is

(strictly) smaller than the other, that input is returned. That input takes over because the

set of paths for the reduction R are only those with the minimum value for F’. On the other

FPNEsT
FMINR / / o ,
R F =>m ilet (x,z’) := R" F inx
mq =>m mo P’ Ea;ges}IB’ F'(p) (p ) < > peP (p)
M[m,] =,  M[ms] where R’ e {min, max}
F" = Mp. (F'(p), F(p))
FMINM

R”((a,b), (a', b)) =

my =m ma

if (a=a’) then {(a,R(b, b))

Mim] = Mims] else if (R'(a,a’) = a) then (a,b) else (a’,d’)

FPRED FILETBIN
PRth F(p) (ilet X7 := My ine;) @ (ilet Xo:= My in e3)
pEPaths . free(e;) N Xo =10
=>m =m if
free(eQ) N X1 = (Z)
iletz:=R Finx ilet (X1, Xo) = (M1, M3) ine; D ey
FVRED
R (let X =R Fine)
FMINILET
=
M, =y M FMPAIR
(RFRF) =um R'F' ilet X :==R'Fin
ilet X := Ms[M;]ine
where F" := Ap. (F(p), F'(p)) mlet z == e in
=m
R”({a,b), (a', b)) == rlet 2’ ;== Rz in 2

ilet X := Ms[M,] ine
et s[Mo] (R(a,a),R'(b,0"))

Figure 4.11: Fusion Rules

137



FLETSBIN

ilet X1 = M1 in ilet X2 = Mg in ilet <X1,X2> = <M1,]\/f2> in
mlet X| == E; in mlet X} := E5 in mlet (X7, X3) .= (Eq, E2) in
&) =, if
rlet X{ :== Ry in rlet X)) := Ry in rlet (X7, X)) :== (Ry, Rg) in
€1 €9 €1 EB €9

free(E1) N Xo = free(Ey) N X; = free(Ry) N X5 =

free(Ry) N X7 = free(er) N X5 = free(es) N X7 = 0

FMINLETS
M, oy M, FRPAIR
(Ri z1,Ry 22) =g R3 (21,22)
ilet X = Ms[M;] in ilet X := Ms[My] in
where  Rs({(a,b), (a’,V')) =
mlet X' := E in =7 mlet X' := E in
<R1(a: a/)> R2 (b7 bl))
rlet X" :=Rine rlet X" :=Rine

FRINLETS
Ry =r R
ilet X := M in ilet X =M in
mlet X' .= E in =r mlet X’ := E in
rlet X" :=Rs[R;] ine flet X" := Rs[Rq] in e

Figure 4.12: More Fusion Rules

hand, if the first elements of the inputs are equal, their second elements are reduced by R to
make the second element of the output pair. The rule FPNEST can be repeatedly applied to
a deeply nested path-based reduction to flatten it to a reduction over the basic paths term

Paths.
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Factoring, pairing and fusing path-based reductions. The rule FPRED factors out
a flat reduction to an equivalent let form. The rule FILETBIN fuses an operation between
two let terms to a single let term. It pairs the factored reductions M7 and Ms of the two
let terms. The condition of the rule prevents the free variables of the expression of one
term from clashing with the bound variables of another. The rule FMINILET allows the
factored reductions M in the context of a let term to be fused. The rule FMPAIR M-fuses a
pair of factored reductions (R F,R" F’) to a single reduction R” F” that calculates the two
reductions simultaneously. The path function F” returns the pair of the results of F and F’.
Similarly, the reduction function R” returns a pair: the reduction of the first elements by R
and the second elements by R’.

Factoring into, pairing and fusing triple-let terms. The rules above can factor all
path-based reductions m to the let form, and fuse factored reductions to a single one. The
next rule FVRED transforms vertex-based reductions that are applied to these path-based
reductions to an equivalent triple-let form. The triple-let form factors path-based and
vertex-based reductions in separate let parts. The rule FLETSBIN fuses an operation between
two triple-let terms to a single triple-let term. It pairs the factored path-based reductions
M, expression F/, and vertex-based reduction R of the two terms. The rules FMINLETS and
FRINLETS allow the factored reductions M and R in the context of a triple-let term to be
fused.

Fusing vertex-based reductions. The rule FRPAIR presents R-fusions. It fuses

a pair of factored vertex-based reductions (R; z1,Ra x2) to a single reduction Rg (x1,z2).
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Given two pairs, Rg returns a pair: the reduction of the first elements by Ry and the second
elements by Rs.

We saw an example fusion in Fig. 4.2. The fusion transformation presented above
is semantic-preserving: terms are only fused into other terms with the same semantics. The

following theorem states the semantics-preservation property of fusion.

Theorem 34 (Semantics-preserving Fusion) For allry andre, if 11 =, 7o then [r1] =

[r21]

4.5.3 Extensions

We now consider extensions to the core syntax and the fusion rules.

Common Operation Elimination. Fusion factors path-based reductions, vertex-
based map operations and vertex-based reductions into the triple-let form. This form
facilitates common operation elimination. For example, if a path-based reduction appears
twice in the first let and assigned to two sets of variables, one can be eliminated and the
result of the other can be assigned to both sets of variables.

Domain. The scalar semantic domain of the core language was confined to the
natural numbers. The domain are simply extended to booleans, vertex identifiers and also
sets of values. Thus, the reduction operations are extended with union U and intersection

N, and the path functions are extended with head and penultimate. The function head
returns the identifier of the head vertex of the path, and the function penultimate returns

the identifier of the penultimate (that is the vertex before the last) of the path.
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Unary operations and Literals. The path-based reductions m and vertex-based
reductions r and their fusion rules can be simply extended with unary operations and literals.

Vertex Variables. ~We extend the core syntax with path terms Paths(v,v) and
Paths(v) that can specify vertex variables as source and destination. The term Paths(v,v’)
specifies the set of paths from the source v to the destination v’, and the term Paths(v)
specifies the set of paths from any source to the destination v. Thus, the source s of a
path-based reduction can be either a vertex v or none 1. A factored path-based reduction
IS F carries its configuration ¢, that is either a source, or a pair of other configurations. We
also extend the syntax with vertex-based reductions vgvm that can bind the vertex variable

Syntactic Sugar.  Syntactic sugar enables concise specifications. For example,
the term ]—"(argPR F'(p)) where R is either min or max first finds a path p in P with the

pe

minimum or maximum value for the function 7', and then returns the result of applying
F to p. It is used to specify the BFS use-case. The following rule expands this term to a
path-based reduction in the let form. The path function F” returns the pair of the results of

F" and F. The reduction function R’ returns the input pair with the minimum or maximum

first element.

FMRED
F(argR F'(p)) = ilet (z,2") = R F’(p)ina’ where R € {min, max}
peEP peEP
F' o= Ap. (F'(p), F(p)) R'({a,b), (a/,V')) = if (R(a,a’) =a) then (a,b) else (a’, V')

(4.7)

As an example DS is fused as follows:
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DS(s) = U {0}

veEV A < min Weight(p)> > 7

p€EPaths(s,v)

R({a,b), (a', V")) =

if (anda')then (a,b U )
= RV << min Weight(p)> > 7, {v}> where
veE

hs(s,v
pEPaths(s,v) else (a) then <a,b>

else (a’,b")

= RV ((ilet x 1= min weight in x) >ilet 2’ == Lin7, ilet2” =1 in {v})

= vgv (ilet {({z,2'),2") = ((msin weight, L), L) in (z > 7, {v}))
= UEV (ilet x = msin weight in (z > 7, {v}>)

ilet == min weight in
S
mlet 2’ :== (x > 7,{v}) in

rlet 2”7 :==R 2’ in

x/l

Nested Triple-lets. The core syntax supports expressions that can be fused to a
single iteration-map-reduce triple-let term. We extend the core syntax to support nested
vertex-based reductions, and extend the fusion rules to fuse them. For example, the use-case
LTRUST that we saw in Fig. 4.6 uses the vertex-based reduction RADIUS as a nested term.
Nested triple-let terms can be translated to a sequence of iteration-map-reduce rounds on

the graph.

142



4.6 Mapping Specification to Iteration-Map-Reduce

As we saw in the final term of Fig. 4.2, fusion results
in the triple-let form shown in Fig. 4.13. The three let parts can ilet X :== Fs Fin
be directly mapped to three computation primitives: iteration, mlet X' == E in
map and reduce. Each vertex stores the variables X and X'. rlet X" =R’ (z/) in e
The first let is mapped to an iterative calculation for the path-

Figure 4.13: Triple-let Form

based reduction I§ F that results in values for the variables X

in each vertex. The second let is mapped to a map operation over vertices: given the values
of the variables X in each vertex, the map operation calculates the values of the expressions
E, and stores the results in the variables X’ for the vertex. The third let is mapped to a
reduction operation over vertices: given the values of the variables 2/ in X’ in each vertex,
the reduction operation R’ (2/) reduces the values of (2) for all vertices, and stores the
results in the global variables X”. Finally, the single expression e is calculated based on the
values of X”.

The two latter primitives, vertex-based mapping and reduction, can be implemented
by a traversal over vertices. Since the mapping and the reduction both traverse the vertices,
a simple optimization is to perform them in the same pass. Now, we consider how path-based
reductions can be implemented. We saw the iterative computation models in § 4.4. In
the next subsections, we present how they can be instantiated to implement path-based
reductions. We first present the correctness conditions of the iterative models to calculate

path-based reductions (§ 4.6.1), and then present the synthesis of iteration kernel functions

based on the correctness conditions (§ 4.6.2).
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4.6.1 The Correctness of Iterative Path-Based Reduction

This subsection presents the iterative calculation of path-based reductions. We
consider both the pull and push models with both idempotent and non-idempotent reduction.
For each model, we present correctness and termination conditions.

Specification. Factored path-based reductions in the triple-let specifications have
the form Fc{ F. Considering a general single reduction, ¢ is either none L or a source vertex s.
The factored reduction for the former (with no source) is simply unrolled to R,cpaths(v) F (P)
and the latter (with the source s) is unrolled to Rycip| pepaths(v) A head(p)=s} F (P). Both of
these reductions can be captured as the following general specification where the condition

C(p) is T for the former and is head(p) = s for the latter.
Definition 35 (Specification) Spec(v) = Ry {p| pePaths(v) A C(p)} F(p)

The reduction function R is associative and commutative. It returns L on an empty set, and
returns the single element on a singleton set.

Model Instantiation. The iterative models (we saw in § 4.4) are parametric
in terms of the kernel functions Z, P, R, and £. We consider the correctness conditions
on the kernel functions such that the iterative models calculate the specified path-based
reduction. We will see in § 4.6.2 that these conditions will guide automatic synthesis of the
kernel functions Z, P, and R for a given path-based reduction.

Correctness. The iterative models calculate the value S¥(v) of each vertex v in
iterations k by propagating the values of its neighbor vertices. The iteration stops when the
value of no vertex changes. The values of the vertices S¥(v) are expected to converge to the

specification Spec(v). We show the correctness in two steps. (1) First, we show that under

144



certain conditions, at the end of each iteration k, the value S¥(v) of each vertex v is equal to
the iteration specification Spec¥(v) for the iteration k. The specification Spec”(v) is defined

as the result of reduction over paths of length less than k.

Definition 36 Speck (’U) = RpE {p|p€Paths(v) A C(p) A length(p)<k} ]:(p)

(2) Second, we show that under certain conditions, there is an index k where Spec*(v) and
Specht1(v) are equal with each other and Spec(v) as well. These two steps together show
that the values of vertices S¥(v) eventually converge to Spec(v). We now consider the four
variants of the iterative models.

Pull Model. We consider the correctness of the pull model to calculate
path-based reductions. We look at idempotent and non-idempotent reduction functions in
turn.

The correctness of the pull models is dependent on the conditions C; - Cg presented
in Fig. 4.14. (A) The conditions C; and C; require the correctness of initialization function Z.
If the path condition C holds on the simple initial path (v,v), the value of the initialization
function Z should be F((v,v)); otherwise, it should be none L. (B) The conditions C3 - Cs
state the requirements for the propagation function P. The condition Cs: It simply states
that if the value of the vertex is none L, its propagated value should be none 1 as well. The
condition C4: We saw an illustration for C4 in Fig. 4.5a and Fig. 4.5b. For a path p, we call
the value of F on p, the path value of p. The path p - e denotes the extension of the path p
at the end with the edge e. Consider two paths p; and po that end in a vertex u and there is
an edge (u,v) from u to another vertex v. Reducing the path values of the two extended

paths p;y - (u,v) and po - (u,v). should be the same as reducing the path values of p; and
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p2, and then propagating the result with P through (u,v). Intuitively, this condition states
that the local reduction and propagation effectively calculate reduction over paths. The
condition Cs: Vertices that have only a single incoming path do not receive multiple values
to be reduced. For such vertices, C5 states that the propagation of the path value of p over
an outgoing edge e is equal to the path value of the extended path p-e. (C) The conditions
Cg - Cy state the required properties of the reduction function R. The none value L should
be the identity element, and R should be commutative, associative and idempotent. (The
epilogue function £ is instantiated to identity.) For example, given the factored path-based
reduction msin length for the shortest path use-case SSSP, the kernel functions that we saw
in Fig. 4.7 satisfy the conditions above.

Pull model with idempotent reduction. The following theorem states that if the

k

conditions above hold, then the value SPU” n

(v) that the pull model with idempotent reduction

(Theorem 29) calculates complies with the specification Spec”(v).

Theorem 37 (Correctness of Pull (idempotent reduction)) For all R, F, C, Z, P,

and k > 1, if the conditions Cy - Cg hold, then S§u|l+(v) = Spec”(v).

The proof is by induction on the iteration k. At the iteration k = 1, the specification
Spec!(v) requires reduction on only the paths of length zero to each vertex. Therefore, by
the conditions C; - C,, the initialization function Z properly initializes each vertex v to
Spec!(v). In each iteration k + 1, if there is any predecessor of the vertex v whose value is
changed in the previous iteration k, then their new values are propagated by P and reduced
together by R, and then reduced with the current value of v. By the conditions C; and

Cs, the reduction function R is commutative and associative, and can be applied to the
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propagated values in any order. By the induction hypothesis, the value of each predecessor
u is the reduction of the paths to u of length I, 0 < < k. The predecessors that have no
paths and store L are ignored by the conditions C3 and Cg. By the conditions C4 and Cs,
the propagation of the value of a predecessor u of the vertex v is equal to the reduction over
the paths to v that pass through u. Since these paths include the edge (from w to v), their
length [ is 0 < [ < k4 1. The previous value of v itself is the reduction over paths to v of
length [, 0 <[ < k. Since, the reduction function R is idempotent, reducing these two values
absorbs the values of the repeated paths, and results in the reduction over all paths of length
[, 0 <l < k+1 that the specification requires.

Pull model with non-idempotent reduction. The pull model with non-idempotent

k

punf(v) is defined in Theorem 30. We show that it can correctly calculate path-

reduction §
based reductions with non-idempotent (in addition to idempotent) reduction functions. For
instance, consider the factored path-based reduction » | 1 that counts the number of paths from
s

the source s; the reduction function sum ) is non-idempotent. The initialization function is
instantiated to Z = Av. 1 and the propagation function is instantiated to P = An, e. n that
simply propagates the value of the predecessor.

The following theorem states that if the conditions above except idempotency hold
and the source vertex is not on any cycle then the pull model with non-idempotent reduction

Sk

sull— (v) complies with the specification Speck(v).

Theorem 38 (Correctness of Pull (non-idempotent reduction)) Forall R, F,Z, P,
k> 1, and s, let C(p) = (head(p) = s), if C; - Cg hold, and s is not on any cycle,

S;,fulp(v) = Speck(v).
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A. Initialization:
C;y (Initl): Yo. C({v,v)) = Z(v) = F({v,v))
Cy (Init2): Yv. =C({v,v)) - Z(v) = L
B. Propagation:
C3 (None Propagation): Ve. P(L,e) = L
C4 (Aggregate Propagation):
Vp1, D2, v.
tail(py) = tail(p2) —
let u := tail(py) in
PR(F(p1), F(p2); (w,0)] = R[F(p1 - (u,0)), F(p2- (u,v))]
Cs (Single Path): Vp,e. P(F(p), €) = F(p-e)
C. Reduction:
Ce (Identity): Vn. R(n, L) =n
C; (Commutativity): Vn,n'. R(n,n’) = R(n/,n)
Cs (Associativity): Vn,n/,n”. R(R(n,n’),n”) = R(n,R(n’,n"))
Cy (Idempotency): Vn. R(n,n) =n
Termination:

Cyo (Simple Path): Vp. R(F(p), F(simple(p))) = F(simple(p))

Figure 4.14: Correctness and Termination Conditions

Compared to the previous model, the reduction with the current value is avoided.
However, no path is missed. The difference is only the paths of length 0. The vertices other

than the source s do not have a path of length 0 from s. The source s itself is also correctly
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initialized to the value of F on the zero-length path (s, s), and since s is not on any cycle,
its correct value is never overwritten.

Push Model. We now consider the correctness of the push model to calculate
path-based reductions.

Push model with idempotent reduction. The following theorem states that if the
conditions C; - Cy hold, the value S,Ifush +(v) calculated by the push model with idempotent

reduction, (Theorem 31) complies with the specification Speck(v).

Theorem 39 (Correctness of push (idempotent reduction)) For all R, F, C, Z, P,

and k > 1, if the conditions C; - Cg hold, S§u5h+(v) = Spec”(v).

Push model with non-idempotent reduction.  Similarly, the following theorem states

the correctness of the push model with non-idempotent reduction (Theorem 32).

Theorem 40 (Correctness of Push (non-idempotent reduction)) For all R, F, Z,
P, k>1, and s, let C(p) = (head(p) = s), if C; - Cg hold, and s is not on any cycle,

Sk - (v) = Spect(v)

push—

Termination. We show that under certain conditions, there exists an iteration
k where Spec®(v) (Theorem 36) stays unchanged and converges to the original specification
Spec(v) (Theorem 35). Iterations incrementally consider longer paths; however, longer paths
do not necessarily yield new information. For example, in the shortest path use-case SSSP,
after considering all the simple paths, the longer paths (that are cyclic) cannot lead to shorter
paths (in graphs with non-negative edges). Given a path p, we call the path that results from

removing its cycles the simplification simple(p) of p. In the shortest path use-case SSSP, the
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reduction function R is min and the path function F is weight. Reducing the F value of
simple(p) with the F value of p results in the former. Therefore, simplified paths are enough
to arrive at the same result for the reduction, and longer paths do not change the result. We

capture this property as the condition Cig in Fig. 4.14 and prove convergence.

Theorem 41 (Termination) For all R, F, and C, if the graph is acyclic or the condition

Cio holds, then there exists k such that for every k' > k, Spec® (v) = Spec(v).

Let [ be the length of the longest simple path to the vertex v. After the iteration
k =1+ 1, the value of Spec®(v) stays unchanged. This is because the reduction with the
paths of length greater than [ does not change the value of Spec®(v). If a path p that is
longer than [ exists, then p is not simple, i.e., it includes a cycle. This is refuted if the graph
is acyclic. Otherwise, the simplification of p, simple(p), is already in the set of paths of length
less than [ + 1 and by the condition Cyp, reducing the path value of p with the path value of
simple(p) results in the path value of simple(p).

An immediate corollary of the above two theorems is that iteration eventually
terminates and converges to the specification Spec(v) (if the corresponding conditions in
Theorem 37 to Theorem 40 hold). The final iteration is simply the maximum value of & from
Theorem 41 for all vertices. For example, the corollary for the pull model for idempotent

reduction functions is the following.

Corollary 42 (Termination for pull model with idempotent reduction) For all R,
F, C, I, and P, if the conditions Cy - Cqg hold, and the graph is acyclic or the condition Cqg

holds, then there exists an iteration k such that S;I;ull-s-(”) = Spec(v).

We state the correctness conditions and prove similar theorems for all the models.
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def SynthP (F,R) P = List[V],
Let T be the return type of F. eweight: (V,V) - N
memoize variable v for type 1" and size 1 weight: P - N

memoize variable [ for type Edge and size 1

foreach (literal I; with type T;) Vp.if (p=1)

memoize [; for T; and size 1 weight(p) =0
size <1 else
while (true) let v := head(p),p’ = tail(p) in

E + Candidates (T, size) if (pf=21) weight(p)=0

foreach (e € E) else

if F;R;TF (CyAC5)[P = (Mv,l.e)] let v" :== head(p’) in
return (Av,l. e) weight(p) = weight(p’) + eweight((v’, v})

size < size + 1

(a) (b)

Figure 4.15: (a) Synthesis of the Propagation Function P. (b) Context assertions Example.

4.6.2 Synthesis of Iterative Reduction

Given a path-based reduction Ij JF, we now use the correctness conditions pre-
sented in the previous subsection to automatically synthesize correct-by-construction kernel
functions.

For example, consider the push iterative model with idempotent reduction that we
saw in Fig. 4.8, Theorem 31. By Theorem 39, we need to find the functions Z, P’ and R’

such that the conditions C; - Cyg (presented in Fig. 4.14) hold. We use these conditions to

151



synthesize the functions Z, P’ and R’. In particular, (1) we use the initialization conditions
Cy - Cq to synthesize Z, (2) we use the propagation conditions C4 and Cs to synthesize
P and then wrap it in the following function P’ to handle none L values and satisfy the

condition C3. The some value of v is denoted as [v].

P’ = An,e. if (n=_1) return L else return [P(n,e)]

and (3) we check the conditions C7 - Cy for the reduction function R, and then wrap R in the
following reduction function R’ to handle none L values so that the condition Cg is satisfied.

If the conditions C; - Cg hold for R, they hold for R" as well.

R :=Xa,b. if (a= L) return belse if (b= 1) return a
else return [R(a,b)]

To find candidate expressions for the body of Z and P, we apply a type-guided
enumerative search. It enumerates expressions from the grammar that we saw in Fig. 4.7a in
the order of increasing size. To support overloaded operators, the expression constructors
have union types. To synthesize an expression of the given type, the search only considers
expression constructors that return that type. Given the parameter types of the constructor,
it then recursively searches for the arguments, and uses memoization to avoid redundant
enumeration.

The procedure SynthP that synthesizes P is shown in Fig. 4.15a. (The synthesis of
the other kernel functions is similar.) It starts by memoizing expressions of size one, literals
and variables, to make them available for the synthesis of the body of P. Let T' be the return
type of F; thus, vertices store values of type T. The propagation function P takes a value

stored at a vertex (of type of T') and an edge (of type Edge) and returns a vertex value (of
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type T). Thus, the two input parameters of type 7" and Edge are memoized as available
expressions. Then, candidate bodies for P (of type T') of increasing sizes are obtained.

A candidate is correct if the condition C4 and Cs are valid when P is replaced with
the candidate. To check the validity of an assertion, we use off-the-shelf SMT solvers to check
the satisfiability of its negation. The context of the validity check F;R; T is the definition of
the functions F and R from the given path-based reduction, and a set of assertions I' that
define basic graph functions and relations. We model paths P as lists of vertices V, and
define graph functions and relations including the path functions length, weight, punultimate
and capacity in the combination of the quantified uninterpreted functions and list theories.
Fig. 4.15b showcases the axiomatization of the weight function in I'. The edge-weight eweight
is a function on pairs of vertices (V, V), and the path weight weight is a function on paths P
to natural numbers N. If the list for the path is empty or has a single vertex, the weight
of the path is trivially zero; otherwise, the weight of the path is recursively the sum of the
weight of the path without the last edge, and the edge-weight of the last edge.

For termination, we check a stronger condition than Ci9. We remove an edge
instead of a cycle: for every path p and edge e, if reducing the F value of p with the F value

of p - e results in the former, then the reduction is terminating.

4.7 Experimental Results

Implementation. We implemented the GRAF'S synthesis tool in three parts:
fusion, synthesis and backends. The fusion phase closely follows the fusion rules (of § 4.5.2)

using the visitor pattern. The synthesis phase uses the Z3 SMT solver to check the validity
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of the correctness conditions. GRAFS incorporates a dedicated backend for each frame-
work. Each backend generates a framework-specific C++ file containing the initialization Z,
propagation P, (if needed rollback B) and reduction function R.

Platform and Benchmarks. We performed the experiments on a 4-node
cluster, each with 32 cores and 64GB memory. The experiments for frameworks that are
exclusively for shared memory are performed on one of these nodes. The nodes are connected
via 40Gbps InfiniBand network, and they run CentOS 7.4 Linux x86 64 kernel version
3.10. All programs are compiled with gce-5.1.0 (for Ligra, GridGraph and Graphlt) and
mpich-3.2.1 and openmpi-3.0 (for PowerGraph and Gemini, respectively). We used social
network graphs of various sizes: LiveJournal (LJ, 1.1GB), Twitter (TW, 23GB), TwitterMPI
(TM, 28GB), and Friendster (FR, 31GB). We report the average of 5 executions.

Results Summary. To evaluate the GRAF'S synthesis tool, we study the effect
of fusion on performance. Then, we study the effect of different fusion types separately.
The experiments show that fusion can lead up to 4x and in average 2.4x faster execution
time compared to the unfused codes. We then report the number of lines of code for the
specifications and their synthesis time. Compared to existing frameworks, GRAFS allows
significantly more concise specifications, and can efficiently generate code in less than two
minutes. Finally, we compare the synthesized code with handwritten versions for use-cases
available in the frameworks. Experimental results show that the synthesized code either
matches or outperforms handwritten code. We then show that synthesized programs scale

similar to handwritten programs.
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Table 4.1: Execution times (in seconds). H: Handwritten, S: Synthesized, R: the ratio H/S.

Ligra GridGraph Gemini PowerGraph (Push) | PowerGraph (Pull) | Graphlt (Push)
Prog. | Input
H S R H S R H S R H S R H S R H S R
LJ 1.03 | 0.33 | 3.1 | 15.3 | 3.8 4 1.2 0.4 3 204 | 6.4 3.2 36 10 3.6 0.63 | 0.21 3
™ - - - 82 23 3.6 | 72 3.7 2 120 48 2.5 292 | 81 3.6 16.3 | 5.4 3
DRR
™ - - - 141 | 44 | 3.3 | 89 | 3.8 | 2.3 | 166 50 3.3 462 | 86 2.9 19 6 3.1
FR - - - 265 | 73 | 3.6 | 13 4.9 | 2.6 | 247 | 86 2.9 522 | 154 3.4 30 9.3 | 3.2
LJ 1 036 | 2.7 | 141 | 44 | 3.2 | 1.18 | 0.62 | 1.9 | 20.5 | 7.5 2.7 37 10 3.7 0.61 | 0.29 | 2.1
™ - - - 85 28 | 3.1 6.2 5 1.2 | 122 50 2.4 293 | 99 2.9 16.1 | 83 | 1.9
Trust
™ - - - 122 | 40 3 7.5 56 | 1.3 | 157 71 2.2 455 | 129 3.5 172 69 | 2.5
FR - - - 218 | 117 2 10.1 | 6.7 | 1.5 | 252 98 2.6 526 | 173 3 28 13 | 2.1
LJ 1.02 | 0.63 | 1.6 | 11.5 6 1.9 | 1.13 | 086 | 1.3 | 23 | 15.1 1.5 41 28 1.4 0.59 | 0.39 | 1.5
™ - - - 74 47 | 1.6 | 6.1 49 | 1.2 | 130 | 108 1.2 - - - 16 114 | 1.4
LTrust
™ - - - 142 | 82 | 1.7 | 7.3 6 1.2 | 200 | 134 1.5 - - - 10 | 20.1 2
FR - - - 210 | 175 | 1.2 | 10.2 | 88 | 1.1 | 286 | 198 1.5 - - - 34 (249 |13

Ligra Grid Gemini PG PG Graphlt Ligra Grid Gemini PG PG Graphlt Ligra Grid Gemini PG PG Graphlt
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Figure 4.16: Edge-work Ratio: Normalized # of edges processed by the fused over the
unfused version. Missing bars correspond to programs not successfully running on input

graphs.
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Figure 4.17: Edge-work ratio: # of edges processed by the fused over the unfused version.

Missing bars correspond to programs not successfully running on inputs.

The Effect of Fusion. We study the performance benefits of fusion on
the more elaborate use-cases: TRUST, DRR, and LTRUST (presented in Fig. 4.6). The
absolute execution times and edge-work ratio are presented in Table 4.1 and Fig. 4.16
respectively. The goal of these measurement is to compare handwritten and synthesized
programs. Therefore, for each pair, we fix the framework, its configuration and the iterative
model. These measurements are not meant to compare frameworks with each other, as fine-
tuning configurations is framework-specific and orthogonal to the goal of these experiments.
The number of edges processed by a program indicates the number of times that propagation
happens across edges; thus, it represents the amount of computation performed throughout
the execution. The edge-work ratio is the number of edges processed by the synthesized
(fused) programs normalized w.r.t. that by the unfused versions. The experimental results
show that fusion reduces the edge-work ratio up to a quarter and leads to up to 4x speedup.
These use-cases benefit from fusion rules for path-based and vertex-based reductions, common

operation elimination and factoring of nested vertex-based reductions.
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DRR. DRR calculates the ratio of the diameter over radius sampled over two
sources. In addition to the rules FMPAIR, FRPAIR and FLETSBIN which fuse path-based
and vertex-based reductions, common operation elimination factors redundant path-based
computations in diameter and radius. Therefore, instead of 4 reductions, GRAFS fuses and
calculates 1 reduction. In Fig. 4.16, we observe that the edge-work ratio is 25-40%. This
translates to 2-4x speedup in Table 4.1.

TRUST. TRUST specifies the trust from a given set of sources to other vertices.
It applies division and maximum operator between path-based reductions: the widest and
shortest paths. The rules FILETBIN and FMPAIR fuse the 4 path-based reductions to 1.
As Fig. 4.16 shows, the edge-work ratio is 25-40%, and as Table 4.1 shows, the speedup is
1.2-3.7x. We note that the theoretical bound on the edge-work ratio for both DRR and
TRUST is 25%, which happens when the path-based computations for the two sources fully
overlap.

LTrusT. Given a source s, LTRUST calculates the narrowest of the widest paths
to vertices within the distance RADIUS from s. LTRUST has a nested reduction for RADIUS
that is factored and then fused. Moreover, the two path-based reductions, the narrowest and
shortest paths, are fused by the rules FILETBIN and FMPAIR. This results in a sequence
of two iteration-map-reduce rounds. The unfused and fused programs perform four and
two sequences of iteration-map-reduce rounds respectively. The theoretical bound for the
edge-work ratio is 50% . Fig. 4.16 shows that the edge-work ratio is 57-85% which translates

to 1.1-2x speedup in Table 4.1.
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Fusion Types. In order to study the performance benefits of different types of
fusion rules, we compare the unfused and the fused implementations of three representative
use-cases: WSP, NWR and RADIUS (presented in Fig. 4.6). Fig. 4.17 shows the edge-work
ratio. We visit the use-cases and the applied fusion rules in turn.

WSP. The unfused program for WSP consists of two computation phases over
the edges of the input graph, one after the other. The first calculates the shortest paths from
the given source to all the vertices, and the second computes the capacity of the widest path
across the shortest paths. WSP is fused by the rule FPNEST that fuses nested path-based
reductions. The fused program executes the two computations above in one pass over a pair
of values.

Assessment.  Fig. 4.17a and Fig. 4.17d show the edge-work ratio of WSP for
unweighted and weighted graphs respectively. In unweighted graphs, the fused program
processes half the number of edges processed by the unfused program (50% ratio). The ratio
is 50-70% for the weighted graphs. When graphs are unweighted, each edge represents a unit
cost (either weight or capacity). In each iteration, the set of edges that contribute to the
weight and capacity values of a vertex are the same. The fused program exploits this overlap
by simultaneously propagating the two values across each edge. However, for weighted graphs,
the two values can be propagated to the vertex in different iterations resulting in different
shortest and widest paths. Hence, the fused program exploits the partial overlap between
the processed edges.

NWR. The unfused version of NWR, calculates the narrowest and the widest

paths separately. The two are fused by the rule FMPAIR that fuses multiple path-based
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reductions into one. It fuses the two reduction functions to one reduction function that
operates on pairs. The fused propagation function passes the narrowest and widest values
over an edge at the same time.

Assessment.  Fig. 4.17b and Fig. 4.17e show the edge-work ratio for NWR for
unweighted and weighted graphs respectively. Similar to WSP, the fused program reduces
the number of processed edges to 50% for unweighted graphs and to 51-73% for weighted
graphs.

RADIUS. RADIUS computes eccentricity (i.e. the maximum shortest distance) by
sampling over two sources. The unfused version computes eccentricity separately for each
source. However, RADIUS is fused by the rule FMPAIR (that we considered above) and the
rule FRPAIR which fuses multiple vertex-based reductions into a single reduction.

Assessment.  Fig. 4.17c and Fig. 4.17f show the edge-work ratio for RADIUS for
unweighted and weighted graphs respectively. We observe that on unweighted graphs, the
edge-work ratio is 52-78%. This ratio is 53-74% on weighted graphs. Even though fusion
enables computation of multiple eccentricity values at the same time, contrary to WSP and
NWR, we do not observe the 50% reduction. This is because eccentricity computations
across different sources can occur via non-overlaping paths. The fused version exploits the
partial overlaps.

We observe that the reduction in edge computations is different across different
frameworks as well. For example, the edge-work ratio is 52-68% in GridGraph, whereas
54-78% in PowerGraph. This is because of the difference in the scheduling strategies across

these different frameworks, that lead to different overlaps in edge computations.
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Figure 4.18: (a): Synthesis time and the number of lines of code, (b): Scalability on Ligra.

X-axis: # of cores. Y-axis: time is logarithmic scale. H: Handwritten. S: Synthesized.

Synthesis Time and LoC. Fig. 4.18a presents the synthesis time for the
use-cases. Synthesis is done in less than 2 minutes and often less. It also compares the
lines of code (LoC) that user should write in GRAFS and the other five frameworks. For
each use-case, it reports the number of lines of code of the functions or struct definitions
where a change is needed for that use-case. We observe that the GRAFS specifications are
significantly smaller.

Synthesized Matching Handwritten. We compared the performance of the
synthesized programs and their equivalent handwritten programs on five use-cases BF'S, CC,
SSSP, WP (widest path) and PR. We adopted the handwritten implementations of BF'S,

CC, SSSP and PR that are available in the frameworks, and developed WP based on SSSP
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Table 4.2: Execution Times (in seconds). H: Handwritten, S: Synthesized, R: the ratio H/S,
ER: edge-work ratio. Missing cells are due to either missing handwritten use-cases (PR) or

not successfully running on an input

Ligra GridGraph Gemini PowerGraph (Push) PowerGraph (Pull) Graphlt (Push)
Prog. |Input

H| S| R |[ER| H S R |ER||H | S | R |[ER|| H S R |ER| H S R [ER| H| S | R [ER

LJ ]0.380.37{1.02| 1 |[1.56|1.56| 1 1 ]/0.38]0.39{0.99| 1 59 | 5.6 |1.04| 1 10.1| 9.3 {1.09| 1 |{0.16/0.15|1.06| 1

TW | 8.6 8.7(0.98| 1 [|210]195(1.07| 1 ||29]29| 1 133730811 1 69.6 642 1.08) 1 ||46(38|1.2| 1

Brs T™M | 71| 7 |1.01| 1 || 487|472 |1.03| 1 ||3.1]3.2]|0.96| 1 || 48.8|43.4(1.12| 1 |{108.9|106.3/1.02| 1 |[4.1]|41] 1 1
FR - - - - 521|532 (0.97| 1 |[3.7]3.9]0.96| 1 ||69.9]64.8|1.07| 1 131 | 118 (1.11| 1 || 7.8 8.2 |0.95| 1

LJ [0.36/0.38/0.94| 1 |/2.21|2.22|/0.99| 1 ||0.77|0.77| 1 1 13 10 | 1.3 ]0.45|| 19.6 | 18.9 [{1.03| 1 ||0.18]0.19/0.94| 1

TW | 21 | 20 |1.05| 1 |[ 230|214 |1.07| 1 || 4.8|4.9]0.98| 1 || 84.469.6|1.21]0.33|{122.6/119.1|{1.02| 1 || 6.3 |7.5|0.84| 1

« T™M | 13 | 15 |0.86| 1 |[ 432|423 |1.02| 1 || 7.5|7.6|0.98| 1 |{160.3|/129.7|1.23|0.45|(262.7|241.4/1.08| 1 || 6.1 |6.1| 1 1
FR - - - - 606 | 599 |1.01| 1 14 |14.3]0.98| 1 (|259.1]200.7| 1.3 |0.43(|292.3| 293 |0.99| 1 |(|12.2(11.7|1.04| 1

LJ [0.54]/0.57(0.94| 1 |/2.42| 2.1 |1.15| 1 ||0.45|0.49/0.9 | 1 73|73 1 1 13.3]13.1(1.01] 1 || 0.2]0.22/0.9| 1

™ | - - - - ]/201]205(0.98| 1 ||28]|28]| 1 1 361| 35 [1.03] 1 87.684.6(1.03| 1 || 44|4.7|0.93| 1
sSSP ™ | - - - - 1490 | 487 | 1 1 (/28| 3 (094 1 ||47.5|48.8|0.97| 1 |[137.4/125.3|1.09| 1 5 (5.3(0.94| 1
FR - - - - 572|570 | 1 1 5 15410.92| 1 || 96.1{90.9 1.05| 1 [|176.9/182.9/0.96| 1 (|12.6| 14 [0.9 | 1

LJ [0.61]/0.64{1.04| 1 |/3.46| 3.2 |1.08| 1 |/0.45|0.47(0.97| 1 78 |1 79 1098 1 15.1| 14.7 ({1.02] 1 |{0.25 0.2 |1.25]| 1

™ | - - - - || 245|242 |1.01| 1 3 3 1 1364|364 1 1 93.2191.68/1.01| 1 ||55| 5 |1.1| 1

WP ™ | - - - - 114791498 10.96| 1 |[3.2]32] 1 1 |/57.6| 54 |1.06] 1 |/175.7|160.5/1.09| 1 |/ 8.2|7.5|1.09| 1
FR | - - - - || 551|545 (1.01| 1 || 5.5|5.8(0.95| 1 ||86.3|97.2|0.88| 1 |/198.4/225.8/0.87| 1 (|10.9/9.6 |1.13| 1

LJ |19.5] 19 |1.01| 1 44 | 37 |11 1 || 21|21 1 1 - - - - 80 80 1 1 ||11.8|11.4|1.03| 1

TW | 673|664 | 1 1 |/1000| 908 | 1.1 | 1 |[282|400|0.7 | 1 - - - - 1128 11041 |1.08| 1 |[319|331|0.96| 1

R TM | 597|646 0.92| 1 |{1399(1441|0.97| 1 || 880|860 [1.02| 1 - - - - 11571078 [1.07| 1 || 596 | 613 0.97| 1
FR | - - - - ||1023]| 995 |1.02| 1 || 590|577 |1.02| 1 - - - - 601 | 548 |1.09] 1 |[260|280|0.93| 1

by updating the path function. Table 4.2 shows the execution times of the handwritten
programs (H) and synthesized programs (S), and their relative ratio (R), i.e., former divided
by the latter. It also reports the edge-work ratio (ER) that is the number of edges processed
by the synthesized programs divided by that processed by the handwritten versions. (The PR
use-case was run until convergence.) Although the execution time is primarily dependent on

the number of processed edges, it is also dependent on the efficiency of the kernel functions,
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which is influenced by the number of vertex and edge variables and atomic operations. To
have a more precise comparison, in Table 4.3, we further compare the number of atomic
operations per edge computation, and the state maintained per vertex and edge, which are
two key factors for efficiency of graph computations.

Assessment.  We observe in Table 4.2 that the synthesized programs process the
same number of edges compared to handwritten programs in Ligra, GridGraph and Gemini.
On PowerGraph (for the use-case CC in the push model), the synthesized program process
fewer edges. This is due to unnecessary processing of all the edges in the first iteration
in the handwritten program which the synthesized version avoids. We also observe that
the execution time is closely related to the number of processed edges. The performance
of the handwritten and synthesized code is similar in most cases. The synthesized CC for
PowerGraph in the push model performs 28% faster. We observe in Table 4.3 that the number
of atomic operations per edge is exactly the same as that in the handwritten programs, and

the size of the state per vertex and edge is minimal.

Table 4.3: Metrics for Comparing Handwritten and Synthesized Code. H: Handwritten, S:

Synthesized. (PowerGraph does not require the user to write atomic operations.)

Vertex Data Size (bytes) :: Edge Data Size (bytes) # Atomics Per Edge

Prog. Ligra GridGraph Gemini PowerGraph | Graphlt Ligra | GridGraph | Gemini | PowerGraph | Graphlt
H S H S H S H S H S |H|S| H S H| S H S H| S
BFS | 8:0 | 8:0 | 8:0| 8:0 | 8:0 | 8:0 | 12:0| 12:0 | 4::0 | 8:0 | 1 | 1 1 1 1 1 0 0 1 1
CC | 4:0 | 4:0 | 4:0 | 420 | 4:0 | 4:0 | 8:0 | 8:0 [4:0 | 40| 1 |1 | 1 1 111 0 0 1 1
SSSP | 4:4 | 4:4 | 44| 424 | 404 | 404 | 44 404 | 44 4411 1 1 1 1 0 0 1 1
WP | 404 | 404 | 424 | 424 | 424 | 424 | 404 4::4 44 1 44| 1|1 1 1 1 1 0 0 1 1
PR 4:0 | 4:0 | 4:0| 4:0 | 8:0 | 8:0 | 8:0 8:0 | 420 | 420 | 1 |1 1 1 1 1 0 0 0 0
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Scalability. Fig. 4.18b shows the scalability of both the handwritten and
synthesized code on the Ligra framework and LJ input graph for four use-cases: TRUST,
DRR, LTRrusT, and WSP. The speedup remains steady around 2.5x, 3.1x, 1.5x and 1.5x%
respectively. As we saw in § 4.5, fusion preserves, and furthermore increases, the parallelism of
specifications. Moreover, the synthesized codes retain the edge- and vertex-level parallelism
offered by the frameworks. They never rely on major synchronization bottlenecks (e.g.,
locking multiple edges or vertices at the same time). Thus, synthesized programs scale similar

to handwritten programs.

4.8 Related Work

Graph Processing Frameworks. Graph processing systems provide interfaces
to hide the implementation details such as parallelism, synchronization and communication
in scalable runtimes. At the heart of graph computations are operations over vertex and
edge values and scheduling policies to determine the order in which operations are performed.
Parallelism is often extracted at the vertex and edge level, and hence, most interfaces allow
computations to be directly expressed as vertex-level and edge-level operations [330, 320, 319,
188, 428, 508, 190, 509, 408, 505, 360, 220, 130, 463, 339, 462, 338|. Certain DSLs raise the
abstraction level by expressing the operation in the form of sequential programs or datalog
queries, in order to simplify development of graph algorithms [505, 225, 12, 405, 454, 421].
Others [110, 426, 185] focus on generating implementations of graph algorithms for different

architectures such as GPUs. Unlike our synthesis process that generates codes for multiple
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graph processing frameworks, these systems generate implementations that are tied to their
runtime specifics. Moreover, name synthesizes the kernel functions.

Declarative Graph Processing DSLs. Fregel [151] is a domain-specific
language that allows graph computations to be expressed as a higher-order function that
is applied at every vertex. Its latest version compiles code to the Giraph and Pregel+.
Similar to name, Fregel is declarative, models termination conditions, and applies optimizing
transformations (such as tupling). Following Fregel, Palgol [504| extends Fregel’s functional
interface with remote data access. Similarly, s6graph [118] is a graph processing framework
with a functional interface and dedicated runtime. In addition to a vertex-centric inter-
mediate language, name presents a higher-level language for path-based computations and
its semantics, formally models a comprehensive set of the common iterative models and
proves the formal correctness and termination conditions for them, captures the canonical
iteration-map-reduce primitives as a let form and presents several fusion optimization types
that transform specifications into these primitives, combines type-directed enumerative
and constrained-based synthesis to generate the iterative kernel functions, and generates
implementations in five graph processing frameworks.

Elixir [386, 387] captures a graph computation as an operator on a graph neigh-
borhood that is iteratively applied to the graph non-deterministically. It allows declarative
constraints for scheduling, implementation selection, and synchronization insertion into the
operators and applies automated planning to find multiple implementations. LM [126] and
CLM [125] present a logic programming language for programming over graph structures

and algorithms. Similar to Elixir, CLM supports declarative specification of scheduling
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and partitioning policies that allows programmers to add logical rules for optimization. In
contrast, name offers a more high-level specification language for path-based computations,
applies fusion optimizations, formalizes correctness and termination conditions for iterative
computations, and uses them to automatically synthesize the iterative kernel functions.

To simplify constructing and reasoning about programs, declarative programming
[404] is applied to many domains such as compiler optimization [305], parallel programming
[126] and configuration generation [219].

Program Synthesis. Program synthesis has always been an area of interest
for computer scientists. Previous works have employed enumeration [452, 231]|, variants
of syntax-guided synthesis [22] and type-guided synthesis [366, 383] to synthesize protocol
snippets [452] and Excel macros {195, 197]. name’s synthesis process enumerates graph
processing kernel functions based on a syntax grammar for local computations.

Previous works have also used constraint solving to fill holes in program sketches
[438, 437| including architectural kernel functions [481], and to synthesize control structures,
imperative programs [441, 161] and program templates [51], and to compose APIs [234, 427].
The name synthesis tool applies SMT solvers to check that the candidate kernel functions
satisfy the correctness conditions of the iterative models. Built on top of Fregel, [350] uses
SMT solvers to optimize kernel functions. In contrast, name automatically synthesizes the
kernel functions.

Superoptimization is another thread of synthesis which applies stochastic search
methods to synthesize programs [340, 242, 243, 49, 419]. Moreover, Souper [416] took a step

further by synthesizing superoptimizers. In contrary to superoptimization which focuses
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on optimizing machine-level code, name fusion rules optimize high-level graph processing
specifications.

Distributed and concurrent program synthesis. Big\ [433| synthesizes map-
reduce-style distributed programs and SCYTHE [468| synthesizes SQL queries based on the
programming-by-example approach. Hamsaz [227] minimizes and synthesizes coordination
between replicas in a distributed system. Transit [452] describes a distributed protocol as
both symbolic and concrete execution fragments called concolic snippets, and applies solvers
and user feedback to interactively generate the implementation. All three works above have
different synthesis domains than name.

Previous works have synthesized concurrent programs either by inferring atomic
sections and inserting synchronization primitives [72, 111, 127, 208, 456, 457|, or by following
semantic preserving rules to transform sequential to concurrent programs [101, 102, 100].

Fusion. Fusion is a versatile optimization technique. Loop fusion [129, 256,
390, 76] merges the bodies of loops on regular structures such as arrays and hence reduces
the number of memory accesses and improves locality. Fusion also has been applied to
tree structures [395, 394, 414, 415] to combine multiple phases of traversal or fuse different
stages of data processing pipelines [412] to enhance data locality. Deforestation of functional
programs [465, 184, 112, 239| combines a sequence of function applications into a single
application and eliminates intermediate values. However, deforestation is oblivious to the
primitives of graph computation. Graph computations use three fundamental primitives;
thus, name structures these primitives as the triple-let term. The fusion rules transform

computations to this structure and maintain it during fusion.
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Chapter 5

Verified Tensor Graph Rewrite

5.1 Introduction

Deep learning (DL) is pervasive in modern day machine learning (ML) workloads.
Researchers and practitioners use different topologies of neural networks such as convolutional
neural networks [268], graph neural networks [258] and transformers [455] to perform various
prediction tasks such as image classification [215], language modeling [136], etc. They
usually express these ML computations using a tensor language, such as TensorFlow [10],
PyTorch [372], and JAX [173].

Programmers usually express these computations using tensor operations (e.g.,
convolution, matrix multiplication, non-linear activation, etc) that are supported by modern
ML frameworks. These ML frameworks then optimize the tensor computation graphs
specified from the users’ programs. One of the important optimizations is graph rewrite.
XLA [444] is a production tensor compiler used by TesnsorFlow and JAX to generate code

for different hardware backend, such as CPUs, GPUs, and TPUs [245, 244]. In the XLA
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compiler, the graph rewrite optimization is known as the algebraic simplification pass'. It
rewrites parts of the tensor computation expressed as a computation graph into an equivalent
but potentially faster tensor computation. For example, under a certain precondition, an
expensive dot operation may be decomposed into a simpler composition of element-wise
multiplication and broadcast operations. Usually, these rewrites are algebraic in nature, and
production compilers include hundreds of such rewrite patterns. For instance, in XLA’s
algebraic simplifier, there are more than 130 tensor rewrite rules spanning more than 7,000
lines of C++ code. XLA always executes this pass when compiling any program regardless
of the backend target. Thus, it is important that we have confidence that the rewrite rules
are correct.

The goal of this work is to formally prove the correctness of tensor rewrite rules
that are present in a production quality compiler such as XLA. There has been multiple
works on verifying tensor rewrite rules. However, they fall short in realizing our goal due
to multiple reasons. TASO [235] proves that certain tensor rewrite rules are correct, but
due to its axiomatic proof technique, it requires new manually-written axioms to verify the
majority of the XLA tensor rewrite rules. PET [469] can represent and prove expressive tensor
rewrites without relying on axioms, but its proof methodology works on only linear operations.
Equally importantly, these existing systems cannot fully support verifying rules for tensors
with unbounded dimension sizes and ranks. The ability to verify unbounded tensors is crucial

because most algebraic simplification rules in XLA are applicable to unbounded tensors.

"https://github.com/tensorflow/tensorflow/blob/master/tensorflow/compiler/xla/service/
algebraic_simplifier.cc
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We present TENSORRIGHT a verified tensor rewrite system that is able to both
represent and prove the majority of the XLA tensor rewrite rules with unbounded tensor ranks
and dimension sizes. TENSORRIGHT provides the first formalism of XLA tensor operators in
a purely functional manner using the denotational semantics (Section 5.4). We introduce
TENSORRIGHT DSL for implementing rewrite rules. The DSL consists of a core language
specification for the XLA tensor operators and additional constructs to specify operations
on dimensions, which aid in verifying the rewrites. We use the denotational semantics of
operators to generate correctness verification conditions for the rewrite rules in a rank and
dimension size polymorphic manner. To achieve this, we embed the semantics of each operator
as an executable specification in TENSORRIGHT DSL. We generate a verification condition of
a rule by symbolically executing the LHS and RHS expressions and asserting their equality.
We introduce new dimension type constructs to handle unbounded dimension sizes and ranks.
Overall, TENSORRIGHT is the first system to both formally specify a production compiler’s
tensor operators and prove rewrite rules for unbounded tensors.

We show that TENSORRIGHT is able to specify and prove the majority of the
XLA rewrite rules containing complicated preconditions and tensor operator combinations
(Section 5.7). Further, we generalize some of the existing rules in XLA by relaxing some
of their preconditions. Note that most of these preconditions were put in by the compiler
developers to simplify some of the intricate index and dimension size calculations necessary
to make the rule correct in a general case. With the aid of TENSORRIGHT we believe in the

future, compiler engineers can quickly iterate through complicated rules to get feedback on
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their correctness leading to productivity increases and more complicated rewrite rules inside

the compiler.

5.2

In summary, this paper makes the following contributions.

We present TENSORRIGHT DSL that consists of XLA operators and other constructs
on dimensions and accesses that allows users to write complex tensor rewrite rules with

preconditions.

We provide the first formal semantics of tensor operators used in the production XLA

compiler.

We introduce the first verification methodology to verify tensor rewrite rules on tensors

with unbounded ranks and dimension sizes.

We show that our tensor rewrite system can represent and prove 104 out of 123 rules
of interest in the XLA’s algebraic simplifier. Additionally, we show evidence on how

TENSORRIGHT can be used for generalizing overly constrained XLA rewrite rules.

Motivation

The algebraic simplifer of the XLA compiler, contains hundreds of rewrite rules

that get executed during compilation of programs. Currently, neither the rewrite rules nor

the rewrite engine is verified. The compiler developers check the correctness of those rules

via unit tests and often limit the generality of the rules to alleviate concerns of introducing

compiler bugs.
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Tensor rewrite rules deployed inside the XLA compiler (1) support rules that involve
complex XLA operations, and (2) work with tensors of arbitrary ranks and dimension sizes.
The first property is intrinsic, while the second property is important since the compiler
should not miscompile on some dimension sizes. Existing verified tensor rewrite systems
either cannot express or prove the tensor rewrites satisfying the above properties. We present
TENSORRIGHT a verified rewrite system that can both represent and prove the rewrites
used in a production compiler such as XLA for tensors with unbounded ranks and dimension

sizes.

5.2.1 Example Rewrite Rule

To illustrate how TENSORRIGHT achieves its goals, let’s consider the following
simple rewrite rule extracted from XLA’s algebraic simplifier that uses the dot (einsum)

operation. Note that we have omitted some operands and details of shapes for simplicity.

dot(A,B) = binary(broadcast (A), broadcast (B) , *) (5.1)

The dot operation performs a sum reduction along the contracting dimensions
of element-wise multiplied tensor values across tensors A and B. The output tensor has
union of all non-contracting dimensions from both A and B. For the 2-dimensional case
with one contracting dimension, it simply becomes the general matrix multiplication. The
general N-dimensional case can have any number of contracting dimensions. The above
DoTrTOMULTIPLY rewrite replaces an expensive dot operation with a composition of element-

wise binary multiplication and broadcast operations. This rewrite is generally not correct,
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unless A and B have no contracting dimensions. Fig. 5.1a illustrate this computation on
2-dimensional input tensors. Since there are no contracting dimensions, there is no need for

reduction, so this RHS tensor expression is equivalent to the LHS expression.

5.2.2 Representation and Proof

Here, we illustrate the challenges in representing and proving the DOTTOMULTIPLY
rewrite rule in Eq. 5.1 — to be correct for tensors A and B of unbounded dimension sizes

and ranks — and show how our design of TENSORRIGHT overcomes these challenges.

Challenges in Representation First, the rewrite system should allow specifying the
rule with arbitrary dimension sizes and ranks for tensors A and B. Second, it should allow
specifying operations on dimensions themselves (e.g., computing the output dimensions of dot).
Third, it should model tensor operations covering the expressivity and parameterizations in

XLA. Last, it should allow defining a precondition of a rule (e.g., no contracting dimension).

TENSORRIGHT Representation TENSORRIGHT DSL models XLA operations and allows
the developers to specify the DoTTOMULTIPLY rule with the parametric form shown in
Fig. 5.1b. Instead of storing dimension sizes as an array or a list, we use dimension maps.
This allows us to perform operations supported by maps to operate on dimensions (key) and
their sizes (value). If the map is left uninterpreted and represented using meta variables, the
rule representation becomes both rank and dimension size polymorphic. In Fig. 5.1b, s, s, s”
are shapes of tensors A, B, and the output of the dot operator respectively, while d,d’, d”

denote their dimension maps. The rule uses Dims function to retrieve the dimension maps
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broadcast(RHS) to {s1,s2,s3,s4}

/

binary(LHS, RHS) = output{s1,s2,s3,s4}

(a) Hlustration of the DOTTOMULTIPLY rule

DotToMultiply :

let &’ = Dims(s”) in

dot v (As, By, 0,0) = binary(broadcast(A4, Id, d"), broadcast(B, Id, d”), )

FoldConvinputPad :

let mo; = my +myp in

let mop, = mp, + Mypyp in

convolution(pad(t, 0, myp, mup, Map), t', 06, 4if, tof, My, My, My, M)
== mip=0Am;=1

) ;. ,
convolution(t, ', iy, iif, lof, Mol Mok, Moi, M)

(b) Example Rewrite Rules in TENSORRIGHT DSL

Figure 5.1: Motivating examples
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from their corresponding shapes. The rule’s RHS broadcasts both tensors A and B with
d” to have the same shape as the output of the dot. Note that we supply the empty set of
dimensions as the final two arguments to dot in the LHS, indicating the precondition that
there must be no contracting dimensions.

TENSORRIGHT supports much richer rewrites with complex preconditions. Consider
the FOLDCONVINPUTPAD shown in Fig. 5.1b. The idea behind the rule is simple: to fold
the padding operator into the convolution operator. However, computing how this external
padding composes with existing padding in the convolution operator is non-trivial. Since
TENSORRIGHT DSL uses dimension maps, we can express these padding sizes (mor, mop)
using a series of map operations. Further, we can represent and prove even a more general

version of this rule with interior padding (Section 5.7).

Challenges in Proving Soundness A desired verified tensor rewrite system should be
able to prove all or at least a large proportion of rules. Most widely adopted approach in
tensor graph rewrite proofs is an axiomatic approach, where the rewrite language designer
comes up with a sufficient set of lemmas about the tensor operators, which are then used to
prove increasingly complex rules. However, this approach requires the designer to update

the core set of lemmas when new rules are introduced and can quickly become cumbersome.

TENSORRIGHT Proof Strategy We introduce a new approach based on denotational
semantics of tensor operators to prove rules with unbounded rank and dimension sizes
for input tensors, which we describe briefly in Section 5.5 before diving into details later.

Typically, the number of tensor operators is much fewer than the number rewrite rules,
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making our approach more scalable than a purely axiomatic approach. As shown in § 5.7,

we can prove a majority of the rules in XLA’s algebraic simplification pass for unbounded

ranks and dimension sizes.

5.3 Overview

~

Tensor Rewrite

Dimension Te"sS’S”Eight Denotational
Types rdtiids Semantics

Rule

TensorRight
Symbolic Execution

:.' Syntactic \
Algebraic Checks )\ :

+» Verified ? Yes/No

SMT Solver

C++ kernel
implementing
the rewrite rule

C++ Code —
Generator J

Figure 5.2: TENSORRIGHT overview and workflow

\

Fig. 5.2 shows the overview of TENSORRIGHT components. The denotational
semantics of operators (§ 5.4) are implemented as executable specifications, embeded in
TENSORRIGHT DSL. Rewrite rules written in TENSORRIGHT DSL are programs that symbol-
ically execute the operators’ specifications and generates symbolic representations of the LHS
and RHS expressions. The verification condition of a rule is simply the assertion of equality
between the LHS and RHS expressions (§ 5.5). The dimension types in TENSORRIGHT DSL
allow the proof system to support unbounded tensor dimension sizes and ranks.

Our system design provides additional compelling features. First, the user can
use TENSORRIGHT to concretely execute tensor expressions to intuitively understand what
preconditions may be needed to prove a rule. This increases user productivity. Second, since

the rules are represented in a declarative form, we can automatically generate imperative C+-
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code that matches and rewrites patterns in computational graphs using this rule specification.
We have built a prototype C++ code generator to showcase this functionality. This allows
TENSORRIGHT to automatically translate new rewrite rules written in TENSORRIGHT DSL

to C++ code, which can be integrated (literally copied) into the XLA compiler itself.

5.3.1 TENSORRIGHT Rewrite Rules

Similar to many other tensor rewrite systems, TENSORRIGHT rewrites are modeled
as rewriting a LHS tensor expression to a RHS tensor expression, subject to certain precon-
ditions, which the LHS expression should satisfy. The users use the constructs provided by
TENSORRIGHT DSL to write both tensor expressions and the preconditions. Preconditions are
predicates that operate on the LHS tensor expression. We use the notation t;gs =¢ tras
to represent a generic tensor rewrite, where t;,ygs and tgrgg are the LHS and RHS tensor
expressions respectively, and C are the set of preconditions under which the rewrite rule is

supposedly correct, which is verified by our system.

5.3.2 TENSORRIGHT Language Constructs

The TENSORRIGHT DSL provides constructs to define input tensors, dimensions,
accesses and perform operations on them. Here, we look at some of the constructs briefly
before we present more thorough definitions in Section 5.5.

Dimensions. TENSORRIGHT represents dimensions as mapping from dimension
names (shown with 4) to their sizes. For example, consider a 3-dimensional tensor ¢ with three
dimensions ig, 41 and io with sizes of 3, 4, and 5, respectively. We represent dimension map

of t as {ig — 3,41 — 4,42 — 5}. Dimension maps remain uninterpreted during our definition
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of denotational semantics. During symbolic execution, we introduce the concept of aggregate
dimensions (Section 5.5.1) to reason about a collection of dimensions simultaneously and use
symbolic variables to represent dimension sizes. This way we support verification of rewrites
on unbounded tensor rank and dimension sizes.

Accesses. Accesses allow us to retrieve an element from a tensor at a particular
location. We model accesses as a map a from dimension names to access value in each
dimension. For example, let’s consider the same 3-dimensional tensor ¢ with dimension map
{ip — 3,11 — 4,i2 — 5}. An access map of a = {ip — 2,11 — 3,4y > 4} retrieves the
element at the second location in ig, third location in i1, and forth location in 5.

Tensors and Operations. We model tensors as a mapping @ — v from accesses a
to values v of type integer or real. We then model tensor operations in the core TENSORRIGHT

DSL langauge and define the denotational semantics for the language in § 5.4.

5.3.3 Proving Correctness

We define the denotational semantics of TENSORRIGHT DSL in § 5.4. Given the
semantic rules, TENSORRIGHT generates the verification conditions required to prove the
correctness of the rewrite rule. Given the rule t;gg =¢ trmg, our proof obligation states
that if the precondition C is satisfied, the semantics of ¢; g and trys must be equal. More
specifically, TENSORRIGHT symbolic execution engine generates the verification conditions
by interpreting the LHS and RHS tensor expressions under a general access with symbolic
indices chosen from the domain of accesses of the two expressions. Then, TENSORRIGHT
asserts the equality of the interpreted results from LHS and RHS as a verification condition.

For some rules that require reasoning about reductions, we develop proof extensions via a
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few lemmas to make the verification feasible as detailed in Section 5.5. Note that, a vast

majority of rules are proven without using these lemmas.

5.4 TENSORRIGHT DSL & Semantics

This section first presents the core syntax of TENSORRIGHT DSL — which closely
models the core syntax of XLA operators — and then the denotational semantics of the

language.

5.4.1 Core Syntax

We capture the core syntax of TENSORRIGHT DSL in Fig. 5.3. Values that tensors
store can be of either Integer, Real, or Boolean types 7. We denote primitive literals as n
and we use the bold font to represent literals of different types. An integer term n can be an
integer literal, or an application of a binary operator to two integers. We use i to represent
dimension indices or names. The indices are merely labels for dimensions, and they don’t
enforce particular ordering of dimensions. We note that this representation of dimension
differs from that of XLA, where the dimensions of the tensors are represented as an ordered
list.

Maps m are an essential part of the language. A dimension map d maps a dimension
index i to the size of the dimension. An access map a specifies access values for each dimension
inside a tensor. We represent maps m (also denoted as d for dimension maps and a for access
maps) as a set of finite mappings i — e of indices i to expressions e. The map m[i — e]

updates the value of m at index i to the new value e. Other operations on maps include
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T = Int | Real | Bool Type ts Expr
n: N Primitive Lit [ n|i]m()
n = n|ndn Integer | €| tsla
i Index | dom(m) | range(m)
m: M = {i.i}>N Map Lit binary-op(ts, ts, B) Operation
m,d,a = m Map | transpose,(ts, m)
| i—e | m[i — € | expand(ts, d)
| @m | m|; | m™! | broadcast(ts, m, d)
| mom | slices(ts, m,m, m)
|m@&m|men | dy-sliceg(ts, m, m)
|mUm |m \ m | dy-up-slice(ts, ts, m)
| Dims(s) | padg(ts, e, m, m, m)
S = (d, ) Shape Lit | iota(d, 7)
s = {(d, T) Shape | reduces(ts, i, e, ®)
ts = Consts(n) Tensor Lit | reshape(ts, d, f)
ts = ts|o Tensor Expr | concat(ts, ts, %)
I = a—a Access | conv(ts,ts,,1)
Transformer | dot(ts, ts,i,14)

Figure 5.3: Core Specification Language

unary and point-wise binary operation on values of indices. A map m can also be the result
of applying an binary operation to a map and an integer term. The two operations inverse
(m~1') and composition (m om) can be applied to maps whose values are indices as well.

1is simply the identity Id map.

As an example, the composition of m with its inverse m™
The projection m/; restricts the domain of m to the set of indices 7. Adding new elements

to a map is simply done by getting the union of the two maps. We note that for a union
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operation to be valid, our semantics require that the added keys must be fresh indices that
are not already present in the map. Removing from a map is done with the set minus (\)
operator. Finally, Dims(s) retrieves the dimension map from the shape s. We define the
shape of a tensor s to be the pair of its dimension map d and the type elements that it stores.
We decorate language terms with their shapes s as a subscript.

A tensor expression t is either a constant tensor replicating value n, or the result
of an operation o. We will describe operations and their semantics in the next subsection.
Finally, an expression e is either a tensor ¢, a number n, an index 7, an indexing m(i) of a
map m at an index 7, an accessing t[a] of a tensor ¢ with access map a, a set of expressions
e, or the domain dom(m) or range range(m) of a map m. Finally, we define f as an access
transformer function which defines how an input access map is transformed to another access

map. This transformer function is used in the reshape operator which we will visit later.

5.4.2 Denotational Semantics

We define the denotational semantics of the specification language in Fig. 5.4. A
map i — v maps indices i to values v (that can be integers or indices). Indices can be general
names that include integers. A tensor @ — v with dimension map d, is an unbounded finite
map from accesses a of d to values v (that can be integers, reals or booleans). A dimension
map is a mapping from a set of indices, called dimensions, to their sizes. The rank of a
tensor is the size of its dimension map. Given a dimension map d, an access is a map from
each dimension in d to a number less than the size of that dimension. For a dimension map

d, we denote the set of accesses as A(d). The dimension map of a tensor ¢ is denoted as
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EXPAND

BINOpP TRANS
t=1[e] t'=[¢€] t=1[e] d=D(t) i = dom(d’) \ dom(d)
D(t) = D(t) d = D(t) d=dom™* dcd
[binary(e,e’,®)] = [transpose(e,m)] = [expand(e,d)] =

{a—tlal®t]a |acAld)} {artlaom]|acA(d)} {d —tla'\d[]|d €Ald)}

SLICE
t=lel =D om0 g on ToTa
me<d =Pl )] =
[slice(e, ma,me,my)] = [reduce(e,i,@)] ={a+ a(i) [acA(d)}

{a s tlms+axmy| | a€A(d,)} Reduction(t,i,®)

PaD

t=[e] d=D(t) n=[e] RESHAPE

di=d+(m;x (d—1)  d=di+m  do=di+my t=[e] d=D()

int-pad = Xa.  \/  (al; —mul;) % (mil; +1) A mil; 20 k= 1d] K =|d|

j€dom(a)

I dd(i) = TIE 5" d'(4)

[pad(e, ey, mi,mi,mp) ] =

{asnlacAld)n \/ ali<mli}U [reshape(e,d’, f)] =
i€dom(d) {a—t[f(a)] |ac A(d')}

= ml] | a € A(d,) N —int-pad(a)} U

m; + 1

{a—t]
{a—=n|acA(d,) Aint-pad(a)} U

{arn|acA(d,) A \/ al; > dils}
i€dom(d)

D(t). Finally, given a tensor t, its dimension map D(¢) can be calculated as follows. Each

dimension 7 is mapped to the largest value for ¢ in all accesses of ¢.
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CONCAT

DYUPDATESLICE
d\d|; =d'\d|; i/ =dom(d')\i t=[e] t'=1[¢€]
do = (d\d|;) U (d]; +d']:) d=D@)  d=D{) my>0
[ concatenate(e, €’,i)] = [ dy-up-slice(e, e’,ms)] =
{atla] | a € A(d,) Nal|; <d|;} U {a—tla] | a € A(d)Na <ms} U

{ata—(d; Ui = 0)] |a€A(d) Na|l; >d|;} {a—tla—ms]|aeAd)Ams<a<d}U

{a—tla] | a € A(d) Ams+d <a}

Dot
tl = [[61]] d1 = D(tl) t2 = [[62]] dg = D(tg)
dil; =dol;  dy=di\dy|;  dy=do\d'|;  do=d\Ud,Udyl;

t} = [ broadcast(ty,1d,d,) ] t, = [ broadcast(ts, 1d, d,) ]

[dot(e1,e2,7) | = Reduction([binary(ty,t5, x)],4,+)

Conv
t; = [pad(ey, 0, mp, my, m;) | ty = [ pad(e2,0, _ —0,_—0,m;)]
dy = D(t1) dy = di\Ndi| (i3 dy = D(t}) dy = da \da|(i,;i003
do = {ip > di(ip),iif > do(iif),iop — daliof)} U (d) —dy + 1)
ty = [ broadcast(t1,Id, dy U {iof — da2(iof)}) ] t, = [ broadcast(tz, Id, do U {ip — d1(ip)}) ]

window = \a. [slice(t],a,a +t; mul = Aa. [ binary(window(a), ty, %
1 2 2

reduced = {a — Reduction(mul(a),dom(dy),+) | a € A(d,)}

. S / . .
[ convolution(er, €2, iy, @i, iof, mn, mi, mi, m;) | = Reduction(reduced, i;¢,+)

Figure 5.4: Denotational semantics of the core language.
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The semantics of maps and numbers are standard. The operator @ is simply lifted
to two maps by point-wise application. The operation m & n on the map m and an integer
n, first lifts n into a map of the same domain as m, before point-wise application of .

Tensor Operations. Next, we explain the semantics of each operation:

e BINOP. The semantics of the binary operator @ applied to ¢t and ¢’ is straight-
forward and is valid only if the operands have the same dimension maps. For each accesses
a, the result is the pair-wise application of @ to the value of t and ' at a. As evident in this
rule, our semantics is rank and size polymorphic.

e TRANS. The transpose operation is a general multi-dimensional version of
the matrix transpose operation. The argument to this operation is a permutation map m
which specifies the mapping from the input dimensions d to the output dimensions. More
specifically, m maps every dimension 7 in the input to some index in the output. Therefore,
to calculate the output dimension map d’, the rule composes d with the inverse of the
permutation map, namely, m~!. The rationale is that, for every index of d’, the size is found
by looking up that index in d. Similarly, an access a of the output tensor is mapped to
the value in ¢ at the access a o m, which composes a with m. We note that for a transpose

I must be well-defined, i.e, the domain

operation to be valid, the composition operation dom™
of m must match the domain of d. To understand the transpose operation, let’s consider
the example tensor ¢ with dimension map d = {ig — 100,i; — 200,is — 300}. Assume

dimensions ig, i1, and 75 are depth, height, and width of ¢, in order. Fig. 5.5a shows the

result of transpose(t, {ig — 19,1 —> Q2,42 — i1}).
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e EXPAND. Given the new dimension map d’, the expand operation adds the
dimensions with indices i to the existing dimension map d such that the dimensions ¢ contain
a copy of the data in the input tensor. For the expanded output tensor, an access a takes
the value of the input tensor ¢ at the access a\ al; which is the result of removing the added
mappings with domain ¢ from a. Fig. 5.5b depicts an example of the expand operation
expand(t, {io}, {io — 2,41 + 5,72 — 8}) on the 2D input tensor ¢ with the dimension map
d = {i1 — 5,12 — 8}. For the sake of presentation, assume that indices i; and iy represent
the row and column of ¢ respectively. We note that in general, dimensions may not be not
be a complete range of numbers, and may not be ordered. Also, assume that the new index
19 will be the depth of the output tensor. As shown in Fig. 5.5b, the output is a 3D tensor

constructed by copying the 2D input tensor t across the depth.

300 2 LHS 3 RHS

200 3 8
00 100 l Broadcast to output shape
300 200

(a) Transpose operation 2| - 2 U

, L | ()

d={0->5,1->8} d={0->2,1->5,2->8} 3 :/
\:Elementwise Multiply

8

—» 2| Output
Reduction

(b) Expand operation (c) Dot operation

Figure 5.5: Illustration of the (a)expand, (b)transpose, and (c)dot operations.

e BROADCAST. The core operations introduced above allow us to capture the

broadcast operation broadcast(t,m,d’) as a syntactic sugar: transpose(expand(¢,d’),m), a
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transpose applied to an expand operation. It first expands the given tensor to the new
dimension mapping d’. Then, it transposes the dimensions based on the given permutation
map m.

e SLICE. The slice operation slice(e, mg, me, mp) extracts a sub-tensor from the
input tensor ¢. The sub-tensor is of the same rank as ¢ and contains the values inside a
bounding box within ¢. The start indices of the bounding box is given by the map m.
Similarly, the end indices are given by the map m,.. Finally, the stride map, m,, specifies
which elements to pick within the bounding box. For example, if the value of the stride
map is 1 for a dimension, no element is skipped in that dimension; if the value is 2, every
other element is skipped in that dimension. Therefore, each access a of the output tensor, is
mapped to the access ms + a x m, in the input tensor ¢.

e DVYSLICE. The slice operation introduced above allow us to capture the dynamic
slice operation dy-slice(t,m,m’) as a syntactic sugar: slice(t,, m, m +m’,dom(d) — 1) where
d = dom(Dims(s)). It performs a slice operation with m as start indices, m + m’ as the end
indices, and the stride 1 for all the dimensions.

e JoTa. The iota operation creates a tensor with the given dimension map d as
the output dimension. The values of the output tensor along the dimension i start at zero
and increment by one, which is given by a(i), the value of the access a at dimension i.

e PAD. The pad operation increases individual dimension sizes of the given tensor.
Consider a tensor t with dimension map d. To specify the amount of padding for each
dimension, this operation takes three maps m;, my, and m; representing the amount of low

padding, high padding and interior padding, respectively. We note that the interior padding
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logically occurs before low and high padding. The total number of elements after the interior
padding is performed, namely d; is equal to d + m; x (d — 1). Similarly, d; and d’ calculate
the dimension maps after the low and high padding are performed. Given an access a in
the output tensor, int-pad function checks if the accessed element is part of the interior
padded elements. For an access a in the output dimension map d,, there are the following
possibilities: If a is less than m; or greater than or equal to d;, the result is the pad value n.

If @ falls within m; and d; (m; < a < d;) and is part of the interior padding, the output is

the pad value n. Otherwise, the output is the element at Z;T{ in t.
e RESHAPE. The reshape op-
REDUCTION
eration reshape(t,d’, f) reshapes the in- d = D(t) d, = d\d|; F={in,. .. in)
put tensor ¢ to the given dimension map elem = Aa,m. aUi—n
d'. The operation gets an access trans- Reduction(t,i,®) =
d(in)—1  d(ig)—1
former function f which transforms ac- {a+— @ @ tlelem(a,j1...7k)] | @ € A(d,)}
Jj1=0 Jje=0

cesses of the output tensor to their cor- Figure 5.6: Reduction
responding accesses in the input tensor t.

e (ConNcAT. The concatenate operation constructs the output tensor by con-
catenating its operands t and ¢’ along the dimension 7. The operation is valid only if the
rank of the operands are the same and all the dimensions except ¢ have the same sizes,
i.e., d\d|; = d \d'|;. The output dimension map d, is the union of the non-concatenating

dimensions d\ d|;, with the new concatenated dimension, d|; + d'|;. Therefore, accesses a of

the output are mapped to t or ¢’ based on the value of the a at .
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e DYUPDATESLICE. The dynamic update slice operation dy-up-slice(t,t’, my)
updates a slice of the input tensor ¢ with the update tensor ¢ where mg specifies the starting
point of the slice to be updated. This operation is valid only if m; is greater than or equal to
zero. Accesses of the output tensor that fall outside t/, i.e, accesses less than mg or beyond
t’ boundaries, are mapped to the same elements in . Otherwise, accesses are mapped to
elements of t'.

e REDUCE. The semantics of the reduce(t, i, ) operation is represented as the
Reduction function defined in Fig. 5.6. It applies the reduction function @ to all the elements
of the tensor ¢ along the reduction dimensions i. Therefore, the dimension map of the output
d, will not contain the reduced dimensions i. Concretely, every access a in d, is mapped to
the result of applying @ operations to elements of ¢ that are accessed by all extensions of a.

e DOT. The dot operation dot(#1, t2,7) performs a sum reduction of the point-wise
multiplication of tensors t; and ts over the specified contracting dimensions 7. (We note that
the XLA’s implementation of the dot operation accepts two sets of contracting dimensions
for ¢; and to. For simplicity, we assume that the dimension names representing contracting
dimensions in t; and ¢y are the same. This assumption can be easily lifted.) Let d; and ds
be the dimension maps of ¢; and t5. The condition d;|; = da; checks that the contracting
dimensions have the same sizes. The spatial dimensions, i.e. the dimensions that are left
unchanged, of ¢; and t2 are represented as the dimension maps dj and d), respectively. The
output dimension map d, is the union of d} and d5, and the contracting dimension map d|;.
In order to make the sizes of the two tensors compatible, the tensors ¢ and ¢} are calculated

as the broadcast of t; and ty with the output dimension map d, (and simply, the identity
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function Id as the permutation map). Finally, the result of the dot operation is calculated as
first, the binary multiplication of #} and t}, and then reduction over the dimensions i.

) CoNvV. We now consider a convolution operation
convolution(ti, ta, &, iif, lof, Mp, My, Mi,my). A convolution can be thought as a ker-
nel tensor that is moved across and applied to an activation tensor. The activation tensor t;
has multiple batches of input at the dimension ;. For each batch, the values for the input
features to be processed are at dimension 7;r. The kernel tensor t; contains the window
tensor at dimension 4;¢. It further includes output features at dimension i, that we explain
below. A point-wise computation is performed on the overlapping parts of ¢; and to, followed
by a reduction. Finally, the resulting tensor is reduced over the input feature dimension ;.

The maps my, mp, and m; specify the amount of low padding, high padding and
interior padding to be applied to t; respectively, while m] specifies the amount of interior
padding for t5. Note that the kernel t5 does not need low and high padding. The pad value
is always zero. The rule applies the pad operation with the given arguments to ¢; and 5 to
obtain the padded tensors.

Next, the spatial dimension map of ¢; and o, namely, d} and dj, are calculated by
removing 4, and ¢;; from di, and removing 4, and i,; from da, respectively. The output
tensor has a spatial dimension map of d} — di, + 1, which is calculated by sliding the kernel
over the activation. (We note that the XLA’s convolution operation accepts a stride map for
the kernel, which specifies the gap while sliding the kernel). The complete dimension map
of the output d, is calculated by inserting iy, i;¢, and i,; into the spatial dimension map.

Similar to the dot operation, the broadcast is performed to make operands compatible. For
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every access a in d,, we first calculate mul, the binary multiplication of the broadcast kernel
th, and a window of ] starting at a, over the spatial dimensions of the kernel dom(d’). We
then calculate the reduced tensor as the result of the sum reduction of mul over the domain

of d,,. The final result is calculated by applying a sum reduction to the reduced tensor over

iif.

5.5 Verification of Rewrite Rules

This section describes how TENSORRIGHT verifies equivalence of tensor expressions.
We specify the rules to be verified in a solver-aided DSL that we implemented in Rosette
[448, 450]. The DSL implements the tensor semantics as well as normalization lemmas for
tensor expressions containing reduction operators. Symbolic execution of the rule proves
some properties directly during symbolic execution, and generates the verification condition
of remaining properties to be solved by an SMT solver.

We first describe the DSL, focusing on dimension types which model tensors with
unbounded ranks. Next, we describe the steps of the verification condition generation process
driven by symbolic execution. Finally, we describe how we prove the normalization lemmas

for expressions with reduction operators.

5.5.1 Symbolic Dimension Types

To model tensors of unknown and unbounded ranks, our tensor semantics in § 5.4
relies on maps of unbounded sizes. In principle, we could implement the unbounded rank

using a theory of maps in SMT. For practical reasons, we implement custom maps tailored
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to symbolic execution in order to reason about the unbounded nature of these maps entirely
during the symbolic execution, instead of deferring the reasoning to the SML solver. These
maps are presented to rule authors as symbolic dimension types, described below. In order
to simplify explanation, we use Rosette s-expression notations.

Dimension Types. We use two types of dimensions to represent tensors with
unknown ranks. SDim is a single dimension of a tensor, whereas ADim is an aggregate
dimension that contains a set of SDims. The composition of dimensions in an ADim can be left
unspecified, in which case the ADim stands for an unspecified number of dimensions. Tensors
with such dimensions are rank-polymorphic, and proofs involving such tensors are valid for
all possible instantiations of the ADim. Dimensions are uniquely named (e.g., (SDim "d1"),
(ADim "d2")) and tensor operations check that argument tensors have valid dimensions. For
example, the element-wise binary operation (* t; t2) will check that ¢; and ¢5 include the
same set of dimensions.

Accesses. To prove that two tensors are equivalent, we verify that all possible
accesses to the tensors produce the same value. An access structure maps a dimension to a
symbolic variable. For example, to index into the dimension (SDim "d1") using symbolic
index i, we create the access structure (Acc (SDim "d1") i). During the symbolic access
to the tensor, we assert the index to be within the range of its dimension size.

Tensors. We model tensors as uninterpreted functions from symbolic accesses to
symbolic integer or real values (T : Acc — Int/Real/Bool). We use a custom implementation
of uninterpreted functions, instantiating new values lazily for each symbolically different

access to the tensor.
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Tensor Operators. We implement TENSORRIGHT DSL operators as Rosette
functions that accept symbolic tensors and output a new symbolic tensor that represents the

result of the operation. We compose tensor operators by composing functions.

5.5.2 The Verification Approach

During the symbolic execution of the LHS and RHS expressions of a rule, TENSOR-

RIGHT decomposes the verification into three kinds of checks.

Checks performed during symbolic execution FEach tensor operator constructs the
dimension map of the output tensor from the dimension maps of the input tensor(s). TEN-
SORRIGHT then checks that the final LHS and RHS tensors have the same dimensions. This

check is performed entirely by the symbolic execution engine rather than by the solver.

Normalization of reduction expressions The reduction operator is uninterpreted in
our denotational semantics to avoid delegating reduction proofs to the SMT solver, which is
infeasible when dimension sizes are unbounded. When proving equivalence of expressions
involving reductions, TENSORRIGHT attempts to rewrite the LHS and RHS expressions into
the same syntactic form. The strategy is to move binary multiplications to the inside of
sum reductions and binary additions to the outside of sum reductions. We established a few

lemmas for this purpose, shown in Figure 5.7.

Checks delegated to the SMT solver During symbolic execution, TENSORRIGHT
collects assertions which are then sent to the SMT as a verification condition. These

assertions check that accesses fall within dimension sizes; that the dimensions sizes for
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LHS and RHS are the same; and that the values stored in tensor expressions are the same.
The following are types of assertions emitted by TENSORRIGHT illustrated with simplified

examples.

e Assertions related to dimension sizes: e.g. (= (dim-size lhs dim) (+ end (-
start)) and (= (dim-size rhs dim) (+ end (- start)))); solver can now reason

about the relationship between dimension sizes of operations in LHS and RHS.

e Assertions related to access ranges: These assertions are needed to establish that LHS
and RHS should fail or succeed at the same time (e.g. (&& (<= 0 i) (< i (dims rhs
init-dims))). Also, for complex operations such as pad only certain expressions are
valid for certain ranges, and by qualifying these ranges, the solver can do case analysis

to prove that the final symbolic expressions are equivalent for all ranges.

e Assertions related to final tensor expressions: These are assertions on the final symbolic
tensor expressions. In general, there can be arithmetic expressions that needs SMT
reasoning. A simple example rule for this case is (= (+ A B) (+ B A)), where A and
B are symbolic values of two tensors obtained from uninterpreted functions that model

these tensors.

e Assumptions for rules with preconditions: Consider a rule with two input tensors
(A and B) and the precondition stating that they should be of the same size. This

condition is asserted by the rewrite rule writer.

If both the syntactic checks and the SMT based checks succeed, we deem that the rule is

verified.
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5.5.3 Verifying expressions with reduction operators

As mentioned in 5.5.1, TENSORRIGHT verifies expressions with reduction operators
by normalizing lemmas described in Fig. 5.7. Here we describe how these lemmas are verified
with a proof approach tailored to reductions. The proof approach described here is also
useful for proving expressions where our normalization did not succeed to transform the LHS
and RHS into the same syntactic form.

Automatically verifying expressions with reduction operators is challenging for the

following reasons.
e The sizes of reduced dimensions are unbounded.

e A reduction of a tensor may be performed in several steps, e.g., due to blocking of the ten-
sor into smaller tiles or distributing reduction over concatenation. For instance, we may

want to prove reduce(concat(A,B)) = reduce(concat (reduce(A),reduce(B))).

e The equivalence of two expressions may rely on tensor-level distributivity property, as

shown in the lemma CANONBINRED2 IN FIGURE 5.7.

The key idea of verifying expressions with reductions is to make the proof specific
to values typically produced by reductions. In particular, we assume that reductions produce
tensors whose elements are scalar values of the form v = )" z;y; where z;, y; are symbolic
scalar values originating in the input tensors. Proving the equivalence of two scalar values
v =73 xy; and v' =Y xyy; boils down to showing that for each term x;y; from v, there
exists i’ and j’ such that zyy; from v’ can be proven to be equivalent to x;y;. We also

need to prove this property in the opposite direction. To show that values v and v sum
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CANONNESTRED CANONBINRED

Reduction(Reduction(t,4’, &), i, ®)) = Reduction(binary(t,t', +),i,+)) =
Reduction(t,i Ud’, @) binary(Reduction(t, i, +), Reduction(t’, i, +), +)
CANONBINRED2

d=D(t) d =D(t) dy =10 d; =0

CANONNORED dy—dud

Reduction(t, ), ®)) = ¢
binary(Reduction(t, 7, +), Reduction(t', i/, +), x) =

Reduction(binary(broadcast(t, Id, d, ), broadcast(t', Id, d,,), x),7 Ui, +)

Figure 5.7: Normalization lemmas for reduction operator.

the same set of terms, it remains to show that the set of terms in v and v do not contain
duplicates; i.e., that no term x;y; is added to the result more than once. This is guaranteed
by construction of our expressions; this property does not hold, for example, in the expression
reduce (X * concat(Y,Y)) which duplicates Y, allowing scalar values y; to appear in the
result multiple times. To prove equivalence of tensors, we prove equivalence of scalar values

in each element of the tensors.

5.6 Implementation

We have implemented a verification backend to prove the TENSORRIGHT rewrite
rules are correct and a C++ code generator to convert the declarative rewrite rules written
in TENSORRIGHT DSL to imperative C++ code that can be integrated inside the XLA
compiler. The C++ code generator is a tool that we built to showcase the versatility of

having verified declarative tensor rewrite rules.
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5.6.1 Rosette based Verification

We implemented the operator defintions in the solver-aided programming language
Rosette to leverage its symbolic execution capabilities. Given a tensor rewrite rule written in
Rosette and a dimension map, we use symbolic execution to generate verification conditions
according to Section 5.5. Here, we show an example operator definition and a rewrite rule to

illustrate our implementation.

Operator Definition Example

We present how we encode the semantics of a transpose operator. Listing 5.1 shows
the implementation of the transpose operator where the function transpose takes a tensor
and returns tensor. This tensor can then be accessed using a well-formed access (Acc). Line
6 checks whether the provided access is valid according to the dimensions that were defined.
Lines 8-9 asserts that the tensor symbolic value is defined only when the access indices are
within bounds. In our implementation, we modeled the permutation maps as two ordered
lists (in-dims and out-dims) that we use to compute the in-accs for the input tensor in line
3. Lines 12-19 establishes the relationship between the input and output tensor dimension
sizes, where we assert they should remain unchanged. These internal assertions become part

of the verification condition for any rule that uses transpose operator.

Rewrite Rule Example

We describe the anatomy of a rewrite rule specification in Rosette taking RE-
ORDERTRANSPOSEOFSLICE rule (Figure 5.8) as an example. Listing 5.2 shows the complete

implementation with simplifications for brevity. We instantiate the dimension maps with
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symbolic dimension sizes and symbolically execute the tensors under symbolic indices.
(setup-tensor ..) in Line 4 sets the dimension map keys to init-dims and instantiates
the sizes to be symbolic variables. Arguments to the transpose operator signifies that
init-dims is replaced by trans-dims (Line 13). We implement the permutation map as a
list permutation as discussed during transpose operator implementation. The start and end
indices to the slice operators are represented as Acc for ease of implementation (Lines 6-10).

As shown in the semantics, we use the start and end indices to calculate both the dimension

ReorderTransposeOfSlice :

let m, =msom™!in

let mj =myom™!in

let m/, = my, om™" in
slice(transpose(t,m), m, my, m,) == transpose(slice(t, mj, m;, m;,), m)

Figure 5.8: Reorder transpose and slice.

map sizes and access index values. Finally, we create a general access with symbolic index ¢
(Line 20) and evaluate both LHS and RHS tensor expressions. The implementation checks
for composition of the dimensions of the output tensors, while creating verification conditions
for the dimension sizes. Then, we use Rosette’s verify construct to feed the generated
verification conditions regarding both the dimension sizes and tensor values to the SMT solver
to check for satisfiability. If the SMT solver, returns that there are no counter examples, we
deem that the rewrite rule is correct. In this case, indeed the SMT solver returns (unsat)

proving that the ReorderTransposeOfSlice rule is correct.
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Listing 5.1: Transpose Operator Implementation in Rosette

1 (define (transpose in-tensor in-dims out-dims)
2 (define (out-transpose accs)

3 (let ([in-accs (..# code to compute accs for input)])

4 (assert (is-access-valid? out-transpose accs))
5 (assert (full-range out-transpose accs))

6 (assert (full-range in-tensor in-accs))

7 (in-tensor in-accs)))

8 (for/list ([in-dim in-dims])

9 (let ([out-dim (..# find corresponding dim)])
10 (assert (equal? (dims out-transpose out-dim)
11 (dims in-tensor in-dim)))))

12 out-transpose)

Generated Verification Conditions

We present few examples of assertions emitted during symbolic execution that

becomes part of the verification conditions.

e Assertions related to dimension sizes: e.g. (= (dims slice_rhs init-dims) (+ end

(- start)) and (= (dims slice_lhs) (+ end (- start))))

e Assertions related to accesses with in bound: e.g. (&& (<= 0 i) (< i (dims

transpose_rhs init-dims))).

e Assertions related to final tensor expressions: In the example, Rosette can itself deduce

that the tensor expressions are the same syntactically without going to the solver.
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Listing 5.2: Specification of the rule ReorderTransposeOfSlice

1(define-tensor A)

2(define init-dims (ADim "Root" (1list)))

3 (setup-tensor A (list init-dims))

4 (define trans-dims (ADim "Trans" (list)))
5(define-symbolic start end str integer?)

6 (define start-lhs (list (Acc trans-dims start)))
7(define end-1lhs (list (Acc trans-dims end)))

8 (define str-1lhs (list (Acc trans-dims str)))
9(define start-rhs (list (Acc init-dims start)))
10# similar definition for end-rhs, str-rhs

11 (define rhs-expr

12 (slice (transpose A (list init-dims) (list trans-dims))
13 start-lhs end-1lhs str-1hs))

14 (define lhs-expr

15 (transpose (slice A start-rhs end-rhs str-rhs)
16 (list init-dims) (list trans-dims)))
17 (define -symbolic i integer?)

18 (define access (list (Acc trans-dims 1i)))

19 (define 1lhs-value (rhs-expr access))

20 (define rhs-value (lhs-expr access))

21 (verify (assert (equal? lhs-value rhs-value)))

5.7 Evaluation

This section evaluates the TENSORRIGHT verification framework on the following

aspects:
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e Q1: How expressive is TENSORRIGHT compared to a production rewrite engine and

existing verified rewrite engines? (Section 5.7.1)

e Q2: Is TENSORRIGHT a useful tool for compiler developers? (Section 5.7.2)

e Q3: Can TENSORRIGHT be used to generalize complicated rules? (Section 5.7.3)

To answer these questions, we select a set of existing rules in the XLA compiler
to study. We consider XLA’s algebraic simplifier (AS) pass for our evaluation. The AS
rewrite pass replaces the expressions of certain form with their equivalent expressions. The
decision of what rewrite rules to add depends on number of factors. Certain rewrite rules
are present to speedup execution. Other rules allow further optimizations such as fusion
in other passes of the compiler. Hence, we evaluate TENSORRIGHT on all the rules from
XLA’s target-independent AS pass. We filter out rules that are rarely or never applied by
considering only rules that are fired when compiling programs from XLA benchmark suite

and MLPerf workloads. In total, there are 123 such rules, which we study in details.

5.7.1 Expressiveness

We show that TENSORRIGHT can support a wide variety of rewrite rules present in
the XLA compiler. Next, we compare expressivity of TENSORRIGHT with popular tensor
rewrite tools, TASO [235] and PET [469], on both representation and proof capabilities. We
compare both on the implemented rules as well as rules that can be easily supported in these

systems just requiring engineering effort.
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Coverage. Table 5.1 categorizes the 123 XLA rules into five disjoint classes and summarizes
how many rules TENSORRIGHT supports. Among 123 rules, 50 rules are arithmetic operations
lifted to element-wise tensor expressions. We categorize these operations into simple (39 rules)
and advanced (11 rules) classes. The simple element-wise class consists of operations that
easily expressible in SMT such as add, subtract, multiplication, division, max, min and modulo.
The advanced class either requires additional theory such as IEEE floating point or include
operations that cannot be easily modeled via SMT, such as sqrt and log. TENSORRIGHT
can easily verify 9 simple element-wise rules in less than a second. TENSORRIGHT can
also support the rest of the rules in the simple element-wise class but they have not been
implemented and verified at the time of the submission. In the advanced element-wise class,
TENSORRIGHT has capability to support a few by unrolling an advanced operation to simple
operations. More can be supported but require more development effort and may increase
the verification time significantly.

On more interesting rules that involve non-element-wise operations, we categorize
them into three classes: requiring operations on dimensions, requiring physical dimension
order reasoning, and basic (the rest). 22 rules requires expressing operations on tensor
dimensions. For example, the rule in Eq. 5.1 requires a computing d” to use in the RHS.
TENSORRIGHT is capable of expressing and proving all of the rules in this category, in which
we have implemented and verified 8 of them so far. The rules that we can already support
in this category are very important; as shown in Table 5.3, the first two rules, which get
fired very often, requires operations on dimensions. The next category contains 40 basic

non-element-wise rules. These rules involve similar operations as in the previous category,
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but the rules are simpler because they do not require expressing operations on dimensions.
TENSORRIGHT is also capable of expressing and proving all the rules in this category, in
which we have verified 10 of them. The last category, consisting of the remaining 11 rules,
requires reasoning about the physical order of dimensions, which is not supported by any of
the prior systems and ours. In total, TENSORRIGHT is capable of expressing and proving

104 out of 123 rules (85%).

Limitations. Next, we investigate the rules that we have not yet implemented, some of
which can be easily supported, but some cannot because of TENSORRIGHTS limitations.
Table 5.2 summarizes the different reasons. Note that a rule may fall into multiple reasons
as they are not completely disjointed. Among the rules we study, we have not yet supported
16 of them because we have not implemented the semantics of the involving operations
(e.g., convert, select, iota, gather, and scatter); and 4 of them because they require additional
canonocalization lemmas for reduction operations. We cannot support some of the rules
due to more fundamental limitations. TENSORRIGHT cannot model 7 rules in SMT via
Rosette using boolean, integer, and real number theory. For example, Rosette does not
support power, exp, log, and sqrt operations. We also cannot reason about the precision of
floating point expressions. For example, binary(binary(A, const, %), binary(B, const, %), +) =
binary(binary(A, B,+), const, ) is only valid for floating point operands when const is %k
where k € Z. To prove this rule, we will have to use SMT’s IEEE float point theory, which is
not currently supported by Rosette.

Besides, TENSORRIGHT has not yet supported reasoning about the physical order

of tensor dimensions, i.e., the layout of the tensor in physical memory. Hence, rewrite rules
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effecting physical ordering changes, e.g., using an XLA copy operation that changes the
physical ordering of the tensor data or an XL A bitcast that requires reasoning that the logical

and physical ordering of the tensor data is unchanged, are not handled by TENSORRIGHT .

Comparison to prior work. We compare TENSORRIGHT with existing systems that
can verify tensor graph rewrites. The existing systems use two different proof mechanisms.
One is axiomatic proof system, which requires axioms (or called properties or lemmas) to
prove equivalence of tensor expressions. The well-known tensor rewrite engine that uses this
mechanism is TASO. Another approach is using statistical proof mechanism, which purely
relies on testing. This approach is used by PET. Table 5.1 summarizes the number of XLA
rules that TASO and PET can support (and have already implemented). We can see that
TENSORRIGHT can support significantly more rules than TASO and PET.

Even for the rules that TASO and PET can support, both systems cannot prove the
correctness of those rules for fully unbounded tensors. While TASO supports verifying rules
involving tensors of arbitrary sizes, its axioms are verified only for tensors of up to 4 elements
in each dimension. Additionally, TASO cannot verify rules with arbitrary ranked tensors
for some operands (e.g., convolution kernel); TASO specializes convolution into convld,
conv2d, etc. While PET can verify rules for arbitrary sizes and ranks, some dimension sizes
(e.g., convolution kernel’s) dictates the number of regular boxes, in which the statistical
testing must be performed. As a result, it cannot not verify that a rule is correct for some
unbounded dimensions without enumerating the test on all possible sizes. The ability to
handle unbounded tensors is crucial in a production compiler; most of the 123 rules we study

are implemented in XLA for unbounded tensors.
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Next, we discuss other limitations of axiomatic and statistical proof techniques
beyond the unboundedness aspect. Table 5.2 breaks down the number of rules and the reasons
different approaches cannot support them. The majority of XLA operations — including
complex ones such as dot and slice — are not implemented in TASO and PET, so most of the
123 rules are not yet supported. The convolution operation supported in TASO and PET is
much simpler that XLA’s as it does not support interior padding and allows only a few sizes
for exterior padding. Additionally, an axiomatic approach like TASO requires new axioms
to support new rules; among the XLA rules we study, 113 rules need new axioms in TASO.
Despite the developmental effort to implement new operations (and axioms), both TASO
and PET do not support rules that require reasoning about the physical order of dimensions,
similar to TENSORRIGHTThis is because all the systems only check the correctness of the
logical values so far. Note that while TASO’s and PET’s transpose and reshape operations
change physical dimension orders and/or sizes, it is unclear how they will handle a rule such
as reshape(A) = bitcast(A) that requires a certain constraint on the physical dimension order
of A.

Unlike TENSORRIGHT TASO and PET cannot express rules that require operations
on dimensions and preconditions. This precludes them from supporting 22 and 52 XLA rules,
respectively. To support these rules, the systems need an expressive language to manipulate
operations on dimensions in a rewrite rule, and specify conditions of an input tensor regarding
its values and shape as well as rule’s parameters. Once these features are expressible, a

statistical approach like PET should be able to prove the rule’s correctness by generating test
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inputs according to the precondition. However, it is cumbersome for an axiomatic approach
like TASO as it requires adding more axioms with preconditions.

The statistical approach has additional unique benefits and drawbacks. The major
advantage is that it does not need to generate verification conditions to be proven by a
theorem prover such as an SMT solver. This process is complex and difficult to get right.
Furthermore, the capability of the system is not limited by the capability of the solver. For
example, the approach can potentially handle the operations that are not easily modelled in a
theorem prover, such as log and sqrt. However, a statistical approach has a major limitation.
In particular, PET’s approach can verify an equivalence of expressions only if they are linear.
This restriction is in fact more limited than operations supported by a theorem prover like
an SMT solver. We can see that PET cannot verify 38 XLA rules because of the linearity
restriction; whereas, TENSORRIGHT and TASO cannot verify 7 rules due to the translation

to SMT formulas.

5.7.2 TENSORRIGHT Deployment

This section evaluates the importance of the rewrite rules that TENSORRIGHT can

verify for XLA.

Rewrite rules used in XLA benchmark suite Our benchmarks comprise of 114 ML
models (both inference and training) from the XLA regression suite for Google’s Tensor
Processing Units (TPUs). These benchmarks contain computation graphs with 100-56,000

tensor operations. Table 5.3 highlights a few of TENSORRIGHT verified-rules that are
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Number of Supported Rules
Category (disjoint)

XLA TensorRigHT TASO PET
Elementwise: simple 39 39 (9) 33 (5) 14 (10)

Elementwise: advanced 11 3 (0) 3 (0) 0 (0)

Non-elementwise: basic 40 40 (10) 16 (3) 16 (3)

Non-elementwise: operations on dimensions 22 22 (8) 0 (0) 0 (0)
Non-elementwise: physical dimension order 11 0 (0) 0 (0) 0 (0)
Total | 123 104 (27) 52 (8) 30 (13)

Table 5.1: Number of supported rules per disjoint category. The numbers in parentheses
indicate rules that have been implemented and verified (and we continue to implement more);

some of the not-yet-implemented rules require defining new operations and/or new lemmas.

Reason for the Number of Unsupported Rules
lack of support TeNnsorRicHT TASO PET
Unsupported ops 16 104 104
Need lemmas 4 113 0
Cannot model in SMT 7 7 0
Physical dimension order 12 12 12
Operations on dimensions 0 22 22
Precondition 0 52 52
Non-linear 0 0 38

Table 5.2: Number of unsupported rules per each reason. There may be overlaps between
reasons. The first reason is not a fundamental limitation because new operations can be

added.

exercised heavily for these 114 XLA benchmarks. These rules include sophisticated rewrites

on Dot, e.g., (a) rewrite a Dot as a product of the Broadcast-ed Transpose-ed inputs, and
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Rule Occurs
1. | Rewrite a Dot as a product of the broadcasted transposed variants of the inputs 313
2. | Rewrite a Dot as a reduction on the product of broadcasted and transposed inputs. 5317
3. | Reverse the ordering of a slice and a broadcast 335

Table 5.3: Table shows the number of instances a TENSORRIGHTverified rule was instantiated

for 114 XLA regression benchmarks compiled for multiple generations of TPUs.

Rule Occurs
1. | Reverse the ordering of a dynamic-slice and transpose 7626
2. | Replace a broadcast with a transpose op 6945
3. | Remove a non-permuting transpose operation 28218

Table 5.4: Table shows the number of instances a TENSORRIGHTgenerated-C++ rule was

instantiated for the MLPerf suite of benchmarks compiled for multiple generations of TPUs.

(b) rewrite a Dot as a reduction on the product of the Broadcast-ed Transpose-ed inputs.
Such sophisticated rewrites occur thousands of times and hence, are deemed critical to be

verified, which is able to be done by TENSORRIGHT .

TENSORRIGHT generated C++ code in MLPerf. In 77, we present the details on the
code generator that translates rules written in TENSORRIGHT DSL to C++ implementation,
which can be integrated into XLA as part of the algebraic simplification pass. Table 5.4
highlights three rewrite rules that are integrated with XLA and applied extensively when
compiling MLPerf benchmark suite, a benchmark suite consisting of benchmarks jointly

developed by industry and academia [401].
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5.7.3 Generalizing XLA Rewrite Rules

Using TENSORRIGHT we found that some XLA rewrite rules are overly constrained.
This is done for practical reasons, where the compiler engineers intentionally avoid reasoning
in cases where a spurious bug may be introduced. We use TENSORRIGHT to generalize the

following rule by relaxing its precondition.

FoldConvInputPad Rule Fig. 5.9 (top) presents the rule as it exists in XLA using
the TENSORRIGHT DSL notation. The goal of the rule is to fold the pad operation into
the operand arguments of the convolution itself (XLA convolutions support padding as
operands). The XLA rule? does not support internal padding in the input tensor and gives
up if this constraint is violated. This is largely because verifying the correctness of internal
padding is a challenging task, and writing code to convert internal padding into dilation is
tedious. TENSORRIGHT can generalize this rule by removing this constraint as shown in
Figure 5.9 (bottom). The differences are put in boxes. The key to generalizing the rule is to
calculate the padding arguments that get fed into the convolution operator. This is a function
of the pad operators interior, high and low padding as well as padding that may already
exist in the convolution operator. Figure 5.9 (bottom) shows how to calculate padding
maps Mo, Moh, Mo; for the rule to be general. These maps are more complicated than the
non-general version, but this allows the compiler writer to get rid of the precondition of the
rule shown in Figure 5.9 (bottom). It is not clear immediately why this formulation might
be correct. Therefore, we encode it in our Rosette implementation and successfully prove

that the generalized rule with these calculations are sound.

“https://github.com/tensorflow/tensorflow/blob/116adfcc644ed297fe2cfd7c0756e6470dd6a2ba/
tensorflow/compiler/xla/service/algebraic_simplifier.cc#L6653
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5.8 Related Work

Tensor Graph Rewrite Optimizations

. __ Fol | Pad(XLA) :
There are multiple existing systems {236, 235, oldConvinputPad( )

let mo; = my + myp in
469, 485, 153, 507| that optimize tensor com-
let mop = mp, + Mpyp in

putation graphs by applying rewrite rules. convolution(pad(t, 0, my, My, mip), ',

Apart from applying only existing rewrite rules, (ibs Bifsdof

My, Moy My, T

TASO [235] and PET [469] can synthesize new b )
zmip:O/\mi:I

rules and provide mechanisms to prove their

convolution(t, ', 4, %, lof,

i ’
correctness. TASO checks the correctness in Moty Mol s Moi, M)

two phases: test then verify. First, TASO tests

. . FoldConvlnputPad(Generalized) :

the LHS and RHS expressions on random in-
let mo; = my + (m; + 1) X myp in

puts with a small tensor shape. If the LHS )
let mop = mp + (M; + 1) X my,, in

and RHS expressions have the same output, let Mo = mi + Myp; + (M X my;) in
TASO then verifies the rule via an SMT solver convolution(pad(t, 0, mup, map, mip), ',
(ib7 Z‘if7 Zbofa

by providing axioms, which capture mathe-
my, mp, Mg, m;)

matical properties of operators. In contrast, .

PET verifies the correctness of a rule via a sta- convolution(t, ', i, iob, i f of,
tistical approach. PET symbolically infers the Mols Mohs Mo M;)
bounding boxes of the output tensor, where Figure 5.9: Fold input pad into convolution.
each box contains elements that can be repre-

sented by the same linear expression of its input elements. Leveraging the linear property,

PET statistically verifies the equivalence of the corresponding boxes of the LHS and RHS
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outputs by checking m + 1 specific positions in the box, where m is the number of dimensions
of the output tensor. As discussed in § 5.7, both an axiomatic approach like TASO and a
statistical approach like PET cannot prove many algebraic simplification rules present in
XLA.

Many other tensor and stencil compilers [442, 206, 174, 434] not only use rewrite
rules for optimizations but also generate low-level code, where a rule can map from high-level
constructs to low-level ones. However, these compilers assume the correctness of these rewrite
rules and do not attempt to verify them. TENSORRIGHT could be useful for providing
correctness guarantees in these systems.

Verified Tensor Program Optimizations. A handful of exiting works support
an end-to-end correctness verification of generated code from high-level tensor programs. ATL
[308] guarantees the correctness of the generated code by applying only manually-verified
rewrite rules via Coq theorem prover. Unlike TENSORRIGHT that aims to automate the
correctness checking of rewrite rules, ATL aims to verify the correctness of the final generated
code. Similar to ATL, Halide translation validation [117| verifies the equivalence of the
low-level generated code and the high-level specification. It formalizes both the high-level and
the low-level program representations, and associates the high-level constructs to low-level
code. This technique can be used to validate the correctness of the compiled code for a given
program. Comparatively, TENSORRIGHT verifies the correctness of the optimization rules for
any input sizes. Unlike the above two systems, Halide term rewriting synthesis [359] presents
an automatic verification tool for soundness and termination of Halide’s rewriting system,

rather than providing the end-to-end program correctness validation. The term rewriting
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synthesis generates and verifies rules for expressions on tensor indices’ bounds, so the verified
expressions are on scalar values.

Verified Optimizations in General-Purpose Compilers. There are many
related work on verified compilers for general-purpose programs. The most relevant work
in this area is Alive [317], an automatic verification tool for LLVM’s peephole optimization
rewrite rules. AlivelnLean [284] implements Alive using Lean. Alive2 [316], employs trans-
lation validation to prove correctness of generated code from given programs. It defines
and introduces semantics for new previously not formalized constructs in LLVM and is
able to catch subtle bugs. However, it does not verify that the LLVM transformations are
correct. Further, most of these systems work on scalar or vector code and does not formalize
computations on higher dimensional tensors that require reasoning about dimensions.

Formal languages and semantics of Tensor IRs. There are several works on
formalizing Tensor IRs. Lean-MLIR [365] provides a formalism of MLIR [283] that has been
used for defining different tensor dialects. Axon [119] gives a formal language to represent
operations on dimensions. The language is expressive, but unlike TENSORRIGHT it does not

provide semantics.
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Chapter 6

Conclusion and Future Work

This thesis explores the application of program synthesis to construct reliable
and efficient distributed systems within the rapidly expanding technological landscape.
Specifically, our research delves into synthesis of coordination in replicated systems in
both message-passing and RDMA network adaptors. Additionally, we employ program
synthesis to automatically generate computations in the domain of graph analytics, aiming
to aid programmers in the implementation and optimization of complex graph analytics
problems. Lastly, our work examines the use of formal verification in the field of tensor graph
optimization, highlighting the benefits that a verified tensor language can offer to compiler
programmers to specify and develop new rewrite rules.

In particular, Chapter two introduces Hamsaz, a framework for replication coordina-
tion analysis and synthesis. We define the notion of well-coordination, a sufficient condition
for integrity and convergence of the replicated data types. Hamsaz uses off-the-shelf SM'T

solvers to determine pairs of conflicting and dependent methods in an object specification.
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The result of this analysis is then used to instantiate protocols for generating replicated
objects with minimum synchronization. We evaluated Hamsaz on various use-cases such
as bank accounts, auctions, payroll, and tournaments, and the results of the experiments
indicated that the synthesized replicated objects were much more responsive than the strongly
consistent baseline.

In chapter three, We saw well-coordinated replicated data types (WRDTs) for
the RDMA network model. We saw operational semantics for both abstract WRDTs and
concrete RDMA WRDTs. The abstract semantics captures the well-coordination conditions
and serves as a specification for the concrete semantics. The concrete semantics of RDMA
WRDTs divides methods into three categories based on their conflict, dependency, and
summarization properties, and captures their coordination requirements based on one-sided
communication. It is formally proved that concrete semantics refines the abstract semantics
and preserves convergence and integrity. We saw the protocols that efficiently implement the
semantics, and the empirical evaluation that shows their high throughput.

Chapter four presents GraF'S, declarative graph analytics language and synthesizer.
The GraF'S language provides a high-level declarative specification for graph analytics, along
with a set of semantics-preserving fusion transformations to optimize the specification. The
fusion rules reduce the specification to three primitives of graph analytics, namely, reduction
over paths, mapping over vertices, and reduction over vertices. GraFS formally presents
the correctness and termination conditions of graph analytics iterative models, which allows
for the synthesis of kernel functions based on these conditions. The experimental results

demonstrate that the synthesized code is on par with or outperforms handwritten code,
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and that fusion accelerates execution. Overall, the GraFS language and synthesizer are
powerful tools that can greatly accelerate the development and deployment of graph analytics
applications, ultimately benefiting a wide range of fields and applications.

In chapter five we presented TensorRight. A verified tensor rewrite system for
specification and verification of the XLA rewrite rules. We formally define the specification
language which closely models the XLA’s tensor operators. The denotational semantics
of TensorRight is then used to generate the verification conditions required to prove the
correctness of the rewrites. TensorRight can help identify errors and potential vulnerabilities
early in development, leading to higher-quality software.

The XLA compiler, as a crucial element of the TensorFlow machine learning
framework, requires continuous improvement to meet the increasing demands of the field.
One area of potential future work is the synthesis of new rewrite rules for the compiler. To
accomplish this, program synthesis can play an important role in the development of the
XLA compiler. Writing preconditions for a rule can be a challenging and time-consuming
task, as it requires the developer to consider all possible scenarios that could arise during
execution. However, synthesis can help alleviate this burden by automatically generating
preconditions that satisfy the desired behavior. This approach can significantly reduce the
development time of new rewrite rules while ensuring their correctness and effectiveness. By
program synthesis, the development of the XLA compiler can continue to progress, leading

to more efficient and effective machine learning systems.
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