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ABSTRACT OF THE DISSERTATION

Better Constraints for the Mgy — o4 Relation in the Non-Local Universe
&
Correlations of Tonized Gas Outflows with AGN and Host Galaxy Properties

by
Remington O. Sexton

Doctor of Philosophy, Graduate Program in Physics
University of California, Riverside, September 2020
Professor Gabriela Canalizo, Chairperson

We revisit the possibility of redshift evolution in the My — o, relation with a
sample of 22 Seyfert 1 galaxies with black holes (BHs) in the mass range 1053 — 1083 M,
and redshift range 0.03 < z < 0.57 with spectra obtained from spatially resolved Keck Low-
Resolution Imaging Spectrometer observations. Stellar velocity dispersions were measured
directly from the Mg Ib region, taking into consideration the effect of Fe II contamination,
active galactic nucleus (AGN) dilution, and host-galaxy morphology on our measurements.
BH masses are estimated using the Hf line width, and the luminosity at 5100 A is estimated
from surface brightness decomposition of the AGN from the host galaxy using high-resolution
imaging from the Hubble Space Telescope. Our selection criteria allowed us to probe lower-
luminosity AGNs and lower-mass BHs in the non-local universe than those measured in
previous single-epoch studies. We find that any offset in the Mgy — o, relation up to
z ~ 0.6 is consistent with the scatter of local BH masses, and address the sources of biases

and uncertainties that contribute to this scatter.
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We present Bayesian AGN Decomposition Analysis for SDSS Spectra (BADASS),
an open source spectral analysis code designed for automatic detailed deconvolution of AGN
and host galaxy spectra, implemented in Python, and designed for the next generation of
large scale surveys. BADASS simultaneously fits all spectral components, including power-
law continuum, stellar line-of-sight velocity distribution, Fe II emission, as well as narrow,
broad, and outflow emission line features, all performed using Markov Chain Monte Carlo
to obtain robust uncertainties and autocorrelation analysis to assess parameter convergence.

We use BADASS to perform correlation analysis of 63 SDSS Seyfert 1 galaxies with
evidence of strong non-gravitational outflow kinematics in the [O IIIJA5007 emission line. We
confirm findings from previous studies that show the core of the [O III] profile is a suitable
surrogate for o, however there is evidence that the core experiences broadening that scales
with outflow velocity. We find sufficient evidence that o, [O III] core dispersion, and the
non-gravitational outflow dispersion of the [O III| profile form a plane whose fit results in
a scatter of ~ 0.1 dex. Finally, we discuss the implications, caveats, and recommendations

when using the [O 11| dispersion as a surrogate for o, for the Mpy — o, relation.
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Chapter 1

Introduction

In light of the most recent scientific breakthroughs regarding supermassive black
holes (BHs), such as the first image of the supermassive black hole of M87 (Event Horizon
Telescope Collaboration et al., 2019), the story of their discovery begins as early as the
early 1960s. The first indication that strong radio sources identified by early surveys were
of peculiar interest were their large redshifts coupled with their compact stellar appear-
ance (Schmidt, 1963), and shortly afterward more objects of this nature were discovered
(Matthews & Sandage, 1963). The most reasonable explanation for their high-luminosities
at such large redshifts was given by Salpeter (1964), who suggested that only gravitational
accretion of interstellar matter onto a massive object could explain observations. Since then,
we have referred to such objects as active galactic nuclei (AGN), a general term to describe
an entire paradigm of astrophysical objects, powered by supermassive black holes, which are
believed to reside at the center of every galaxy. These powerful cosmic engines, fueled by

infalling matter, are believed to play an key role in the formation of galaxies over the last



13.8 Gyr.

Clues as to how supermassive BHs evolve with their host galaxies manifest them-
selves in the form of scaling relations, i.e., how properties of BHs (namely mass), scale with
properties of their host galaxies. The most commonly seen host properties that scale with
BH mass (Mgn) are stellar velocity dispersion (o), bulge luminosity (Lpylge), and bulge
stellar mass (M) (see Kormendy & Ho (2013) for a review of all such relations). Among
these, the My — 0 relation stands out as the most fundamental BH scaling relation since
it implies a relationship between the growth of the supermassive BH and the host galaxy
kinematics which governed its formation (Ferrarese & Merritt, 2000; Gebhardt et al., 2000a).

This implication of so-called “co-evolution” between Mpp and o, could also imply
that there is some means of communication between the central BH - whose gravity cannot
exceed a relatively small sphere of influence - and the surrounding host stars at kpc scales.
One of the foremost theories as to how BHs influence their hosts is through feedback in the
form of large-scale outflows (Fabian, 2012; King & Pounds, 2015), while others argue that
galaxy mergers are the cause (Jahnke & Maccio, 2011), or possibly both. There is also the
possibility that the Mgy — o, relation is only a local relation - a sort of evolutionary end-
point - that we only observe today, which implies we should observe a significantly different
My — o4 relation in the non-local universe. To identify which of these evolutionary tracks
explains our observations requires the probing of Mgy — o4 relation at higher redshifts.

In Chapter 2, we revisit the possibility of evolution in the Mgy — o4 relation with
observations of a sample of 22 Seyfert 1 galaxies in the local and non-local universe using

a standard sample selection criteria based on the broad HfS line width. To address the



requirements of fitting AGN and host galaxy spectra, we introduce a new fitting algorithm
in Chapter 3 called Bayesian AGN Decomposition Analysis for SDSS Spectra (BADASS),
developed specifically for the detailed fitting of AGN spectra and to detect objects with
ionized outflows commonly seen in optical forbidden emission lines. Finally, in Chapter 4,
we discuss the results of fitting a sample of 63 Seyfert 1 galaxies with strong ionized outflows
using BADASS, and some promising correlations of outflow kinematics with properties of

AGNs and host galaxies.



Chapter 2

Stronger Constraints on the
Evolution of the Mpy — 0« Relation

up to z ~ 0.6

2.1 Introduction

Since their initial discovery nearly two decades ago, black hole (BH) scaling rela-
tions have motivated extensive study in the role of central supermassive black holes (SMBHs)
in the evolution of their host galaxies over cosmic time. Measurements of gas kinematics in
inactive galaxies revealed a strong correlation between the mass Mpy of the central SMBH
and the stellar velocity dispersion o, of the central spheroid of its host galaxy (Ferrarese &
Merritt, 2000; Gebhardt et al., 2000a; Tremaine et al., 2002; McConnell & Ma, 2013). This

fundamental relationship was soon established for local active galaxies as well by exploiting



the visible broad-line regions (BLRs) in type 1 active galactic nuclei (AGNs) as a direct
probe of virial BH mass (Gebhardt et al., 2000b; Ferrarese et al., 2001; Onken et al., 2004;
Greene & Ho, 2006a; Woo et al., 2010; Bennert et al., 2011a; Woo et al., 2013; Bennert
et al., 2015; Woo et al., 2015). Today, the Mpy — o, relation remains the strongest and
most fundamental correlation between SMBHs and their host galaxies (see Kormendy & Ho
(2013) for a comprehensive review).

There exists an ongoing debate as to whether SMBHs co-evolve in tandem with
their host galaxies over time or if the scaling relations we observe today are an evolutionary
endpoint, such that host galaxies grow over time to “catch up” to their SMBHs formed at
much earlier times. Co-evolution would imply some feedback mechanism powered by the
central AGN, which acts to self-regulate the growth of the SMBH and host galaxy (Fabian,
2012; King & Pounds, 2015). In the latter scenario, scaling relations as the result of an
evolutionary endpoint call into question how the seeds of today’s SMBHs grew so rapidly
in the early universe (Volonteri, 2010; Greene, 2012). Alternatively, the emergence of BH
scaling relations could be non-causal in nature, and could be explained through the hierar-
chical assembly of BH and stellar mass via mergers (Jahnke & Maccio, 2011). To address
the controversy, numerous attempts have been made to measure My — 0, in the non-local
universe to determine which SMBH evolutionary track may be responsible for local obser-
vations.

Early attempts by Woo et al. (2006) and Woo et al. (2008) to measure the Mpy—o.
relation of broad-line Seyfert 1 galaxies at z = 0.36 and z = 0.57 resulted in a significant

positive offset of 0.43 dex and 0.63 dex in Mpy, respectively, implying that BHs were “over-



massive” relative to their host galaxies at earlier times. If we quantify the required stellar
mass assembly as inferred from stellar velocity dispersion (Zahid et al., 2016), the results
by Woo et al. imply that host bulges must grow by a factor of ~ 4 within 4 Gyr (z = 0.36),
and a factor of ~ 6 within 5.5 Gyr (z = 0.57), to be consistent with the Mpyg — ox re-
lation at z = 0. This is problematic since it means that bulges must undergo significant
stellar mass assembly in a relatively short amount of time, and the possible mechanisms
for doing so without significantly growing their BHs remain largely speculative. Similar
studies by Canalizo et al. (2012) using dust-reddened 2MASS quasi-stellar objects (QSOs)
at 0.14 < z < 0.37, and Hiner et al. (2012) using post-starburst QSOs at z ~ 0.3, found
a similar significant positive offset from the local relation, which further exacerbated the
problem.

It is however possible that the observed offset in the Mpyp — o, relation at higher
redshifts is not of physical origin, but the result of selection bias. Lauer et al. (2007) ex-
plained that AGNs selected by a luminosity threshold preferentially selects overmassive BHs
relative to their hosts due to a steep drop in the luminosity function of galaxies. In addi-
tion to this, Shen & Kelly (2010) suggested that single-epoch (SE) samples can be biased
toward high BH masses due to uncorrelated variations between continuum luminosity and
line widths in reverberation mapping studies. These two biases can act independently and
in conjunction with one another to create the observed offset from the local Mgy — o, re-
lation and give a false indication of host-galaxy evolution. Selecting samples at both low
and high redshift using consistent criteria can help to mitigate these biases. In addition to

this, since previous non-local studies primarily sampled BHs at the high-mass regime of the



Mgy — o4 relation, it would be ideal to sample the low-mass regime of the Mpy — o, relation
as a function of redshift. Since selection criteria based on AGN luminosity necessarily bias
samples toward the more massive BHs of AGNs, we have historically lacked a sample of
lower-mass BHs of comparable galaxy sizes as those previously studied, especially in the
non-local universe.

In this paper we attempt to address the aforementioned biases using a new set of
selection criteria based on the broad HS emission line width to select lower-mass BHs in
the non-local universe. In Section 2.2 we discuss our sample selection, observations/data
acquisition, and reduction procedure. In Section 2.3 we describe in detail how measure-
ments of o, line widths, and AGN luminosity are performed to calculate BH mass. We also
investigate the use of the [O III] width as a proxy for o, in the context of BH scaling rela-
tions following the precedent of previous studies (Brotherton, 1996; McIntosh et al., 1999;
Véron-Cetty et al., 2001; Shields et al., 2003; Greene & Ho, 2005; Woo et al., 2006; Komossa
& Xu, 2007; Bennert et al., 2018). In Section 2.4 we present our results for our sample
on the Mpp — o, relation and investigate the possible evolution as a function of redshift.
We discuss any systematic uncertainties and selection biases which may affect our results in
Section 2.5. Finally, we discuss the implications of our results in Section 2.6.

Throughout this paper, we assume a standard cosmology of €2,,, = 0.27, QO = 0.73,
and Hy = 71 km s~! Mpc~!. We refer to individual objects by their abbreviated object

designations (i.e., JO00338, etc.).



2.2 Data Acquisition

2.2.1 Sample Selection

To construct the sample, objects were selected from the SDSS DR7 (York et al.,
2000) database which satisfied the following properties: (1) a redshift within the range
0.0 < z < 0.9 to ensure that the broad HS and Mg Ib complexes were within the ob-
served spectral range of the SDSS, (2) a broad H FWHM within the range 500 km sTl <
FWHMpyg < 2000 km s7! to select lower BH mass objects, and (3) visible stellar absorption
features (typically Ca H+K equivalent width EW ik > 0.5 A ) to ensure that o, could
be accurately measured. The resulting 2539 objects were then cross-referenced with HST
archival data to ensure that high-resolution images were available for detailed deconvolution
of the AGN point-spread function (PSF) and its respective host galaxy. Relatively deep
(1000-2000-+ s) HST imaging was found for 32 objects, performed using a variety of instru-
ments and filters, and spanning the redshift range 0.03 < z < 0.57. Observational time
constraints allowed for spatially resolved optical spectroscopy of 29 of the 32 objects using
the Keck Low-Resolution Imaging Spectrometer (LRIS; see Section 2.2.2). Modeling of the
power-law AGN continuum to determine the luminosity at 5100 A could not be performed
on seven objects due to the high fraction of stellar light from the host galaxy and were
omitted from the final sample.

The final sample of 22 objects are listed in Table 2.1. Of these, eight satisfy the
Hp width criteria for narrow-line Seyfert 1 (NLS1) galaxies (500 km s=! < FWHMps <
2000 km s™1; Goodrich (1989)), while the remaining 14 are classified as broad-line Seyfert 1

(BLS1) galaxies (FWHMyg > 2000 km s~ 1). It is possible that more objects in our sample



satisfy the broad-line width criterion for NLS1s since these objects tend to exhibit Lorentzian
profiles (Véron-Cetty et al., 2001); however we still require the Gaussian FWHM model to
determine BH mass.

We note that the definition of “NLS1” can extend beyond the HS line width criteria
given above. Previous studies have selected NLS1s based on the flux ratio [O 111 /HSproad < 3
(Shuder & Osterbrock, 1981; Osterbrock & Pogge, 1985), which ensures that NLS1s have
larger HB widths than forbidden lines; however this criterion does not exclude BLS1s. All
22 objects in our sample satisfy the [O 11| /HfBpr0aq < 3 criterion by virtue of the fact that
all of the objects in our sample are Type 1 AGNs. Another commonly cited characteristic
of NLS1 galaxies include strong Fe II emission in the presence of weak [O III| emission.
However, more recent studies with larger samples of NLS1s have found that correlations of
Fe 11 with other emission line properties are not as unique to NLS1s as previously thought.
For instance, Véron-Cetty et al. (2001) found that any anti-correlation between Fe II and
[O 111] is weak at best, and concluded that all objects with broad H3 < 2000 km s~! are
genuine NLS1s. Similarly, Xu et al. (2012) and Valencia-S. et al. (2012) found that the same
correlations between Fe IT and other emission line properties commonly found in NLS1s are
as common among BLS1s, implying that these selection criteria are not unique to NLSIs,
but rather that strong Fe II emission is a common property across the arbitrarily chosen line
width criteria that distinguish NLS1s and BLS1s. We therefore find that our definition of
NLS1 based on solely on line width is justified.

The small fraction of NLS1 objects obtained in the final sample can be traced

back to the simplistic algorithm used to perform emission line fits in SDSS DR7, particu-



larly when applied to SDSS-classified QSO spectra. The large (1000 pixel) mean/median
filter used for continuum subtraction does not perform well in the presence of a strong and
rapidly varying stellar continuum. Additionally, the DR7 algorithm does not simultaneously
fit narrow and broad components, and can therefore produce inaccurate results if there is
a strong narrow-line emission present atop a broad-line component. The DR7 algorithm
performs optimally when fitting SDSS-classified QSOs which exhibit a weaker stellar contin-
uum relative to the AGN continuum and weaker narrow-line emission relative to broad-line
emission. This is opposite of what is seen of typical NLS1 galaxies, which have a stronger
stellar continuum relative the AGN continuum, and narrow emission lines of comparable
widths to the broad-line emission components. Because the DR7 algorithm is not optimized
for the peculiar spectra of NLS1 galaxies, we do not recommend using the DR7 emission-line

database (specLine table) to query NLS1 objects.

2.2.2 Observations

Long-slit spectroscopy was performed on 2015 March 24-25 and 2015 December 3-4
using the LRIS (Oke et al., 1995) on the Keck I Telescope atop the summit of Maunakea
in Hawai’i. Weather conditions for all nights were clear, with subarcsecond seeing ranging
between 0”6 and 0”8. A 1” slit was chosen to spatially resolve both the central region
close to the AGN and the host galaxy bulge within the effective (half-light) radius. Figure
2.1 shows the position angle of the slit, chosen to be aligned with the semi-major axis of
the bulge component of the host galaxy. After passing through the slit, the beam is then
collimated and split by a dichroic designated by a wavelength cutoff. Wavelengths below the

dichroic cutoff are passed through a grism and into the LRIS-B camera, while wavelengths

10



above the cutoff are passed through a grating of a specified blaze angle into the LRIS-R
camera. Both the LRIS-B and LRIS-R (Rockosi et al., 2010) CCD detectors have a pixel
scale of 0.135"pixel ™. Table 2.1 lists the dichroic, grating, and central wavelength used for
each object to ensure that the region around HB was captured on the LRIS-R detector. The
1200/7500, 900/5500, and 600/5000 lines mm~! gratings provide logarithmically rebinned
(constant velocity) spectral resolutions of ~ 20, 27, and 40 km s~!, respectively. All ob-
servations with the LRIS-B detector utilized the 600/4000 lines mm~! grism, which has a

spectral resolution of ~ 32 km s~ 1.

2.2.3 Data Reduction

Spectroscopic data reduction was performed using standard techniques with a com-
bination of IRAF (Valdes, 1984) and Python scripts. Separate reductions were performed
for each of the nine LRIS observing configurations in our sample, based on the dichroic,
grating, and central wavelength chosen for each object (Table 2.1). After bias subtraction
and flat-fielding, cosmic ray removal was performed using L.A.Cosmic (van Dokkum et al.,
2012). Any leftover cosmic ray artifacts were manually removed using the IRAF task imedit.
Wavelength calibration was performed using Hg, Cd, and Zn arc lamps on the LRIS-B side,
while Ne and Ar arc lamps were used on the LRIS-R side. Sky emission lines were then
used to correct for small linear shifts in the wavelength axis due to flexure. Sky emission

lines were subsequently removed by fitting the background with a low-order polynomial.
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Figure 2.1: HST imaging cutouts of our sample. Each image is aligned with north pointed up.
Blue bars represent the Keck/LRIS 1” slit aperture placed on each object and aligned according to
the PA (in degrees N of E) listed in Table 2.1.
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Figure 2.2: Spectra of our sample from Keck/LRIS observations. Gaps in coverage correspond to
the dichroic cutoff wavelength and the grating coverage, which depend on the resolution and central
wavelength of the grating chosen for each object.
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Figure 2.2: Continued.
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The two-dimensional spectra were then rectified in the spatial direction by tracing the sig-
nal of each object along the wavelength direction. Flux calibration was performed using
spectrophotometric standards from Massey et al. (1988) and Massey & Gronwall (1990).
Telluric correction was performed for spectra that exhibited strong contamination from at-
mospheric absorption. Objects with two exposures were averaged together using the IRAF
task imcombine.

The spectra were extracted with an aperture equal to the effective radius r.g of
the bulge component measured from HST imaging using GALFIT (see Section 2.3.6). The
LRIS-B and LRIS-R spectra were then combined into a single spectrum. This was done for
two reasons: (1) to maximize wavelength coverage to accurately model the AGN power-law
continuum, and (2) to accurately model any Fe IT emission between 4400 and 5500 A that
may contaminate the H3/ Mg Ib complex. To do this, we convolved the higher-resolution
side with a Gaussian to the same resolution as its respective lower-resolution side. We
modeled the noise from the lower-resolution spectra to artificially populate the subsequently
smoothed higher-resolution side with normally distributed noise of the same standard devi-
ation. The wavelength axis of the higher-resolution side was then interpolated to the same
dispersion as the lower-resolution side so they could be combined. Finally, the combined
spectrum was logarithmically rebinned to constant velocity scale. For velocity dispersion
measurements of the Mg Ib region we used the uncombined LRIS-R spectra, which in cases
where the 1200/7500 or the 900/5500 grating was used, have a higher resolution than the
LRIS-B grism (see Section 2.3.1). Figure 2.2 shows the final extracted and combined rest-

frame spectrum of each object of the final sample. Gaps in spectral coverage between the
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LRIS-B and LRIS-R sides occur in three spectra, and are caused by the choice of specific

LRIS-R configuration used during observations.

2.2.4 HST Archival Data

Imaging data for each object were obtained via the Hubble Legacy Archive (HLA),
which provides enhanced data products that are fully reduced, corrected for artifacts and
cosmic rays, drizzled, and combined for all HST instruments. Because our sample includes
data from a variety of HST instruments, filters, and depths, it is crucial that the data for each
object be reduced in a consistent and optimized manner for each instrument. Furthermore,
HLA data products include robust uncertainty estimates for image data, which are necessary
for accurate deconvolution of the AGN PSF from the host galaxy using GALFIT (see §2.3.6).

Details of the HST imaging used for each object are given in Table 2.2.
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Table 2.2: Summary of HST archival data® obtained for our sample. Column 1: object SDSS
designation. Column 2: instrument. Column 3: camera/channel. Column 4: filter. Column 5:
spatial scale per side pixel. Column 6: exposure time. Column 7: proposal ID.

Object Instrument  Camera/Channel Filter Spatial Scale  Exposure Time Proposal ID
(kpe pix—1) (s)
J000338.944160220.6 ACS WFC F606W 0.10 2084 10889
J001340.214152312.0 WFC3 uv F475W 0.09 2268 12233
J015516.17—094555.9 NIC NIC2 F110W 0.32 5120 11208
J040210.90—054630.3 ACS WEFEC F606W 0.21 720 10588
J073505.66+4-423545.6 WFPC2 PC F814W 0.08 1230 11130
J092438.884-560746.8 WEFPC2 PC F814W 0.02 1230 11130
J093829.38+4-034826.6 WFPC2 PC F814W 0.11 1230 11130
J095819.87+4-022903.5 ACS WEFC F814W 0.24 2028 10092
J100234.85+024253.1 ACS WEFC F814W 0.16 2028 10092
J101527.25+625911.5 ACS WFC F775W 0.25 2360 10216
J113657.68+411318.5 WEFPC2 PC F814W 0.07 1230 11130
J120814.354-641047.5 WFPC2 PC F814W 0.10 600 6361
J123228.08+141558.7 WFPC2 PC F606 W 0.28 2700 8805
J123349.92+634957.2 WFPC2 PC F814W 0.12 1230 11130
J123455.904-153356.2 WEFPC2 PC F814W 0.04 600 6361
J132504.63+542942.3 WFPC2 PC F814W 0.13 1230 11130
J132943.60+4-315336.7 WFPC2 WF F814W 0.17 600 6361
J141234.67—003500.0 ACS WEFC F814W 0.11 1090 10596
J142543.20+-344952.9 WFPC2 PC F814W 0.15 1230 11130
J145640.99+524727.2 ACS WFC F606W 0.21 720 10588
J160044.99+505213.6 WFPC2 PC F814W 0.09 1230 11130
J171806.84+4-593313.3 ACS WEC F814W 0.21 2040 9753

aArchival data obtained from Hubble Legacy Archive

2.3 Analysis

In the following sections we discuss the necessary measurements required to ana-
lyze our sample on the Mpy — o, relation. We first discuss quantities obtained from spectral
analysis beginning with stellar velocity dispersion, which include the effects of host-galaxy
inclination and Fe II contamination in our spectra. We then discuss in detail our multi-
component fitting methods, how we measure broad Hf widths for calculation of BH masses,
as well as investigate the use of [O III|A5007 as a surrogate for o,. Next we discuss mea-

surements obtained from HST imaging, which include surface brightness decomposition and
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measurements of the AGN luminosity at 5100 A. Finally, we derive the equation used to

calculate BH masses for our sample.

2.3.1 Stellar Velocity Dispersion

Stellar velocity dispersions were measured using the penalized pixel-fitting (PPXF;
Cappellari & Emsellem (2004),Cappellari (2017)) technique, which convolves a series of
stellar templates with a Gauss-Hermite kernel to fit the line-of-sight velocity distribution
(LOSVD) of the integrated spectrum of stellar light from galaxies. To minimize the possibil-
ity of template mismatch, a total of 636 stellar templates with minimal gaps in wavelength
coverage were chosen from the Indo-US Library of Coudé Feed Stellar Spectra (Valdes et al.,
2004), which have a FWHM resolution of ~1A and wavelength range between 3465 and 9469
A. Additionally, we generated 20 narrow Fe II templates of widths ranging from 50 to 1000
km s~! and 91 broad Fe II templates of widths ranging from 1100 to 10,000 km s~! using
the template from Véron-Cetty et al. (2004) to account for possible Fe II contamination and
included them with the stellar templates. We note that the choice of Fe II template used to
remove Fe II contamination can result in differences in the quality of the subtraction. For
example, Barth et al. (2013) notes that the Véron-Cetty et al. (2004) Fe II template better
accounts for Fe II emission by modeling emission lines with Lorentzian profiles and includes
only Fe II emission features that are commonly found in Seyfert 1 galaxies, as opposed to
other Fe I templates which specifically model the Fe 11 emission of I Zw 1. We find that the
inclusion of low-order additive and multiplicative polynomials has no significant effect on
our fits; this can be attributed to the inclusion of broad Fe II templates which can account

for broad variations in the stellar continuum. We fit the entire Mg Ib/Fe II region from 5025
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to 5800 A when possible, or as much of this region as our wavelength coverage allows.

The algorithm utilizes a penalty function, controlled by a user-input bias param-
eter, which acts to bias the fit toward a Gaussian LOSVD. Monte Carlo simulations were
performed to determine the behavior of the penalty function and determine the maximum
bias parameter at values of o, > 3 x (velocity scale) for which the difference between output
and input parameters was within the scatter of the simulation. For all of our objects, the
optimal bias value was determined to be ~ 0.1.

Figure 2.3 shows the best-fit PPXF solution for each object in our sample. The
best-fit values of the stellar velocity dispersion for each object are reported in Table 2.4.
Uncertainties are determined using Monte Carlo methods by generating 1000 mock spectra

using the noise-added best-fit model and re-fitting using PPXF.

2.3.2 Effect of Host Galaxy Inclination on Stellar Velocity Dispersion

Measurements

Given that 15 out of the 22 objects in our sample contain a visible disk morphology
in HST imaging (see Section 2.3.5), we must consider the possible bias in our measurements
of o, due to disk contamination. Kinematically “cold" disk components can contaminate
bulge dispersion measurements and act to increase the measured value of o, especially at
intermediate to edge-on inclinations. Hartmann et al. (2014) found that o, can be biased
by as much as 25% for edge-on systems, and Bellovary et al. (2014) found that considerable
scatter in the Mpy — o, relation can be explained by o, measurements that do not account

for disk inclination. In our sample, we observe that objects that host disk morphologies
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have systematically higher values of o, on the Mpp — o, relation than objects with no
visible disk morphology. Disk inclinations were measured using GALFIT surface brightness
decomposition of HST imaging (see Section 2.3.5) and using the relation between disk axis
ratio (b/a) and inclination ¢ from Pizagno et al. (2007), which takes into account a disk of
finite thickness (Haynes & Giovanelli, 1984). Bellovary et al. (2014) used cosmological N-
body simulations of disk galaxies to estimate the effect of inclination on measurements of o,
in bulges that grow naturally over time without making any assumptions on their kinematics,
providing an equation to correct for inclination effects as a function of disk rotational velocity
Urot and bulge anisotropy (v/o)spec. Disk luminosities from GALFIT (see Table 2.3) were
corrected for Galactic extinction, as well as intrinsic extinction estimated from measurements
of Balmer emission line ratios. We also applied k-corrections and filter transformations from
each HST filter to SDSS-r using pysynphot (STScl development Team, 2013). Finally,
we corrected for passive evolution using the online passive evolution calculator from van
Dokkum & Franx (2001) by assuming a single stellar population formed at z >> 1. We infer
rotational velocities vyot that are typical of disk luminosities in our sample, and assume an
anisotropy parameter of (v/o)spec = 0.6 for a fast-rotating late-type galaxy (Falcon-Barroso
et al., 2017). Finally, we obtain a correction for o, as a function of i using the prescription
from Bellovary et al. (2014) with an adopted uncertainty of 10% for this correction. We find
that varying the parameters vyt and (v/0)spec do not considerably change the magnitude
of the correction for o,. After correcting for inclination, the affected velocity dispersions
decrease by 10% on average, but do not significantly change the scatter of our sample on the

Mgy — 0 relation. If we did not correct for inclination, the majority of our sample would
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reside below the relation. Stellar velocity measurements for objects with disk morphologies

listed in Table 2.4 have been corrected for the effects of inclination.

2.3.3 Effect of Fe 11 Contamination on Stellar Velocity Dispersion Mea-

surements

Contamination from Fe II emission is present to some degree in all objects in our
sample. This is especially apparent for objects J123349 and J132504, which both exhibit
strong narrow Fe II emission between 4400 and 5500 A (see Figure 2.2). In such cases,
PPXF is prone to mistaking narrow Fe IT emission for variations in a stellar continuum at
some different systemic velocity than real stellar absorption features and can lead to an
overestimate of the stellar velocity dispersion. We find that, while broad Fe I emission can
easily be subtracted off prior to stellar template fitting without affecting the fit, narrow
Fe 11 emission can make determination of its relative contribution to the host galaxy nearly
impossible. To accurately determine the relative contribution of Fe II emission and its
effects on our measurements of the LOSVD, we use PPXF to fit Fe IT and stellar templates
simultaneously. We find that if the total (broad + narrow) Fe II fraction of the total
flux within the Mg Ib/Fe 1I region exceeds ~5%, the stellar velocity dispersion can be
overestimated by as much as 50-90%, due mainly to the presence of strong narrow Fe II. For
our sample, the average uncertainty due to the presence of broad and narrow Fe II emission is
~8%. We further discuss the possible biases in our stellar velocity dispersion measurements

due to Fe II contamination in Section 2.5.4.
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Figure 2.3: Velocity dispersion measurements of the Mg Ib/Fe II region spanning from 5025 to 5800
A (coverage permitting). Each spectrum (black) are median normalized to 1 for fitting purposes
and overplot with the best-fit (red) to the line-of-sight velocity distribution. Residuals are shown
below each fit in gray.
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Figure 2.3: Continued.
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2.3.4 Multi-Component Spectral Fitting

The variable and complex nature of optical AGN spectra necessitate the use of
simultaneous multi-component fitting to accurately constrain the relative contributions of
each of the spectral components present. As with velocity dispersion measurements, the con-
tribution from broad and narrow Fe II emission can further affect measurements of broad HS
and [O III| emission features. Broad Fe II emission between HZ and [O II1|A4959 can cause
HpB to appear more broad and asymmetric if unaccounted for. Similarly, narrow Fe II can
be present on either side of |O IIIJA5007 and complicate width measurements. In addition
to Fe II emission, stellar absorption from the host galaxy can cause significant asymmetries
in the line profile of broad HB. Finally, the relative strength of the AGN continuum can
dilute the strength of stellar continuum, and therefore must be accounted for (Greene & Ho,
2005).

To perform simultaneous fitting of all components, the fitting region is chosen to
span from rest-frame 4400 — 5800 A, large enough such that the relative contribution from
Fe IT and stellar emission can be adequately constrained from both sides of the Hj5/[|O 111]
region. The stellar continuum across the fitting region is modeled using the same 636 stellar
templates used to measure stellar velocity dispersion; however, we constrain the LOSVD
solution to that found in the previous step (see Section 2.3.1) and allow PPXF to determine
the best-fit stellar templates to match the spectrum. The Fe II component is modeled using
the broad and narrow template from Véron-Cetty et al. (2004). Each Fe 1I template is
parameterized by an amplitude, width, and velocity offset, all of which are free parameters

during the fitting process. The AGN continuum is modeled using a simple power law with
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an amplitude and power-law index as free parameters. The amplitude is constrained to be
positive and the power-law slope is constrained to the range [—4,2]. Finally, broad and
narrow HS and [O II1]AA4959, 5007 emission features are fit. The amplitude ratio of the
[O 111]AN4959, 5007 lines were held at a 1:3 constant ratio as per theoretical calculations and
empirical observations (Dimitrijevi¢ et al., 2007), while the amplitude of the narrow H/ line
was left as a free parameter. The widths of narrow HfS and [O MI]A4959 were tied to the
width of [O IIT]A5007. The velocity offsets of the |O III] lines were tied, but the narrow Hj
velocity offset was left as a free parameter. Velocity offsets are measured with respect to
best-fit redshift determined from the fit to stellar absorption features described in Section
2.3.1. Blueshifted wing components are included in the fits to narrow emission lines, and
are constrained to have a width greater than their narrow core counterpart. If the fitting
algorithm cannot adequately fit a blue-wing component with the narrower core emission line,
or if the resulting core component has a width less than than the intrinsic FWHM resolution
of the instrument configuration, blue-wing components are removed from the model.

All components of the model are fit simultaneously using a custom Bayesian maximum-
likelihood algorithm implemented in Python, with uncertainties estimated via Markov Chain
Monte Carlo (MCMC) using the affine invariant MCMC ensemble sampler emcee (Foreman-
Mackey et al., 2013). The small size of our sample allows us to initialize parameters on an
individual object basis to ensure accurate modeling of all components. First, an initial
model is constructed for the emission lines, Fe II templates, and power-law continuum using
reasonable starting values, and are subsequently subtracted off from the original data. The

remaining flux, which is assumed to contain a non-negligible fraction of stellar continuum, is
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then fit with PPXF (Cappellari & Emsellem, 2004; Cappellari, 2017) to obtain the best-fit
stellar templates. Initial conditions for each parameter are determined using a least-squares
numerical optimization routine which maximizes the likelihood function given by
N
(

XQ _ Z Ydata,i _J;Umodel,i)2’ (21)

i=1 4

where o; is the 1o uncertainty for each datum yqata,i, and Ymodel; is the value of the model
at each datum. Upper and lower limits on parameters, for example minimum and maximum
broad-line widths, are also chosen to serve as priors to constrain fitting parameters. Once
adequate initial values and bounds have been determined, emcee is used to sample the pa-
rameter space of each parameter to determine their posterior distributions, from which the
best-fit values and uncertainties are calculated. The number of MCMC iterations performed
is ultimately determined by how well individual model components are initially fit, with the
most degenerate components requiring longer runtimes. Each object is fit with a minimum
of 2500 iterations, but each parameter generally converges on a solution in less than 1000
iterations.

We find that the use of an MCMC algorithm is advantageous over simpler least-
squares methods since the high number of free parameters can lead to numerous degeneracies
in parameter solutions thus requiring the algorithm to exhaustively explore each parame-
ter space. Our MCMC implementation allows one to visualize how individual parameters
approach or diverge from a solution, or if degeneracies exist. The most common degener-
acy observed during the fitting process is that of the width of broad Fe II, which is due to

overlapping broad Fe II features; however, we have found that broad Fe II does not strongly
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affect stellar velocity dispersion measurements because the features are too broad to mimic
narrower stellar absorption features. In general, most degeneracies resolve themselves after
a sufficient number of MCMC iterations, usually after higher signal-to-noise ratio (S/N) fea-
tures, such as emission lines, have converged on a stable solution, allowing less constrained
features, such as Fe II or stellar emission, to subsequently converge on their respective solu-
tions. Large degeneracies, if present, emerge in the posterior distributions of each affected
parameter, and are reflected in our uncertainties.

Figure 2.4 shows the best-fit model, individual component models, and residuals for
each object using our multi-component fitting method. For one object, J145640, the [O 111
complex appears to be significantly attenuated, and we therefore mask the [O III] complex
during the fitting process. See the Appendix 2.7 for further discussion on the spectrum and

fitting of object J145640.

2.3.4.1 Measuring Broad H5 FWHM

A number of objects in our sample exhibit asymmetric broad HS emission lines. Or-
dinarily, such an asymmetric profile would require multiple Gaussian components or fitting
the dispersion directly from the line profile. However, the inclusion of the stellar continuum
and Fe II emission, and modeling the line with a single Gaussian, fully accounts for any
asymmetries or non-Gaussian shape in the line profile. Prominent examples of this asymme-
try are shown in the spectra of J000338, J100234, J145640, and J171806. We find that the
multi-component fitting technique is consistent with techniques that do not fit the stellar

continuum or Fe IT emission simultaneously. We find that uncertainties in HB line widths
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decrease by a factor of 2.3 on average for our sample compared to line widths measured
conventionally where multi-component fitting is not implemented. This is likely due to the
requirement of a more complex line models (two or more Gaussian components) needed to
fully account for the asymmetric broad HfB profile. Uncertainties in the fit for broad HS
widths in our sample range from 1% to 6%, and depend largely on the S/N of the spectrum
and how well other components of the model are constrained.

Variability of the line profile of HB can also contribute to the random uncertainties
of single-epoch width measurements. Woo et al. (2007) found a 7% rms scatter when com-
paring Lick rms HZ FWHM measurements to Keck single-epoch measurements, which we
adopt in our random uncertainties for measured H3 FWHM. The total random uncertainty

for our H3 FWHM measurements is ~8%.
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Figure 2.4: Multi-component fitting of the the Hj3/[O III] region. The reduced Keck/LRIS spectra
(black) are overplotted with the total best-fit model (red), comprised of the stellar continuum (green),
the AGN power-law continuum (dashed red), broad and narrow Fe II emission (orange), broad and
narrow emission lines (blue) and their corresponding blue-wing outflow components (magenta) if
present. Residuals are shown below each spectrum.
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Figure 2.4: Continued.

2.3.4.2 [O111] as a Surrogate for Stellar Velocity Dispersion

Measurements of stellar velocity dispersion for Type 1 AGNs at z > 0.4 are often
complicated by the large light fraction from the AGN coupled with surface brightness dim-
ming of the host galaxy, resulting in stellar absorption features that are difficult or impossible
to measure. Previous studies have suggested that the widths of strong narrow-line region
(NLR) emission lines, such as [O III]A5007, may be suitable surrogates for the stellar velocity

dispersion if the NLR velocity field is strongly coupled with the gravitational potential of
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the bulge (Nelson & Whittle, 1996). However, non-gravitational kinematic components in
ionized-gas emission can be present, manifested as a broad and blueshifted wing component
indicative of possible gas outflows (Heckman et al., 1980; Nelson & Whittle, 1996). Non-
gravitational kinematics can also manifest themselves as a blueshift of the entire [O 111 line
profile, which comes with a dramatic line profile broadening (Komossa et al., 2008a, 2018),
again likely indicating strong outflows. Studies with large surveys such as the SDSS show
considerable scatter in a linear relation between o(g 117 and o, even after blue-wing outflow
components have been removed (Boroson, 2003; Greene & Ho, 2005). However, the scat-
ter decreases significantly after removing sources which have their whole [O 111| line profile
blueshifted (so-called “blue outliers”; Figure 1 of Komossa & Xu (2007)). More recently, Woo
et al. (2016) investigated |O IIIJA5007 kinematics in a sample of ~39,000 Type 2 AGNs at
z < 0.3, accounting for outflows in ~44% of their sample. In addition to confirming a broad
correlation between oo 111 and o, they found that objects with non-gravitational outflow
components do not follow a linear correlation, and instead have higher o(g 111/0« ratios for
higher o,. In a subsequent study, Rakshit & Woo (2018) found similar results to Woo et al.
(2016) for ~ 5000 Type 1 AGNs. Bennert et al. (2018) also performed a comprehensive
analysis on the use of |O III| as a surrogate for o, on the Mpy — o, relation, finding that
there is good statistical agreement between relations plotted with ojg 117 versus o, but only
after blueshifted wing components are removed.

Higher-resolution spectra allow us the opportunity to revisit the significance of any
correlation between (g 1) and o, as well as investigate the influence, and possible bias,

outflow components may introduce. In addition to fitting for outflow kinematics in |O I11|,
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we attempt to fit for any broad or narrow Fe IT contamination within the Hf region which
may bias measurements of |O III] to higher widths.

Out of the 22 objects in our sample, 10 objects exhibit line-profile asymmetry
in [O 11| consistent with a blueshifted wing component. Following Woo et al. (2006), we
compare the [O HIJA5007 dispersion o(o 1) as a function of stellar velocity dispersion o
using three methods: (1) fitting a single-Gaussian model, (2) measuring the flux-weighted
dispersion of the full line profile, and (3) fitting a double-Gaussian model. The flux-weighted
dispersion is calculated using the same method as Woo et al. (2016), which calculated the
second-order Gaussian moment of the sum of the full (core+blue wing) best-fit model to
[O 11]A5007. The double-Gaussian model is a decomposition of the broader blue-wing
component from the narrower core component, and the core component is chosen as the
proxy for o.. The single-Gaussian fit results in slight disagreement with o,, with a mean
of 0.079 £ 0.038 and RMS of 0.155 + 0.031 in log;o(oo 111/0«). The flux-weighted mea-
surements result in worse agreement with a mean of 0.17 + 0.04 and comparable RMS.
Flux-weighted measurements produce, on average, higher widths than the single-Gaussian
model, due to the inclusion of flux from the blue-wing component. The best agreement
with o, resulted from the double-Gaussian decomposition of the [O III| line profile, with a
mean of 0.004 + 0.044 and an RMS of 0.187 4+ 0.034. Despite the extra consideration in
taking into account the stellar and Fe II components, the RMS scatter is consistent with
respect to o, for all three fitting methods. In the best case we find that a double-Gaussian
decomposition of the |O II1] line profile results in a ~30% difference with respect to o, on

average for our sample. Despite its limited size, our sample covers a wide range in oy, and we
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find good agreement with Bennert et al. (2018) that there is good statistical agreement on
average when using |O III] as a surrogate for o, provided that blueshifted wing components
are removed and Fe II contamination is accounted for. Komossa & Xu (2007) traced back
the remaining offsets in NLS1s to the effect of [O III] blue outliers in those NLS1s. Once
removed, o[ 1r7 and o, showed similar scatter. Of the three deviating NLS1s in our sample
(rightmost panel of Figure 2.5), only one shows a significant kinematic shift in [O II1] with
respect to stellar absorption features. We did not find any other trends with blue outliers in
our sample which can further reduce the scatter. We therefore caution the use of the [O I1I]
line as a reliable surrogate for oy, and agree with Bennert et al. (2018) in that it should only

be used in a statistical - and not individual - proxy for o, on the Mgy — o relation.

2.3.5 Surface Brightness Decomposition

To obtain a robust measure of the AGN luminosity, archival HST imaging was
used for accurate deconvolution of the AGN PSF uncontaminated by the host galaxy. To
do this, we used the two-dimensional surface brightness fitting algorithm GALFIT (Peng
et al., 2011), which convolves a given PSF with an analytical model (e.g., disk, exponential,
Sérsic, etc.) to estimate model parameters, such as flux and effective radius, of the surface
brightness profile of a galaxy.

Accurate deconvolution of galaxy surface brightness components requires a PSF
that closely matches the signal response particular to each image. Additionally, each image
undergoes numerous transformations during the data reduction process or suffers from age-

dependent peculiarities (such as degrading charge transfer efficiency). We determine that
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an empirical PSF is the best suited to match each image. Ideally, the empirical PSF would
be obtained from a stellar PSF from the same image data as each galaxy; however, in some
cases where the galaxy was imaged with the WFPC2/PC instrument, stellar PSFs were not
available. In these cases, we obtain stellar PSFs from an image of the same instrument,
camera, filter, exposure time, and observation date. We use sewpy, a Python wrapper for
SEXTRACTOR (Bertin & Arnouts, 1996) to identify stellar sources within each HLA image.
The brightest of these sources are examined by eye to insure each extraction is free of back-
ground contamination or saturation, and then stacked to obtain an average empirical PSF
of the image. The HLA pipeline also provides a separate image of the 1o uncertainty for
each science image, which is needed as input for GALFIT. Segmentation masks are also
created using SEXTRACTOR to mask contaminating objects (other galaxies or stars) and
fed into GALFIT. Segmentation maps allow us to maximize the size of the usable image
for GALFIT to accurately fit the background.

An iterative process was used to determine the number of models used to decom-
pose each object. Each object was initially given a PSF component to model the AGN
contribution, a single Sérsic model (Sérsic, 1963) for the host galaxy, and a background sky
component. Residuals were then examined to determine if an additional Sérsic component
was necessary, such as in the case of a disk component. Initially, we allow the Sérsic index
for the host galaxy components to be a free parameter if it converges on a Sérsic index of
2 < n <6 for a bulge or 0.9 < n < 2 for a disk component (Fisher & Drory, 2008; Gadotti,
2009), and reinforce these using soft constraints. If GALFIT does not freely converge on

a reasonable Sérsic index consistent with a bulge component, the object is refit with the
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Sérsic index held constant to a value of n = 4. This behavior occurs when GALFIT cannot
reconcile contaminating sky or neighboring flux with the extended profiles of high Sérsic
index models. For the majority of cases in our sample, a free Sérsic index reaches the up-
per boundary of the Sérsic index constraint, which is resolved by holding the Sérsic index
constant and/or including additional components. Residuals are visually inspected and ad-
ditional components are added when necessary. Sérsic components that do not satisfy the
aforementioned definitions of a bulge or disk are designated as “other”.

The results of the surface brightness decomposition for each object are listed in
Table 2.3. Reported magnitudes and surface brightness values from GALFIT are corrected
for Galactic extinction, intrinsic host galaxy extinction using the Balmer decrement, and
k-corrected. The uncertainties output by GALFIT unrealistically assume that any residual
flux in the image is due purely to Poisson noise, and does not take into account devia-
tions from the Sérsic model which may be due to spiral arms, dust lanes, star-formation
regions, or neighboring flux. As a result, uncertainties quoted by GALFIT in magnitude
measurements are generally low, ~ 0.02 mag on average. Masking was used to mediate any
possible contaminating flux near our objects. In general, we find that higher surface bright-
ness components, such as the PSF and bulge, have lower quoted uncertainties than lower
surface brightness components, such as disks. With the exception of disturbed systems in
our sample, the residuals of the surface brightness decompositions shown in Figure 2.6 would
indicate fluctuations in the residuals are on the order of ~ 0.1 mag, which we include in
our uncertainties. Mismatch between the empirical PSF and the intrinsic PSF of the image

can be another significant source of uncertainty of our measurements. Following Canalizo
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et al. (2012), we performed direct subtraction of the PSF to determine the upper and lower
bounds of the residual flux and found that the average uncertainty in PSF mismatch to be

~0.1 mag, in agreement with Canalizo et al.
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Table 2.3: Results from surface brightness profile measurements Using GALFIT. Column 1: ob-
ject. Column 2: HST filter. Column 3: morphological component type from surface brightness
decomposition. Column 4: extinction-corrected and k-corrected ST magnitude. Column 5: dust
extinction-corrected and k-corrected effective surface brightness. Column 6: effective radius in arc-
seconds. Column 7: effective radius in kiloparsecs. Column 8: morphological component Sérsic
index.

Object Filter Comp. msT J Toff Toff n
(mag) (ots3) @) (kpc)
J000338.94+160220.6 F606W PSF 19.38
Bulge 17.47 21.60 1.63 £+ 0.02 3.39 + 0.04 5.93
Other 17.95 17.94 8.51 £+ 0.23 17.69 4+ 0.47 2.54
J001340.21+152312.0 F475W PSF 19.79
Bulge 17.89 23.45 2.60 £+ 0.06 5.55 + 0.13 5.31
J015516.17-094555.9 F110W PSF 24.36
Bulge 21.72 22.05 0.31 + 0.01 1.99 £+ 0.03 4 (fixed)
Disk 22.37 24.57 1.03 £ 0.02 6.69 &+ 0.12 1 (fixed)
J040210.90-054630.3 F606W PSF 21.68
Bulge 19.60 23.43 1.46 £ 0.05 6.00 £ 0.18 4 (fixed)
Other 19.40 22.01 1.21 £ 0.01 4.98 £+ 0.03 0.46
J073505.66+-423545.6  F814W PSF 20.55
Bulge 18.70 19.78 0.35 £+ 0.02 0.56 £+ 0.04 4 (fixed)
Other 18.97 22.42 1.51 £+ 0.02 2.40 £+ 0.03 0.82
J092438.88+4-560746.8  F814W PSF 20.81
Bulge 14.19 23.32 18.18 £ 0.44 9.20 £ 0.22 4.86
Sp. Arm  16.66 21.49 6.48 £0.72 3.28 £0.36 0.14
-B. Mode 1: -61.5, 2.7 (shear) 3: 27.4,0.1 (S-shape)
Disk 14.94 23.74 41.99 +£0.94 21.254+0.48 1.02
J093829.384-034826.6 F814W PSF 21.19
Bulge 20.15 20.94 0.33 £ 0.04 0.71 + 0.09 4 (fixed)
Other 19.04 21.93 1.25 £ 0.01 2.66 + 0.01 0.6
J095819.87+022903.5 F814W PSF 20.93
Bulge  20.94 21.73 0.50 £ 0.04 245+ 021 4 (fixed)
Disk 18.89 22.16 1.52 £+ 0.01 7.40 £ 0.03 1 (fixed)
J100234.85+024253.1  F814W PSF 22.06
Bulge  20.59 22.18 0.78 £0.04 252+ 0.14 4 (fixed)
Disk 19.16 22.68 1.60 £+ 0.01 5.14 4+ 0.02 1 (fixed)
J101527.25+625911.5 F775W PSF 20.45
Bulge 18.55 21.81 1.19 £ 0.01 5.85 &+ 0.06 4 (fixed)
Disk 19.21 24.18 4.54 4+ 0.05 22.28 +£ 0.24 1 (fixed)
J113657.68+411318.5  F814W PSF 20.35
Disk 18.44 20.67 0.98 4+ 0.01 1.32 £+ 0.01 1.38
J120814.35+641047.5 F814W PSF 19.52
Bulge 18.22 23.32 2.29 £+ 0.05 4.37 £ 0.10 4 (fixed)
Other 19.57 21.82 1.24 £+ 0.01 2.37 +£ 0.02 0.11
J123228.08+4-141558.7  F606W PSF 20.44
Bulge 18.85 21.69 0.90 £+ 0.03 5.02 £+ 0.17 4 (fixed)
J123349.92+634957.2  F814W PSF 20.45
Bulge 20.80 21.26 0.34 £+ 0.04 0.79 + 0.09 4 (fixed)
Disk 19.41 22.41 1.31 £ 0.01 3.06 £+ 0.03 0.99
J123455.90+153356.2  F814W PSF 18.48
Bulge 16.11 22.26 4.60 £+ 0.14 4.09 £+ 0.13 4 (fixed)
Other 18.41 17.17 0.21 4+ 0.00 0.19 £+ 0.00 0.41
Other 15.39 21.73 6.70 4+ 0.01 5.95 4+ 0.01 0.43
J132504.63+542942.3  F814W PSF 20.31
Bulge 20.66 18.21 0.08 £+ 0.01 0.19 £+ 0.02 4 (fixed)
Other 18.76 21.57 1.15 £ 0.02 2.95 4+ 0.04 1.85
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Table 2.3: Continued.

Object Filter Comp. msT Heft Toff Toff n
(mag)  (5o=%5) (") (kpc)

J132943.60+4-315336.7 F814W PSF 20.28

Bulge 17.63 18.78 0.43 4+ 0.02 0.74 £+ 0.03 4 (fixed)

Other 18.64 21.08 1.55 4+ 0.01 2.63 + 0.01 0.16

Other 17.69 22.75 4.31 + 0.01 7.33 + 0.02 0.23
J141234.67-003500.0 F814W PSF 20.63

Bulge 19.18 23.87 2.61 + 0.04 5.84 + 0.09 4 (fixed)

Other 18.55 22.57 2.86 £+ 0.00 6.40 £+ 0.01 0.4
J142543.20+344952.9 F814W PSF 20.90

Bulge 19.34 20.33 0.40 £+ 0.01 1.20 4+ 0.04 4 (fixed)

Other 20.16 22.45 1.28 4+ 0.01 3.82 £+ 0.04 0.39
J145640.99+524727.2 F606W PSF 20.86

Bulge 19.22 19.99 0.51 £+ 0.02 2.16 + 0.06 4 (fixed)

Disk 18.16 21.26 1.22 + 0.01 5.11 £+ 0.02 1 (fixed)
J160044.99+505213.6 F814W PSF 20.99

Bulge 19.34 19.80 0.30 £ 0.02 0.55 £+ 0.04 4 (fixed)

Other 19.08 21.08 0.85 £+ 0.01 1.55 + 0.01 0.77
J171806.84+593313.3 F814W PSF 21.87

Bulge 19.05 22.35 1.15 4+ 0.01 4.74 £+ 0.03 3.9

2.3.6  Measuring ALsig

Surface brightness decomposition of HST imaging using GALFIT was used to
obtain an estimate of the optical continuum AGN luminosity at 5100 A, uncontaminated by
the host galaxy. To do this, the AGN component is modeled using a single PSF component,
and other Sérsic components are added to minimize residuals (see Section 2.3.5). The PSF
magnitudes are then corrected for Galactic extinction, intrinsic host galaxy extinction using
the Balmer decrement, and k-corrected. To obtain the luminosity at 5100 A , we model the
full (LRIS-B + LRIS-R) spectrum for each object using the IDL-based multi-component
quasar spectrum fitting software QSFIT (Calderone et al., 2017). QSFIT differs from the
multi-component fitting method described in Section 2.3.4 in that it only fits a single galaxy

template and uses a least-squares minimization technique, providing a means to fit full
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Figure 2.6: Surface brightness decomposition of the AGN from the host galaxy for our sample.
The large inset is the surface brightness profile, including each of the modeled components, with
residuals plotted in the inset below. The gray shaded region represents the 1o uncertainty. On the
right, from top to bottom, the HST image of each object, the model output from GALFIT, and
the corresponding residuals.
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Figure 2.6: Continued.
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Figure 2.6: Continued.
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spectra with a large number of free parameters in a computationally efficient way. Using
QSFIT, we fit each object’s full spectrum (shown in Figure 2.2) with the default settings,
which include a 5 Gyr elliptical galaxy template (Silva et al., 1998; Polletta et al., 2007),
Fe 1I templates from (Véron-Cetty et al., 2004), a simple power-law model for the AGN
continuum, and all known emission lines from 3500 to 7000 A . Uncertainties in the power-
law slope were estimated using the Monte Carlo resampling option included in QSFT1T.
The power-law model was then used to scale the AGN luminosity at the observed HST
filter wavelength to a luminosity at 5100 A. Using this method, we expect uncertainties in
AL5100 to be smaller if the pivot wavelength of the HST filter is close to 5100 A, while
filters with pivot wavelengths farther from 5100 A are dependent on how accurately the
AGN continuum model can be determined (i.e., the slope of the adopted simple power-law
continuum model). The use of a single host galaxy template does not have a significant
effect on our measurements since luminosities measured from HST imaging are measured at
filter pivot wavelengths close to - but typically at longer wavelengths than - 5100 A, where
the effects of the power-law slope vary appreciably less than at shorter wavelengths.

Uncertainty in measured luminosities due to variability can be appreciable and
vary significantly (5-30%) from object to object. Detailed analysis on the flux variability
of our objects would require detailed reverberation mapping which is currently unavailable.
We therefore adopt a median uncertainty of 15% from reverberation-mapped objects from
Bentz et al. (2013) as an additional uncertainty due to AGN variability.

We estimated the total uncertainty in our measured luminosities to be ~30% on

average for our sample. Measured values of ALg1099 are given in Table 2.4.
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2.3.7 BH Mass

Single-epoch BH masses are estimated using the virial relation commonly used
within the context of reverberation studies (see Peterson (2004)) given as

(AV)*Rpir

Mgpn = f e

(2.2)

where f is the virial coefficient, AV velocity of the BLR gas at radius Rprgr, and G is
the gravitational constant. The Rppg is estimated empirically via proxy using the optical
luminosity of the AGN (Kaspi et al., 2000, 2005; Bentz et al., 2009, 2013). Following Woo
et al. (2015), we adopt the most recent measurements of the Rprr — ALs100 relation from

Bentz et al. (2013) given as

Rprr \ AL5100
log <1lt—day> = K + alog <1044 L. (2.3)

where K = 1.527f8:8§% is the zero point, and o = 0.533f8:8§g is the slope of the log-linear
relation. The velocity of the BLR is typically measured via the line dispersion opg; however,
it is often easier to measure FWHMpyg in low-S/N spectra and convert to opg using a con-
stant factor. It is well known that the FWHM /o ratio is velocity dependent (Peterson, 2004;
Collin et al., 2006; Kollatschny & Zetzl, 2011). To account for any systematic uncertainties
in choice of velocity proxy, Woo et al. (2015) derived separate virial coefficients for opg and
FWHMypg. Since our sample consists of spectra with variable S/N, we measure line widths
using a Gaussian FWHM and adopt the appropriate virial coefficient of log f = 0.05 + 0.12

from Woo et al. (2015). By adopting the aforementioned relations, the BH mass equation
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becomes

Moy — 10086775425 ( FWHMug 20 ALsio | 005 . .,
e ' 103 km s~ ! 10% erg s—1 ® (2.4)

Values for calculated BH masses for our sample can be found in Table 2.4. The
uncertainties quoted for BH mass in Table 2.4 include uncertainties from measurements of
FWHMpg and ALsigo, as well as the uncertainties derived from the virial coefficient f and
the RprLr — ALs100 relation. The most significant contribution to the uncertainties in BH

mass is derived from the calibration of the virial coefficient f.

2.4 Results

2.4.1 The Mgy — 0. Relation

We plot the results of our measurements for the Mpp — o, relation in Figure
2.7. We include other non-local objects from previous studies of red 2MASS quasars at
0.14 < z < 0.37 (Canalizo et al., 2012), post-starburst quasars at z ~ 0.3 (Hiner et al.,
2012), Seyfert 1 galaxies at z = 0.36 and z = 0.57 (Woo et al., 2006, 2008), as well as local
and non-local reverberation-mapped AGN samples from Woo et al. (2015) and Shen et al.
(2015), respectively, for comparison.

To compare our measurements to the local relation, we recalculate BH masses for
all objects with z < 0.1 for the combined sample of AGNs from Bennert et al. (2011a), local

inactive galaxies from McConnell & Ma (2013), and local reverberation-mapped BH masses
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from Woo et al. (2015) using the most recent BH mass calibration from Woo et al. (2015),
which adopts a virial coefficient of log f = 0.05 4+ 0.12 for HS line widths measured using
a Gaussian FWHM. The local comparison sample consists of a total of 124 objects ranging
in mass from 6.1 to 10.3 in log;,(Mpn). We perform linear regression using a maximum-
likelihood approach and estimate uncertainties using MCMC. The linear fit to the local

Mpyu — o, relation is given by

Mpu O
lo = (8.32310:046y 1 (4.61310230) 1, <> 2.5
£10 < M, > ( —0.046) ( —0.231) 210 200 km s L (2.5)

with an intrinsic scatter of ¢y = O.427f8:8§%. The best-fit local relation is plotted as a
black dashed line, and the 68% confidence interval is given by the dotted lines and shaded
region in Figure 2.7. Our local relation has a shallower slope than that of McConnell &
Ma (2013) (8 = 5.64 + 0.32) and is nearly consistent with that of the Woo et al. (2015)
updated reverberation-mapped sample (5 = 4.97 £+ 0.28). Additionally, we plot the relation
from Kormendy & Ho (2013) (red dashed line), which measured local BH masses in inactive
galaxies using stellar and gas kinematics. Since single-epoch BH masses are calibrated using
local inactive galaxies, the good agreement between the Kormendy & Ho (2013) relation
and our local relation indicates that BH masses for AGNs are well-calibrated.

The 22 objects in our sample span a mass range of two orders of magnitude from 6.1
to 8.3 in log;o(Mpg). The mean offset of our sample from the local relation is —0.0181)-13%
dex, with a scatter of 0.385f8:(1)?g dex. The scatter in our sample is comparable to that of
the 0.43 £ 0.03 dex found for local reverberation-mapped objects (Woo et al., 2015) as well

as the 0.38 dex for objects from stellar dynamical measurements (McConnell & Ma, 2013).

49



Overall, the distribution of objects in our sample does not preferentially lie above or below
the local relation. NLS1s in our sample span a mass range from 6.3 to 7.1 in log;,(Mpm) and,
on average, fall on the local relation with comparable scatter to the overall sample. Overall,
our sample expands on the non-local relation by occupying the lower to intermediate SMBH

mass range with a scatter comparable to the local relation.

2.4.2 Evolution in the Mgpg — 0, Relation

In Figure 2.8 we plot Alogq(Mpn) as a function of redshift. Following Woo
et al. (2006, 2008), we investigate the possibility of evolution in the Mpy — o, relation, by
performing linear regression of Alog;o(Mpn) with respect to to the local My — o, relation

as a function of redshift following the linear model used by Park et al. (2015), given by

Alog,o(Mpn) = vlogo(z + 1). (2.6)

Since we have defined A log,o(Mpu) with respect to the local relation, we exclude an inter-
cept as free parameter. We also avoid binning BH masses by redshift to avoid introducing
any biases due to the fact that our objects are not at discrete redshift intervals, unlike the
samples of Woo et al. (2006, 2008), which were - by design - selected at discrete intervals of
z = 0.36 and z = 0.57, respectively. We perform maximum-likelihood regression and esti-
mate uncertainties using MCMC finding the value in the best-fit slope to be v = 2.16 0.62
with a scatter of ¢g = 0.43 4= 0.03, which implies a 3.5¢ confidence for a non-zero positive
slope.

Previous analysis by Woo et al. (2008) compared z = 0.36 and z = 0.57 Seyfert 1
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Figure 2.7: The Mgy — o, relation for our sample, including objects from selected non-local
studies. The black dashed line indicates the local relation we derived using BH masses of local
AGNs from Bennert et al. (2011a), local inactive galaxies from McConnell & Ma (2013), and local
reverberation-mapped AGNs from Woo et al. (2015), using the most recent BH mass calibration from
Woo et al. (2015) (Equation 2.5). The black dotted lines and shaded area represent the local scatter.
The red dashed line represents the relation from Kormendy & Ho (2013), based on BH masses of
local inactive galaxies measured using stellar and gas kinematics. Additionally, we include local
reverberation-mapped objects from Woo et al. (2015) and non-local reverberation-mapped objects
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from Shen et al. (2015) for comparison.
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objects (Woo et al., 2006, 2008) found a slope of v = 3.1+ 1.5, however, they compared their
sample to the local inactive relation fit available at the time by Tremaine et al. (2002), which
is a shallower local relation (a slope of = 4.02 + 0.44), and enhances the apparent offset
in Mgy by 0.43 dex and 0.63 dex at z = 0.36 and z = 0.57, respectively. If we perform the
same analysis of the non-local objects from Woo et al. (2008) with our revised local relation
we find a slope of v = 1.93 £+ 0.73 or 2.60 confidence for a non-zero slope and an offset in
Mgy of only 0.26 dex and 0.38 dex at z = 0.36 and z = 0.57, respectively, which is less than
the ~ 0.4 dex scatter of these data at these redshifts. Including dust-reddened 2MASS QSOs
from Canalizo et al. (2012), and post-starburst QSOs from Hiner et al. (2012) enhances the
slope further to v = 2.43 4+ 0.68 (3.60 confidence) due to these objects being preferentially
above the relation by ~0.5 dex in Alog,o(Mpn) at z ~ 0.3. With the inclusion of our
objects, the significance of a non-zero slope decreases slightly to 3.50 confidence. If we were
to omit higher-luminosity QSOs and consider only Seyfert 1 objects the slope decreases to
v =1.69 4+ 0.65 (2.60 confidence).

From Figure 2.8, there is ample reason to be skeptical of any underlying trend
in Alog;o(Mpnu) as a function of z, as it is clear that there remains considerable scatter
in Alogo(Mpn). We can quantify the strength of a linear correlation for our data in the
context of the scatter by computing the nonparametric Spearman’s correlation coefficient,
assuming there exists some monotonically increasing relationship in Alog;,(Mpn) as a func-
tion of z. We calculate the Spearman’s coefficient and its uncertainty using Monte Carlo
methods. Spearman’s correlation coefficient of the non-local sample, including our objects,

is rs = 0.23 £ 0.04, indicating a very weak to weak positive correlation. The weakness
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of the correlation is due primarily to the consistent scatter of ~0.4 dex across the entire
sampled redshift range. In other words, the scatter we observe locally and at low redshifts
is comparable to the scatter we observe at the highest redshifts, which implies there is - at
best - a weak dependence of Alog;,(Mpy) on redshift. If we instead fit a constant model to
Alog;o(Mpg) to all non-local objects, we find that the constant offset from the local relation
is C = 0.19+0.08 with a scatter of ¢g = 0.40 £0.07. Most importantly, the residual scatter
is nearly identical regardless of the model chosen, due solely to the large amount of scatter
at all redshifts. Additionally, because the intercept of the linear fit to Alog,q(Mpn) is held
constant to zero (because we are comparing it to the local relation at z = 0), any datum at
high redshift can have considerable influence on the slope of the linear fit, especially for our
small sample. Considering the level of scatter across the sampled redshift range, the weak
correlation of Alog;o(Mpn) with respect to z, and the fact that the majority of these data
reside well within the local scatter (see Figure 2.8), we conclude that any evolution in the

Mgy — ox* relation in the past 6 Gyr is very weak at best.
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Table 2.4: Measurements of Mgy and o,. Column 1: object. Column 2: redshift as measured from
stellar absorption features, repeated here for reference. Column 3: intrinsic extinction as measured
from the Balmer decrement. Column 4: HF FWHM. Column 5: base 10 logarithm of the AGN
luminosity at 5100 A, as measured from GALFIT surface brightness decomposition. Column 6:
inclination-corrected stellar velocity dispersion. Column 7: base 10 logarithm of calculated BH
mass from Equation

Object z E(B-V) FWHMpg logg(AL5100) O logio(MBH)
(kms~1) (ergs™) (kms™1) (Mo)
J000338.94+160220.6  0.11681 0.010 32531233 43.071510 109112 7.3910-32
J001340.21+152312.0  0.12006 28541205 42.85T5-11 9319 7171039
J015516.17—094555.9  0.56425 0.019 43507358 43401511 13914} 7.8310-36
J040210.90—054630.3  0.27065 0.051 230813232 42.98%911 89123 7.0575:3°
JO73505.66+423545.6  0.08646 20197138 42.9310-1% 69712 6.917031
J092438.88+560746.8  0.02548 2650720° 41.0573 38 65719 6.141021
J093829.38--034826.6  0.11961 11867135 42717011 7873 6.331033
J095819.87+022903.5  0.34643 48451301 43837511 222746 8.1570-37
J100234.85+024253.1  0.19659 0.115 26071187 42.8275-18 881> 7.0710:3%
J101527.25+625911.5  0.35064 43791389 44.01703] 30723 8.151032
J113657.68+411318.5  0.07200 14767109 42577017 103*7 6.457029
J120814.35+641047.5  0.10555 0.140 24007157 43.267911 83Tt 7.2475:33
J123228.08+141558.7  0.42692 4704753% 44.0019-38 161132 8.2110-37
J123349.92+634957.2  0.13407 17677133 43111911 14379 6.8910-32
J123455.90+153356.2  0.04637 27421201 42921511 141112 7171032
J132504.63+542942.3  0.14974 0.039 19201238 43277511 89115 7.05103%
J132943.60+315336.7  0.09265 0.021 31227221 42.84701] 14477 7.2475-30
J141234.67—003500.0  0.12724 14757192 4297911 62718 6.66703%
J142543.20+344952.9  0.17927 0.144 20047125 43.2110-30 135119 7.05703%
J145640.99+524727.2  0.27792 0.166 36081253 43.35701% 142730 7.6375-34
J160044.99+505213.6  0.10104 13631102 42631511 60715 6.4170-32
J171806.84+593313.3  0.27356 0.031 81797800 43227512 235121 8.2870-33

2.5 Systematics

The following sections outline possible systematic uncertainties and selection effects

that may affect our measurements.
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2.5.1 Hp Width Measurements

Previous studies (Woo et al., 2006, 2008) use the second moment of the Hf emission
line, showing that line measurements from single-epoch spectra are consistent with those of
reverberation studies; however, it is often easier to measure FWHM in lower-S/N spectra.
One caveat of adopting a FWHM parameterization for the HS width is the fact that the re-
lationship between FWHM and o is not necessarily FWHM /o = 2.355, and previous studies
have attempted to account for the discrepancy (Park et al., 2012). Woo et al. (2015) derived
a virial factor that takes into account the systematic uncertainty added to mass estimates de-
rived from calibrations from reverberation studies, given by f = 0.0540.12, which we adopt
here. We found that asymmetries in the broad Hg line profile are due to underlying stel-
lar absorption, and that when broad HS and the stellar continuum are fit simultaneously,
a single Gaussian component fully accounts for any line asymmetries. We find that our
single-component Gaussian measurements are consistent with measurements using multiple
Gaussian components to account for line asymmetries. We also find that the uncertainties
in our estimates of the FWHM decrease by a factor of 2.3 when fit simultaneously with the
stellar continuum and Fe IT emission. Uncertainty due to variability of the FWHM of HS
with respect to rms line widths from reverberation studies are estimated to be 7% (Woo
et al., 2007), which we add to our random uncertainties in quadrature. On average, the total
uncertainty in our measurements for broad H3 FWHM is ~8%, corresponding to a 0.06 dex
uncertainty in Mpg. One object in our sample, J015516, was observed independently by
Woo et al. (2008) to have ogg = 2103 km s~!, which is consistent with our measurement

of FWHMpg = 4350 km s~! if we assume FWHM /o ~ 2. We conclude that our estimates
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for HB width measured from the FWHM of the line profile are not a significant source of

systematic uncertainty, and do not significantly affect estimates of Mpy.

2.5.2 ALso90 Measurements

Residuals of surface brightness photometry performed on HST imaging show there
is very good agreement of the empirically constructed PSF and the central surface bright-
ness of the AGN for each object. Large residuals in surface brightness profiles are at most
Ap = 0.3 mag arcsec™2 and appear to result from intrinsic properties of each object, such as
the presence of dust lanes and spiral arms. On average, the uncertainty due to PSF mismatch
is ~0.1 mag. We do not suspect PSF mismatch to be a significant source of error in our
measurements for the AGN luminosity. For comparison, Park et al. (2015) independently fit
J073505 from HST /NICMOS/F110W imaging and obtained a ALsjg0 = 1.02 (10% erg s71),
while we obtained ALz109 = 1.01 (10% erg s7!) with HST /ACS-WFC/F775W imaging.

The simple power-law parameterization used to model the AGN continuum from
the full spectrum (LRIS-B + LRIS-R) also contributes an uncertainty of ~0.1 mag. Un-
certainties in various corrections, e.g. extinction, AGN fraction, k-correction, and passive
evolution, we conservatively estimate at ~0.1 mag.

To account for uncertainty due to variability in our measured luminosities, we
adopt an additional 15% uncertainty based on the median uncertainty from reverberation-
mapped luminosities from Bentz et al. (2013).

The overall uncertainty in our estimates for ALsigg is ~30% on average, corre-
sponding to a 0.08 dex uncertainty in Mpy, consistent with the uncertainties estimated by

Treu et al. (2007). Given that Mgy oc ALY, we do not expect our measurements for
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ALs100 to contribute a significant offset in our estimates for Mpy.

Extinction, if left unaccounted for, can also lead to an underestimate of ALsigg,
and therefore an underestimate of BH mass. We correct for Galactic extinction, as well
as intrinsic extinction estimated from measurements of narrow Balmer line ratios. We do
not use broad-line emission ratios to correct for extinction within the BLR. However, given
the low dependence of AL51990 on BH mass, we do not suspect extinction from the BLR to
significantly affect our results except in extreme cases. For instance, not accounting for a

reddening value of E(B — V) = 0.1 corresponds to a 0.06 dex underestimation of BH mass.

2.5.3 BH Mass Calibration

The derivation of Equation 2.3.7 used to calculate single-epoch BH mass is empir-
ically calibrated using local (z < 0.3) reverberation-mapped AGNs to obtain the Rprr —
ALs100 relation. The behavior of the Rgrr — ALs1g0 relation at z > 0.3 however is still
unknown due to a lack of reverberation-mapping studies at higher redshifts, which may
be problematic for the high-z objects in our sample. Furthermore, it is possible that the
the behavior of the Rprr — ALs100 relation may be dependent on accretion rate. Recent
reverberation-mapping measurements performed by Du et al. (2016) of super-Eddington
accreting massive BHs in AGNs found that Rppr scales inversely with accretion rate, i.e.
higher accretion rates result in smaller Rprr. If not taken into consideration, this de-
pendence could systematically cause us to overestimate the BH mass of NLS1 objects in
our sample per given ALsi00, which have higher accretion rates (12% on average) than the

BLS1s in our sample (4% on average). However, since the NLS1s in our sample have gener-
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ally lower accretion rates than those studied by Du et al. (2016), we expect the contribution

of accretion rate on the calculation of BH mass for objects in our sample to be negligible.

2.5.4 o0, Measurements

2.5.4.1 Template Mismatch

Template fitting performed to measure the LOSVD of the host galaxy is typically
performed using a set of template stars observed on the same night as the science targets;
however, if the stellar population of the host galaxy is not known, it can result in template
mismatch which can bias measurements of o,. To minimize the effects of template mis-
match, we instead use a large number (N = 636) of template stars of various types from
the Indo-US Library of Coudé Feed Stellar Spectra (Valdes et al., 2004). The random un-
certainty is estimated via Monte Carlo methods, which sample all possible templates until a
stable LOSVD solution is met. Given the large number of stellar templates used in the fit, it
is unlikely template mismatch contributes to significant uncertainties in our measurements

in 0.

2.5.4.2 Fitting Region

The choice of fitting region used to measure o, can also potentially contribute to
significant bias. Greene & Ho (2006b) investigated the viability and systematics of measur-
ing o, in the Ca H+K, Mg Ib, and Ca T regions and found that while the Ca T region is
the least susceptible to template mismatch and Fe II contamination, it is the region most

affected by AGN continuum dilution, which acts to bias measurements of o, to higher val-
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ues (decrease line EW). On the other hand, the Ca H+K region is the least affected by
continuum dilution, but the most susceptible to template mismatch. Additionally, both the
Ca T and Ca H-+K regions can be biased by their stellar populations, most notably by
the presence of A stars which significantly broaden hydrogen lines. Greene & Ho (2006b)
concluded that Mg Ib is the most practical region to measure o, at redshifts 0.05 < z < 0.76
under the conditions that the amount of AGN continuum dilution is < 85% and Eddington
ratios are < 0.5. The average AGN dilution in our sample is 41% and does not exceed 82%,
as measured by taking the AGN-to-total flux ratio from surface brightness decomposition of
HST imaging. Figure 2.9 shows that our objects have Eddington ratios well below the 50%
threshold for accurate measurements of o, therefore we do not suspect continuum dilution
to contribute significant bias. While measurements of o, in the Mg Ib region can be signif-
icantly biased by the presence of Fe IT emission, this effect can be mitigated by including

Fe 11 templates in our fitting process, as discussed below.

2.5.4.3 Fe 11l Contamination

Broad and narrow Fe II emission is present in all objects in our sample to some
extent and can have significant effects. To account for this, we include 20 narrow and 91
broad Fe II templates to be fit simultaneously with stellar templates. We avoid subtracting
off Fe II emission prior to stellar template fitting due to the presence of strong narrow
emission in some objects, which can mimic variations in the stellar continuum and make
determination of the relative contribution of narrow Fe IT impossible. Narrow emission, if

unaccounted for, can bias measurements of o, to larger values by as much 90%, corresponding
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to a 0.2—0.3 dex offset in log;((o«) on the Mpp — o, relation. We show the offset of measured
values of o, caused by the presence of Fe II in the fitting region in Figure 2.10. We also
show that NLS1s in our sample are the most affected by Fe IT contamination, particularly
due to the presence of strong narrow Fe IT contamination in these objects. There is a well
known anti-correlation between the strength of Fe 1T and other properties of NLS1 galaxies
like BH mass and Eddington ratio (e.g., Grupe & Mathur (2004), Komossa (2008b), Xu
et al. (2012)), and we observe the same trend in our sample. One such object, J123349,
remains offset in log;g(ox) by +0.16 dex, which could be due to Fe II template mismatch.
This highlights the importance of correcting for Fe II emission, especially in samples of high
luminosity and NLS1 (high Eddington ratio) where narrow Fe II contamination is most

common, as they can significantly bias o, measurements.

2.5.4.4 Morphology

The observed scatter in our sample could be attributed to properties such as host
galaxy morphology, which can have a significant influence on the measurement of o,. Mor-
phological biases in o, may arise if hosts are not elliptical or do not exhibit “classical” bulges.
For instance, Graham et al. (2011) showed that barred hosts tend to fall ~0.5 dex below the
Mgy — o, relation compared to non-barred hosts. From our sample, five objects (J095819,
J100234, J132943, J141234, and J145640) show clear bar morphologies within their disks;
however, we see no such offset of barred hosts compared to non-barred hosts on the Mgy — o,
relation within our sample.

Another more obvious source of potential offset in o, could be the result of a bulge
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Figure 2.9: Bolometric luminosity vs. BH mass. Dashed lines correspond to Eddington ratios.
The dotted red line indicates 50% of the Eddington limit, beyond which it is ill-advised to measure
o, due to significant AGN continuum dilution. All NLS1 objects in our sample have the highest
Eddington ratios, consistent with previous studies which indicate that NLS1s have high accretion
rates.
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Figure 2.10: Effect of Fe II emission on measurements of o,. For the majority of our sample, the
effect is negligible. However, Fe II contamination can significantly affect o, measurements if strong
narrow Fe II is present, as this emission can mimic stellar absorption features. Narrow Fe II emission
seems to be strongest in NLS1 objects, possibly due to their high accretion rates.
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that is no longer in dynamical equilibrium, such as in the case of a merger event. Previous
studies have shown that mergers in progress have been found to have increased scatter on the
Mpyu — o, relation and tend to have undermassive BHs relative to their hosts, correspond-
ing to a larger velocity dispersion than inferred from the local relation (Kormendy et al.,
2011; Kormendy & Bender, 2013). More recently, high spatial resolution near-IR integral
field spectroscopy performed by Medling et al. (2015) of nuclear disks of late-stage, gas-rich
mergers have shown that their BHs are overmassive by a significant amount, suggesting that
they grow more quickly than their hosts. One object in our sample, JO00338, appears to
be in the early stages of a merger in HST imaging and falls above the local relation by a
factor of 0.31 dex in BH mass but well within 1o scatter of the local relation. This is most
consistent with time-resolved N-body simulations used to investigate the evolution of o,
during mergers performed by Stickley & Canalizo (2014), which found that o, in the bulge
component in the early stages of the interaction does not significantly deviate from the value
of o, measured before the interaction. They also found that, while the value of o, oscillates
during the merger process, it is unlikely that the deviation from the equilibrium value will be
large. Considering the large separation distance between the two progenitors (~ 11 kpc, not
considering any projection effects), and that the measured o, is within 15% of the value of
o, implied by the local relation, we conclude that the o, measured for JO00338 is consistent
for a dynamically relaxed bulge and do not omit it from our analyses.

Another object, J101527, appears to show evidence of interaction from HST imag-
ing, and surface brightness decomposition of J101527 also reveals a double nucleus, consisting

of an AGN and another low-surface-brightness object. Kim et al. (2017) classified J101527
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as a candidate recoiling SMBH resulting from a merger, and the host galaxy is likely a
bulge-dominated elliptical in the late stages of a merger (see Kim et al. (2017) for a detailed
analysis of J101527). Kim et al. estimated the stellar velocity dispersion from Keck/LRIS
spectra using the [S 1[|A6716 width following Komossa & Xu (2007), obtaining a value of
os 1 = 190 & 20 km s~!, which places J101527 very close to our local Mgy — o, relation.
We measure a nearly identical value using the [O TI|A5007 width of og 1 = 197 £ 3 km
s~! from our Keck/LRIS spectra. Measuring o, directly from the stellar continuum, we find
0. =307 £27 km s~1, a 56% difference from what is measured from the [O 11I] width. The
large offset in o, results in a BH mass that is undermassive by ~1.0 dex, making it the
largest outlier in our sample. However, this offset may indicate that the stellar component
is not yet dynamically relaxed. Numerical simulations indicate that measurements of o, are
enhanced for merging nuclei as separation distance decreases (Stickley & Canalizo, 2014).
The clear morphological peculiarities of this object, as well as the large uncertainty in mea-
sured o, values, warrant the omission of J101527 from analyses when considering evolution
in the My — o, relation. We however include its measurements in Table 2.4 as well as flag
this object as a merger in our diagrams.

To further investigate possible biases due to morphology, we consider the location
of bulges of our sample on the fundamental plane relation (FP; Djorgovski & Davis (1987)).
Surface brightness measurements are obtained using the sersic2 option in GALFIT and
appropriate corrections for extinction, k-correction, surface brightness dimming, filter trans-
formations, and passive evolution are applied. The FP relation for our sample is shown in

Figure 2.11. Following Canalizo et al. (2012), we compare our objects to the SDSS-r or-
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thogonal fit to ~50,000 SDSS DR6 of early-type galaxies at 0.0 < z < 0.35 from Hyde &
Bernardi (2009), given by the solid line in Figure 2.11. We find that the majority of our
sample is in good agreement with the FP relation. One object, J123349, falls completely
outside the SDSS scatter. This object is classified as an NLS1 and exhibits a high fraction
of Fe II contamination in its spectra, which is likely biasing the measurement of o, to higher
values despite our best efforts to account for it using Fe II templates. The measured stellar
velocity dispersion of J123349 also places this object high on the Faber-Jackson relation
(Faber & Jackson, 1976) relative to its bulge luminosity, indicating that Fe II contamination
is likely contributing to its offset on the FP relation.

It is worth noting that the NLS1s in our sample have consistently smaller bulges
than the BLS1s. Some previous studies have suggested that NLS1s fall below the Mpy — 0.
relation (Mathur et al., 2001; Grupe & Mathur, 2004). These were based on o[g 117) as a
proxy for o,; however, they did not remove blue outliers, which are completely dominated by
outflows (Komossa & Xu, 2007). After removing blue outliers, the remaining NLS1 galaxies
scatter around the relation like BLS1 galaxies. In a study of 93 local SDSS NLS1 galaxies,
Woo et al. (2015) found similar agreement with the local relation when stellar velocity dis-
persions are measured directly from stellar absorption features.

The use of HST imaging of NLS1s in our sample allows us to further investigate
the morphologies of these objects in greater detail. The location of NLS1s on the FP relation
in Figure 2.11 would imply that they do indeed have smaller bulges, as we would expect
from their location on the Mpyg — o, relation. This also presents a strong case for narrow

HpS emission being indicative of a lower-mass BH, and not due to any peculiar geometry of
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the BLR (Decarli et al., 2008, 2011). However, one caveat is that the NLS1 sample used by
Decarli et al. (2008) (originating from Grupe et al. (1999)) was specific in selecting NLS1s
with strong Fe II, whereas our sample contains only two (of eight) NLS1s with strong Fe II.
Despite this, it is worth noting that aside from measurements of o, (which are directly in-
fluenced by Fe IT contamination), the NLS1s in our sample appear to show similar physical
characteristics (lower Mgp, higher L/Lgqq, and Lpylge,v) that do not appear to be a func-
tion of Fe IT strength. However, a larger comparison sample of NLS1 objects of varying Fe 11
strength is needed to make any conclusive statements on how Fe II strength affects other
properties of NLS1s.

As a final test for any morphological bias, we investigate where our sample falls on
the MpH — Liuge relation. We transform bulge luminosities from each respective HST filter
to Johnson-V luminosities, making all the necessary corrections, to compare our sample to
the My — Liulge relation from McConnell & Ma (2013). We plot the Mpn — Liuige relation of
our sample in Figure 2.12 alongside points and best-fit from McConnell & Ma, with the 68%,
95% and 99% confidence intervals of the scatter. We find good agreement with the relation
from McConnell & Ma, with our sample having a comparable scatter. One of our objects
on the Mgy — Lpyige relation, J092438, is a clear outlier and we discuss possible reasons for

its apparent undermassive BH relative to its host bulge luminosity in the Appendix.

2.5.4.5 Selection Effects

In addition to measurement uncertainties, we investigate any possible uncertainties

and biases that may result from selection criteria. The selection criteria used for our sample
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required a broad H3 FWHM within the range 500 km s~ ! < FWHMpg < 2000 km s to
select candidate NLS1 objects, and visible stellar absorption features (typically Ca H+K
equivalent width EW gk > 0.5 A ) to ensure that o, could be accurately measured.

In general, the presence of broad lines may select against host galaxies with higher
(edge-on) inclinations, which have systematically higher o, values relative to host galaxies
at lower inclinations due to the presence of contaminating disk stars along the line of sight
(Bellovary et al., 2014). We correct o, for objects in our sample which contain disks to
face-on o, values to account for any o, values that may be inflated due to the presence of
a disk and thus give the appearance of an undermassive BH on the Mpy — o, relation (see
Section 2.3.1).

The broad Hf line width requirement, by design, biases our sample toward lower
BH masses. Our original intention was to detect lower-mass BHs at high redshifts using
NLS1 galaxies. Unfortunately, our selection in FWHMpg was not rigorously met due to the
nature of the SDSS DRY7 line-fitting algorithm, and no NLS1 objects were found at z > 0.2.
On the other hand, our sample covers a broad range in mass: two orders of magnitude in
the range 6.3 < log;o(Mpn) < 8.3. Finally, the requirement for visible absorption lines
to accurately measure o, in the Mg Ib region also preferentially selects objects with AGN
luminosities lower than or comparable to the host galaxy, therefore requiring lower average
AGN luminosities and lower BH masses, assuming the AGN luminosity is due entirely to
BH accretion and a function of BH mass. Indeed, the average AGN-to-total light fraction
of our sample (as measured from HST imaging) is 41 + 12% with no objects exceeding 82%,

which ensures we should be able to accurately measure o, and should not be significantly
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biased toward higher dispersions due to AGN dilution of stellar absorption features.

However, by selecting objects with visible stellar absorption features with a min-
imum EW (line strength), we may implicitly introduce some maximum AGN luminosity
threshold relative to the host galaxy per given redshift. A requirement for visible stellar
absorption features implies that stellar light from the host galaxy is not significantly diluted
by the light from the AGN, which implies there is some maximum AGN-to-total light ratio
beyond which o, cannot be measured, and therefore a maximum luminosity threshold for the
AGN. Additionally, the S/N requirements for visible absorption features in higher-redshift
objects would require more massive, and therefore more luminous host galaxies, of which
there are fewer due to the steep drop in the luminosity function of galaxies. Therefore se-
lection by absorption line visibility at higher redshifts could still be biased to overmassive
BHs. We do see that the highest-redshift BHs in our sample tend to be overmassive, which
may be the result of our implicitly imposed AGN luminosity threshold.

Lauer et al. (2007) explained that intrinsic scatter in the Mpg—bulge scaling re-
lations implies that, for a given Lyge Or o4, there exists a range of BH masses. However,
samples selected by some given AGN luminosity threshold (as is typically done for high-
redshift samples) results in a distribution of Lo and o, per Mpp, assuming that AGN
luminosity is determined solely by BH mass. This, combined with the steep drop in the lu-
minosity function of galaxies, preferentially selects overmassive BHs relative to their hosts,
which can thus produce a false signature of evolution in high-redshift studies. Woo et al.
(2006, 2008) selected objects with a minimum HB EW of 5 A, but using Monte Carlo sim-

ulations to model a sharp selection in luminosity, Treu et al. (2007) found that this bias is
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negligible for the Mpy — 0 relation unless the scatter at high redshift increases consider-
ably.

In addition to the Lauer et al. (2007) bias, Shen & Kelly (2010) suggest that
luminosity-threshold samples tend to be biased toward high SE virial BH masses by as
much as 0.2 to 0.3 dex, due to the uncorrelated variations between continuum luminosity
and line widths in reverberation-mapping studies, from which we obtain BH virial mass
estimates. Together, it is possible the Lauer et al. (2007) and Shen & Kelly (2010) biases
can account for the offset in BH mass at high redshift, with biases becoming worse as a
function of z for higher-luminosity thresholds.

We plot log;o(ALs100) as a function of z in Figure 2.13, comparing our and other
non-local samples with the local AGN samples from Bennert et al. (2011a, 2015). We
also include objects from the Park et al. (2015) sample, which expanded the number of
Mgy — Lyylge measurements at z = 0.36 and z = 0.57. There is clear offset in AGN luminos-
ity as a function of redshift for all non-local samples with respect to local AGN luminosities.
As Canalizo et al. (2012) pointed out, the AGN luminosities of non-local objects tend to re-
side at log;o(Ls100/erg s~!) > 43.6. Objects in our sample have AGN luminosities consistent
with the local AGN sample up until to z ~ 0.3, at which point log;o(Ls100/erg s~1) > 43.6.
At z > 0.3, three out of the four high-luminosity objects in our sample also lie above the
Mgy — o, relation. The same trend was observed by Shen et al. (2015) who, by using SDSS
virial BH masses to probe the Mpyg — o, relation out to z = 1.0, found a similar trend with
BH mass and AGN luminosity as a function of z. They pointed out that the limited dynamic

range and higher average AGN luminosities in Woo et al. (2006, 2008) are responsible for
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the observed offset compared to local objects with considerably lower average luminosities.
This trend, which is observed here and in other studies of the non-local Mgy — o4 relation
(Shen et al., 2008; Canalizo et al., 2012; Hiner et al., 2012; Park et al., 2015; Shen et al.,
2015), makes it clear that significant statistical biases are at work in luminosity threshold
samples. However, as we have shown here, these biases can be overcome by probing lower
luminosities and lower BH masses at higher redshifts. Our selection criteria, which selected
objects only by broad-line width and the presence of absorption features, was able to probe
lower AGN luminosities than previously observed in SE studies, out to z ~ 0.3. The eight
NLS1s in our sample also have similar AGN luminosities to the local AGN sample up to
z ~ 0.2. A larger sample of objects selected with similar criteria is necessary to show if we
can further probe similar local luminosities at higher redshifts. We note, however, that our
ability to probe similar BH mass regimes at higher redshifts assumes that the shapes of the
luminosity and BH mass functions do not significantly change with redshift. Likewise, if
the scatter in the Mgy — o, relation changes significantly with redshift, it may indicate the

presence of additional statistical biases which must be accounted for.

2.6 Discussion

We consider the effects of an evolution of the Mgy — o, relation as a function of
cosmic time and its physical interpretation, if real. Woo et al. (2008) measured a significant
offset in Mpy in non-local BHs, implying a significant evolution in bulge mass over relatively
short timescales. Using the scaling relation for central velocity dispersion with stellar mass

of SDSS quiescent galaxies from Zahid et al. (2016), we estimate that the offset in Mpy from
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Woo et al. (2008) implies that bulges must grow by a factor of ~ 6 within 5.5 Gyr (z = 0.57)
to be consistent with the local relation at z = 0. Objects from Canalizo et al. (2012) and
Hiner et al. (2012), which also fall significantly above the local relation, further increase
the evolution slope and required amount stellar mass assembly. With the inclusion of our
objects, we measure an evolution slope of v = 2.16 £0.62, which relaxes the amount of bulge
growth required to a factor of ~ 4 within 5.5 Gyr. Despite the improved constraints in the
local relation and increased non-local sample size, the required mass assembly for non-local
bulges necessary to be consistent with the local Mgy — o, relation remains high. The means
by which bulges achieve such considerable secular mass assembly are the subject of ongoing
debate. It is possible that disruption of stellar disks and/or minor mergers can cause signif-
icant bulge growth without significantly growing the SMBH (Croton, 2006a; Jahnke et al.,
2009; Bennert et al., 2011b; Cisternas et al., 2011).

It is certainly possible that the evolutionary trend we measure in the Mppg — o4
relation is not of physical origin, but the confluence of selection effects and large scatter. In
Section 2.5.4.5, we discussed possible biases due to our selection criteria, which may lead to
the overmassive BHs we observe at z > 0.4 and consequent significant evolution we measure
in the Mpy — o, relation. Figure 2.13 clearly shows that we are likely still sampling the
upper envelope of BH masses at higher redshifts, which could be driving the evolution slope
upwards at the high-redshift end. These biases present the greatest challenge in acquiring
an unbiased sample at high redshift, however, we have shown that AGN selection by HS
line width (and not luminosity) allows us to probe lower SE BH masses at higher redshifts

than previously measured, assuming strong stellar absorption features are present to accu-
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rately measure o,. Furthermore, the 0.44 dex scatter we observe as a function of redshift
(see Figure 2.8) is significant and consistent across the entire redshift range of our sample,
indicating that any linear trend - and therefore evolution - in the Mpy — o, relation as a
function of redshift is weak at best (rs = 0.23 £0.04). The fact that we can fit the points in
Figure 2.8 with a constant model (as opposed to a linear model) and achieve nearly identi-
cal residual scatter indicates that we lack sufficient evidence for significant evolution in the
Mgy — o, relation up to z ~ 0.6, and that any measured offset is being driven by a sampling
of higher-luminosity AGNs, and therefore higher-mass BHs, at higher redshifts.

We stress that measurements of o, are the largest single source of systematic un-
certainty for objects on the My — o, relation due mainly to low S/N at high redshift. Even
if o, can be directly measured from stellar absorption features, biases due to the choice of
fitting region, the presence of Fe IT contamination, possible AGN dilution, and host galaxy
morphology can introduce significant uncertainties which may contribute the scatter in the
Mgy — o4 relation. The obvious alternative to measuring faint stellar absorption features
at high redshift is to use brighter gas emission features, such as the [O III|]A5007 width, as
a proxy for o, assuming that the NLR gas traces the stellar LOSVD of bulges. We found
that obtaining accurate measurements of the [O IIT] width is not trivial, as one must correct
for both Fe II contamination and the presence of blue-wing features which may indicate
the presence of gas outflows (also see, e.g., Komossa et al. (2008a), Woo et al. (2016) and
Bennert et al. (2018)). Still, there remains considerable scatter in the relationship between
o and |O III] width, and therefore studies of the Mgy — o relation using [O III| as a proxy

should only be used in statistical samples.
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We have shown that, aside from their high Eddington ratios, the host galaxies of
NLS1 objects contain BHs that reside on the local Mgy — o4 relation. Furthermore, the
NLS1s in our sample are in good agreement with lower-mass bulges on the FP relation,
indicating that their observed narrow broad-lines are likely due to having lower BH masses
(as the Mpy — o, relation would imply) and not an observational or geometrical peculiarity
of the BLR as previous studies have suggested. However, a larger sample of NLS1s is still
required to determine their behavior on the Mgy — o4 relation at higher redshifts.

We conclude that there is insufficient evidence for evolution in the Mg — o re-
lation up to z ~ 0.6 due to comparable scatter of objects on the local Mpy — o, relation
and for objects at lower redshifts. The case for no evolution within our sampled redshift
range is consistent with the results found by Schramm & Silverman (2013), who found good
agreement with the local My — Mp,yge relation using a sample of 18 X-ray-selected AGNs at
0.5 < z < 1.2. It is still possible that there is significant offset at higher redshifts than those
sampled here. For instance, using gravitationally lensed quasar hosts, Peng et al. (2006)
found that BHs grew significantly faster than their hosts at z > 1.7. Bennert et al. (2011b)
also found significant offset in the Mpy — Mypyge relation at z ~ 2, implying the BH mass
growth pre-dates bulge formation. However, current studies of the non-local Mgy — o, rela-
tion still lack statistically representative samples of BHs at the currently sampled redshifts,
as we are likely still sampling the upper envelope BH masses due to selection effects. These
are the hurdles that must be overcome in order to conclusively determine any evolution in

the Mgy — o, relation, and which we will address in future studies.
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2.7 Notes on Individual Objects

2.7.1 J092438.884-560746.8

This object is a clear outlier on the My — Lyuge relation shown in Figure 2.12,
characterized by an apparent undermassive BH relative to its host-bulge luminosity. The
HST imaging of this object clearly shows it is host to a disk and spiral arm component,
which we fit using GALFIT to ensure accurate deconvolution of the bulge component (see
Figure 2.6). It is also worth noting that the host-disk component appears to have a consid-
erably low axis ratio (b/a), which implies that the disk is being viewed at high inclination
assuming that the disk is circular. As a result, we correct the measured stellar velocity
dispersion for inclination in Section 2.3.2. Curiously, this object is not an outlier on either
the Mpn — o4 or FP relations. The offset from the Mgy — Lyyge relation appears to be due
not from an intrinsically high bulge luminosity, but an undermassive BH stemming from a
faint AGN continuum. The luminosity at 5100 A is the lowest measured in our sample,
resulting in an Eddington ratio of < 1% (the lowest point in Figure 2.9).

We also observe a significant difference in broad Hf line width between the Keck
and SDSS spectra. Here we classify this object as a BLS1 galaxy, since we measure
FWHMpyg = 2650 £ 205 km s~! with the Keck spectrum; however, a fit to the SDSS spec-
trum of this object indicates that it is closer to an NLS1 galaxy with FWHMgpg = 2036 £ 75

1. One possibility for the difference in line width could be due to the aperture size

km s~
between Keck and SDSS observations. Since this object has z = 0.025, the 3" diameter fiber

of the SDSS contains significantly more host-galaxy flux, and therefore absorption, than

the 1” slit we used for our Keck observations, leading to a more asymmetric — and possibly
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narrower — line profile.

The second possibility is that J092438 could be a “changing-look AGN”. These are
AGNs showing strong variability in their broad Balmer lines, and their continuum emission,
and in the most extreme cases they change completely from Seyfert 2 (no BLR at all de-
tected) to a Seyfert 1 (very strong BLR), the cause of which remains debated. This could be
caused by cases of extreme extinction, but perhaps more likely by strong intrinsic continuum
variability, to which the BLR responds. In most cases, the Seyfert type does not change
completely, but the broad-line widths do vary significantly. Runco et al. (2016) found that,
in a sample of 102 local SDSS AGNs, followed up using Keck, ~ 38% showed appreciable
BLR line variability.

Both Keck and SDSS observations are consistent with J092438 being in a low state,
indicated by its very faint AGN continuum and Balmer lines. If one assumes that the AGN
continuum is intrinsically stronger, and its BLR lines are stronger and broader, then J092438
would be more consistent with the Mpy — Lyyige relation and fall within the upper limits of

the scatter of the local Mgy — o, relation.

2.7.2 J145640.994-524727.2

This BLS1 object is characterized by a strong attenuation in the [O III] complex,
requiring the region to be masked during the multi-component fitting process, as shown in
Figure 2.4. Narrow Hf does not appear attenuated and could be fit without constraints.
The [O 1I1]AN4959, 5007 lines appear to have a considerably larger width than the narrow
component of HB, and appear to be asymmetric with respect to the expected |O 11| line

centers, implying that this object exhibits the asymmetric blue-wing components discussed in
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Section 2.3.4.2. The decomposition of the [O III]AA4959, 5007 lines could not be performed,
however, due to the severe attenuation. The strong attenuation does not appear to be
the result of poor skyline subtraction during the spectral reduction process, as the SDSS
spectrum appears to show the same attenuation. Cales et al. (2013) also studied this object
as part of a sample of 38 post-starburst quasars with spectra obtained from the Kitt Peak
National Observatory Mayall 4 m telescope, but could not fit the [O IIT]AA4959, 5007 lines in
their spectrum either. The spectrum also exhibits very strong broad Fe II emission, which can
be seen on either side of the HZ/[O 111]AA4959, 5007 complex in Figure 2.2. More notably,
[O 111]A4363, which requires higher temperatures and densities than [O III|AN4959, 5007
(Osterbrock, 1989), is very strong. The shape of [O 111]A4363 is also much more symmetric
than the more attenuated and more asymmetric [O IIIJAA4959, 5007 doublet. Zakamska
et al. (2016) found similar line profiles in high-redshift red quasars, which may indicate that
[O 111]AN4959, 5007 may originate from a region of lower-density and more easily accelerated
gas than [O 111]A\4363. Finally, our Keck observations also reveal absorption blueward of
broad Mg II. These features are common characteristics in low-ionization broad absorption
line (LoBAL) QSOs. Zhang et al. (2010) studied a sample of 68 SDSS LoBAL QSOs at
0.4 < z < 0.8, some of which show similar Mg IT absorption as J145640. No previous studies
classify J145640 as a LoBAL, likely due to the fact that at z = 0.278, Mg II remains (~ 220
A) below the wavelength coverage of the SDSS. We plot the full Keck spectrum of J145640
in Figure 2.14. LoBALs are thought to be associated with high accretion rates and/or early
stages of AGN/galaxy evolution (Canalizo & Stockton, 2001; Lazarova et al., 2012; Hamann

et al., 2019). We find no significant differences between the properties of J145640 and those
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of the rest of the sample, with the exception of its Eddington ratio, which is the second

lowest in the sample.
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Chapter 3

Bayesian AGN Decomposition

Analysis for SDSS Spectra

3.1 Introduction

Data analysis codes, recipes, and software distributions for spectroscopic data anal-
ysis have become commonplace in the astronomy and astrophysics community, especially in
the advent of large all-sky surveys, such as the Sloan Digital Sky Survey (SDSS; York et al.,
2000) and the highly-anticipated Large Synoptic Survey Telescope (LSST; Ivezié et al., 2019).
Despite their widespread use, many of the computational methods used to perform these
analyses are either (1) not shared by authors for various reasons, or (2) not open source and
cannot be accessed without the purchasing of proprietary software. In addition to this, many
data analysis pipelines designed for large-scale surveys are written with the intent of fitting

as many objects as possible in the shortest amount of time, while other analysis recipes may
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be suited for more-detailed analyses. Finally, many software packages are suited for fitting
for specific types of objects, usually either galaxies or active galactic nuclei (AGNs), with no
general means of fitting for both or other types of objects. As astronomy advances through
the 21st century, sacrificing quality for speed will no longer be necessary given the increas-
ingly widespread use and availability of supercomputing resources in astronomy. Likewise,
software designed for fitting specific astronomical objects will yield to more general fitting
algorithms which can fit a diverse set of objects autonomously and in great detail.

Some notable existing software packages and codes have attempted to address the
aforementioned issues. The Gas AND Absorption Line Fitting (GANDALF; Sarzi et al.
(2006)) code was one of the first large-scale algorithms to fully decompose gas emission
from stellar absorption features, using penalized pixel-fitting (pPXF; Cappellari & Em-
sellem (2004); Cappellari (2017)) to measure the stellar line-of-sight velocity distribution
(LOSVD) with stellar templates. In the context of AGN studies, GANDALF was ill-suited
for the complexities of fitting type 1 AGNs, which contain additional features such as broad
lines, Fe II emission, power-law continuum, and possible “blue-wing” components indicative
of outflowing narrow-line gas. The Quasar Spectral Fitting package (QSFit; Calderone et al.
(2017)) allowed for fitting of type 1 AGNs with a variety of optional features, making it ideal
for large-scale surveys of many thousands of objects. More recently, the release of PyQSOFit
(Guo et al., 2018) includes many similar features of QSFit with the added functionality of
Python. However, since QSFit and PyQSOFit use a library of galaxy templates to model the
host galaxy component instead of attempting to model the LOSVD using stellar templates,

AGNs with a strong stellar continuum component, such as type 2 AGNs, suffer from poor
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continuum modelling. Furthermore, while both GANDALF and QSFit are technically open
source, they are implemented using proprietary software and language (namely IDL). While
certain licensed software may have once been prevalent in the astronomical community, there
is a growing push toward open source software that can be easily shared, modified, and used
among the research community. Among these open source languages is Python, which is one
of the fastest growing programming languages for data analysis today, and its widespread
use makes it ideal for research in the astronomical community.

We address the limitations of current spectral fitting codes with a comprehen-
sive fitting package implemented in Python and utilizing a Markov-Chain Monte Carlo
(MCMC) fitting approach for accurate estimation of parameters and uncertainties, which
we call Bayesian AGN Decomposition Analysis for SDSS Spectra (BADASS). In its current
version, BADASS is written for the SDSS spectra data model in the optical (specifically 3460
A t0 9463 A, based on choice of stellar template library), however, because it is written in
Python and is open source!, it can be easily modified to accommodate other instruments,
wavelength ranges, stellar libraries, templates, and has already been used successfully to
perform decomposition on 22 type 1 AGNs observed with the Keck-I LRIS instrument (Sex-
ton et al., 2019).

The BADASS software attempts to address some notable and relevant problems
with spectral fitting software available today. Because BADASS was designed for detailed
decomposition of type 1 AGNs, which contain various components such as forbidden “nar-
row” (typical FWHM < 500 kms~!) and permitted “broad” (typical FWHM > 500 kms~!)

emission lines, broad and narrow Fe II emission, AGN power-law continuum, “blue-wing”

"https://github. com/remingtonsexton/BADASS3
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outflow components, and the host galaxy stellar continuum, these components can be op-
tionally turned on or off to fit less-complex objects such as type 2 AGNs or non-AGN host
galaxies altogether, with all of these options easily configured through the Jupyter Note-
book (Kluyver et al., 2016) interface. As a result, BADASS can be deployed for fitting a
diverse range of astronomical objects and customized to the user’s needs. Additionally, the
choice of Python as the programming language of BADASS follows suit with a number of
other software packages, such as Astropy (Astropy Collaboration et al., 2013), which aim
to replace antiquated software such as IRAF (Valdes, 1984) or proprietary languages such
as IDL, for astronomers now entering the field and/or adopting the Python programming
language for their analyses. If anything, the open source nature of the BADASS software
will serve as a template for developing various implementations of the software for individual
specific needs.

To our knowledge, the BADASS algorithm is the first of its kind to address a
number of issues specific to the fitting of AGN spectra that other algorithms have yet to
implement. First, BADASS was initially designed to fit all spectral components simultane-
ously, as opposed to masking regions of spectrum and fitting components separately. This
is specifically advantageous for the decomposition of the stellar continuum and Fe II emis-
sion from other components for studies of AGN and host galaxy relations such as the the
Mgp —o, relation. As noted in Sexton et al. (2019), stellar kinematics remain the single-most
difficult quantity to measure in type 1 AGN, and obtaining reliable values and uncertainties
for stellar quantities is a non-trivial effort that includes a number caveats and systematics

which can be difficult to account for (Greene & Ho, 2006b). Simultaneous fitting with Fe 11
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emission templates also allows for detailed study of Fe I emission properties of type 1 AGN
while taking into account the underlying stellar continuum. Finally, BADASS is the first
software of its kind to use specific criteria for the automated detection and decomposition
of outflow components in forbidden emission lines, which have recently become a topic of
much study in the context of AGN and host galaxy evolution (see Section 4.1 and references
therein).

The Bayesian MCMC approach used by BADASS for fitting spectral parameters is
unique in that it provides an easily-extensible framework for the user to modify the fitting
model, free parameters, and convergence criteria. Many fitting software packages typically
utilize a simpler least-squares minimization approach, however, it is recommended (almost
universally) to perform Monte Carlo resampling of the data and re-fitting (also known as
“bootstrapping”) to ensure accurate estimation of uncertainties. While the least-squares
approach is typically faster, an MCMC approach allows the user to estimate robust un-
certainties, visualize possible degeneracies, and assess how well individual parameters are
constrained or if they have properly converged on a solution. While fitting algorithms that
utilize random-sampling techniques admittedly suffer from slower runtimes, modern per-
sonal computers capable of multi-processing to decrease runtimes are becoming common-
place. Since BADASS utilizes the affine invariant MCMC sampler emcee (Foreman-Mackey
et al., 2013), multi-processing is also an available option for fitting large samples of objects.
The use of powerful Bayesian and computational techniques, open source framework, and
diverse fitting options together make help achieve the ultimate goal of BADASS, which is

to provide the most detailed and versatile fitting software for optical spectra in future sky
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surveys.

We describe the BADASS model construction, fitting procedure, and autocorrela-
tion analysis used to assess parameter convergence in Section 3.2. We then discuss tests of
the recovery of o, as a function of signal-to-noise (S/N), Fe II strength, and AGN contin-
uum dilution in Section 3.3. In Chapter 4 we discuss the significant correlations between
stellar velocity dispersion o, the decomposed |O 11| core and outflow dispersions of the
|O 11| A5007 emission line found using BADASS.

Throughout this work, we assume a standard cosmology of €2,,, = 0.27, QO = 0.73,

and Hy =71 km s~ Mpc™.

3.2 The BADASS Algorithm

In the following subsections, we discuss the BADASS model construction, spec-
tral components, fitting procedure, and autocorrelation analysis used to assess parameter

convergence.

3.2.1 Model Construction

BADASS constructs a model for each spectrum under the assumption that all AGN
components (i.e., the AGN power-law continuum, emission lines, possible outflows, and Fe 11
emission) reside atop a host galaxy component whose stellar contribution we wish to mea-
sure. A general overview of the model construction is as follows.

First, each spectral component is initialized using reasonable assumptions from

the data. For example, the stellar continuum and power-law continuum are initialized at
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amplitudes that are each half of the total galaxy continuum level, which is estimated using
the median flux of the fitting region. As another example, emission line amplitudes are ini-
tialized at the maximum flux value within fixed wavelength regions centered at the expected
rest frame locations of the emission line. These initial parameter values need not be exact,
as BADASS will iteratively improve on their estimated values with each fitting iteration.
Models of each spectral component are then sequentially subtracted from the origi-
nal data, and any remaining continuum is assumed to be the stellar continuum contribution,
which is then fit with a predefined host galaxy template or empirical stellar templates to
estimate the LOSVD. Once all parameters have been estimated and all model components
have been constructed, their sum-total is used to assess the quality of the fit to the original
data. This process is repeated for each iteration of the algorithm until a best-fit is achieved.

We describe each of the spectral components used for constructing the model below.

3.2.1.1 AGN Power-Law Continuum

In the simplest construction, the non-stellar thermal continuum in type 1 AGNs
can be modeled as the sum of different temperature blackbodies at various radii within the
AGN accretion disk (Malkan, 1983). This manifests itself in the UV and optical as a “big blue
bump”, which flattens out at longer wavelengths towards the near-IR, resembling a power-
law continuum. We adopt the QSFit simple power-law implementation from Calderone et al.

(2017) given by
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where A is the power-law amplitude, a is the power-law index (or spectral slope),
and )y which is a reference wavelength chosen to be the central wavelength value of the
fitting region and determines the break in the power-law model. The power-law amplitude
A and slope index ) are free parameters throughout the fitting process. The flat priors
we set on these parameters dictate that A must be non-negative and no greater than the
maximum flux density value of the data, and ay can vary in the range [-4,2]. As in QSFit,
the reference break wavelength )\, is fixed by default to be the center wavelength value of
the fitting region (i.e., (Amax-Amin)/2), since the power-law slope is poorly constrained at
optical wavelengths, however, this constraint can be relaxed if there is sufficient wavelength
coverage in the near-UV. We show different values of the power-law slope in Figure 3.1.

We find that the simple power-law model adequately describes the AGN continuum
in the optical, especially if the object fitting region is limited to rest-frame Arest > 3460 A,
which is the lower limit of the wavelength range of the Indo-US Stellar Library (Valdes et al.,
2004) used for fitting the stellar LOSVD. To better model the true shape of the power-law
continuum, a large fitting region at Aest < 3500 A is necessary to better constrain the
power-law index «y. For fitting regions Ajest > 3500 A, the AGN continuum can become
highly degenerate with the host galaxy stellar continuum, especially if the shape of the
power-law continuum is relatively flat. We nevertheless include a power-law continuum in

our fitting model because its inclusion does not affect the overall fitting process.
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Figure 3.1: The AGN simple power-law model adopted from Calderone et al. (2017). Colors
represent different values of a in the range [-4,2| for the wavelength range [3500,7000]. The reference
wavelength for this wavelength range, A\, = 5250 A, is the locus of different models for ay and is
held fixed by default to be the center of the fitting range.
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3.2.1.2 Broad and Narrow Emission Lines

All broad and narrow emission line features are, by default, modeled as a simple

Gaussian function given by

g() = Aexp [_; (Wﬂ , (3.2)

where A is the line amplitude, o is the Gaussian dispersion, and v is the velocity offset
of the Gaussian profile from the rest frame wavelength of the line. Some types of objects,
such as NLS1s, exhibit broad lines with extended wings (Moran et al., 1996; Leighly, 1999;
Véron-Cetty et al., 2001; Berton et al., 2020), for which BADASS can optionally model the
emission line with a Lorentzian function given by

A~?

t(A) = FrO =02 (3.3)

where v = FWHM /2. A comparison of the two emission line models is shown in Figure 3.2.

Because SDSS spectra are logarithmically-rebinned, each pixel represents a con-
stant velocity scale measured in kms~'. This convenience allows us to initialize width and
velocity parameters in units of kms™! and fitting performed in units of pixels without the
conversion from A, which is wavelength dependent. All narrow and broad line widths are
corrected for the wavelength-dependent instrumental dispersion of the SDSS spectrograph
during the fitting process so that final reported widths do not have to be corrected by the
user. However, we still place a minimum value for all measured emission line widths to be

the velocity scale of our spectra (in units of km s~! pixel '), to ensure that emission line
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Figure 3.2: A comparison of the Gaussian and Lorentzian emission line models centered on the
location rest frame HB with a FWHM of 2000 km s~!. Dashed lines indicate the location and width
of the FWHM.
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widths are at least greater than a single pixel in width to avoid the fitting the noise spikes.

Given the modest resolution (o ~ 69 kms~!) and S/N of SDSS spectra , we find
that in most cases a simple Gaussian function is sufficient to model the full shape emis-
sion lines. Other fitting algorithms attempt to model emission lines in higher detail, using
Gauss-Hermite polynomials or additional higher-order moments, in order to account of line
asymmetries, which are especially obvious in broad line emission. Sexton et al. (2019) how-
ever showed that some line asymmetries can be attributed to strong absorption near Balmer
features, and that emission line asymmetries are generally resolved with simple Gaussian
models as long as the underlying stellar population is modeled. Narrow lines that exhibit a
“blue wing” outflow component, as typically seen in the [O III| emission lines, can be fit as an
additional Gaussian component and is a standard feature of BADASS (see Section 3.2.2.2).
Higher resolution spectra of nearby objects with strong emission lines can exhibit further
complex non-Gaussian profiles even after outflow components are accounted for. These non-
Gaussian profiles are best modeled iteratively using multiple Gaussian components until a
optimal fit is achieved, and adding additional components can be easily achieved by modi-
fication of the BADASS code.

Many line fitting algorithms tie the widths of narrow lines to be the same across
the entire fitting region, however, we leave this as an optional constraint in BADASS. The
advantage of tying the widths only decreases the number of free parameters, while the dis-
advantage of tying all narrow line widths to each other can lead to a worse fit. Instead,
BADASS ties widths of lines that are nearest to each other in groups. For example, the

narrow |N II|/Ha/[S 11] line group’s widths are tied, and the narrow H//|O 11| line group’s
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widths are tied and fit separately. The Ha/[N 11]/[S 11] line widths can be biased due to
line blending, and/or the presence of outflows and broad lines, and since these lines tend to
have larger fluxes than most other lines, they carry greater statistical weight in determining
widths if they are tied to other lines in the spectrum. A similar argument can be made for
the HB/[O 11| line group. Ideally, one would model each individual line separate from the
rest, however, tying widths is still required for narrow forbidden lines obscured by broad
permitted lines. Thus tying widths of groups of lines both reduces fitting bias within each

group while also reducing the number of free fitting parameters.

3.2.1.3 FeIl Templates

To account for Fe IT emission typically present in the spectra type 1 AGNs, BADASS
uses the broad and narrow Fe II templates from Véron-Cetty et al. (2004), which are opti-
mal for subtraction since they include emission features that are commonly found in many
Seyfert 1 galaxies, as opposed to a single template based solely on I Zw 1 (Barth et al.,
2013). Figure 3.3 shows the narrow the broad Fe IT emission features from the Véron-Cetty
et al. (2004) template.

All Fe 11 lines from Véron-Cetty et al. (2004) are modeled as Gaussian functions
using Equation 3.2 and are summed together into two separate broad and narrow templates,
each of which can be scaled by a multiplicative free-parameter amplitude A during the fit.
Following QSFit, the default FWHM of broad and narrow Fe II lines are fixed at 3000
kms~! and 500 kms™!, respectively, which are adequate given the resolution and typical
S/N of SDSS data. The velocity offset of each line is also fixed by default. We justify hold-

ing the FWHM and velocity offsets fixed due to the fact that broad and narrow emission
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are blended together and superimposed atop one another, usually at varying amplitudes.
This leads to a strong degeneracy in both the FWHM and velocity offsets in these features.
However, the FWHM and velocity offset constraints can be optionally turned off or adjusted
to particular values for each the broad and narrow templates for more-detailed fitting.

In addition to the template from Véron-Cetty et al. (2004), BADASS can alter-
natively use the temperature-dependent Fe 1T model from Kovacevié¢ et al. (2010), which
independently models each of the F', S, and G atomic transitions of Fe II, as well as some
strong lines from I Zw 1, in the region between 4400 A and 5500 A, with amplitude, FWHM,
velocity offset, and temperature as free parameters. The template from Kovacevié et al.
(2010), while slightly smaller in wavelength coverage compared to the Véron-Cetty et al.
(2004) template, can more accurately model objects with particularly strong Fe II such as
NLS1s (Véron-Cetty et al., 2001; Xu et al., 2012; Rakshit et al., 2017). Individual transition
amplitudes, widths, and velocity offsets can be optionally fixed during the fitting process as

well.

3.2.1.4 Host galaxy & Stellar Absorption Features

The original purpose of BADASS was to extract the host galaxy contribution in
type 1 AGN spectra, and in particular, estimate the stellar LOSVD to obtain stellar velocity
v and stellar velocity dispersion o,. In this regard, BADASS serves as a wrapper for the
stellar-template fitting code pPXF (Cappellari & Emsellem, 2004; Cappellari, 2017), allow-
ing the user to optionally fit the underlying stellar population to extract stellar kinematics.

After subtracting off all the aforementioned components from the original data, BADASS
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models the stellar population using 50 empirical stellar templates from the Indo-US Library
of Coudé Feed Stellar Spectra (Valdes et al., 2004). The Indo-US Library was chosen for
its high-resolution (FWHM resolution of 1.35 A; Beifiori et al. (2011)) as well as its wide
wavelength coverage from 3460 A to 9464 A. The 50 chosen templates include the full range
of spectral types from O to M, and were specifically chosen for minimal gaps in coverage.
We find that using 40-50 stellar templates strikes an optimal balance between reducing the
chances of template mismatch and large computation times, since the non-negative least
squares routine used by pPXF for choosing templates and calculating weights carries the
largest computational overhead for BADASS and scales with the number of templates used
in the fit.

By default, only v, and o, are fit for SDSS spectra, however, if given higher-
resolution spectra, it is still possible for pPXF to estimate the higher-order Gauss-Hermite
moments of the LOSVD. One caveat to fitting the LOSVD via stellar template fitting is the
limited wavelength range of the stellar template library chosen for fitting the LOSVD. In
this regard, the Indo-US Library is provides the largest optical range and highest resolution
for currently available empirical stellar libraries. However, if one chooses to use a different
library of stellar templates, the LOSVD fitting range can be extended.

In general, the quality of the fit to the LOSVD is S/N dependent. We find that if if
the continuum S/N< 10, estimates of v, and o, can have uncertainties > 50%, therefore, we
allow the user to optionally disable fitting of the LOSVD and instead fit the stellar contin-
uum with a single stellar population (SSP) model generated using the MILES Tune Stellar

Libraries Webtool (Vazdekis et al., 2010), which is initialized with a metallicity [M/H] = 0.0,
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age of 10.0 Gyr, and dispersion of 100 kms~! to match the depth of stellar absorption fea-
tures typically seen in SDSS galaxies. The SSP template is normalized at 5500 A and is
scaled by a multiplicative factor that is a free-parameter during the fitting process. We also
include alternative MILES SSP models with ages ranging from 0.1 Gyr to 14.0 Gyr which
can be used as optional substitutes. We show a range of MILES SSP models which can be
used by BADASS in Figure 3.5.

Due to the limited range of the MILES stellar library, if the fitting range is outside
(3525 A < A < 7500 A), SSP models from Maraston et al. (2009) are used instead, which
have a coverage of (1150 A < A < 25000 A), however have much larger dispersions that do
not match strong stellar absorption features in SDSS spectra.

We note that dispersions measured with pPXF already take into account the in-
strumental dispersion of the SDSS, since it first convolves input templates to the resolution
of the SDSS before the fitting process. We nonetheless place a lower limit on the allowed

values for 0. to be the velocity scale (in units of km s=! pix~!) of the input spectra.

3.2.2 Fitting Procedure
3.2.2.1 Determination of Initial Parameter Values

As is true for all fitting algorithms, the number of required MCMC iterations re-
quired for convergence on a solution is sensitive to the initial parameter values. Ideally, one
should initialize parameters as close as possible to their actual posterior values in order to
minimize the number of iterations used for searching parameter spaces and maximize the

number of posterior sampling iterations. To do this, we employ maximum likelihood esti-
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mation of all parameters using the SciPy (Virtanen et al., 2020) scipy.optimize.minimize
function to find the negative maximum (minimum) of the log-likelihood function, which we
derive as follows.

We assume that each datum of the spectrum can be approximated as a normally
distributed random variable of mean ygata,; and standard deviation o;. The likelihood of the

data given the model ymodel i given by

N

. 1 (ydata,i - ymodel,i)2

(]

Since Equation 3.4 can result in very large values, which often times exceeds the
numerical precision of most computing machines, it is easier to use the natural log of the

likelihood, i.e., the log-likelihood:

2 )
0;

N 2
1 R .
L =1log(L) = -3 Z 10g(27rai2) + (Yaata,i — Ymodel,i) (3.5)
i=1
The constant terms in this sum that do not change from one iteration to the next,

including log(27r02-2), can be dropped, as they do not play a role in determination of the

minimum. The log-likelihood is therefore given by

Y. (Yaatai — Ymodel,))’
[':Z ata,l 2mo el,i ’ (36)

i=1 i
where the sum is performed over each spectral channel i for each datum yqatai, Ymodel,i 1S
the value of the model at each i, and o; is the 1o uncertainty at each i determined from the

SDSS inverse variance of the spectrum.
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The scipy.optimize.minimize function, which employs the built-in Sequential Least
SQuares Programming (SLSQP; Kraft (1988)) method, is used to include bounds and con-
straints on all parameters. Parameter bounds, which are the minimum and maximum values
for each parameter, are determined from the data. For example, the emission line ampli-
tudes must be non-negative, and can have a maximum value of the data in the fitting region.
These simple boundary conditions, which are later used by emcee, are effective in limiting
the parameter space for timely convergence. Constraints on parameters are used for the
testing for possible blueshifted wing components in [O III] (see Section 3.2.2.2).

By default, BADASS only performs one maximum likelihood fit to obtain initial
parameter values in the interest of time and a single fit is sufficient for initializing parameters
for MCMC fitting. However, if one chooses not to perform MCMC fitting, or if one desires
more robust initial parameter values, BADASS can optionally perform multiple iterations
of maximum likelihood fitting by resampling the spectra with random normally-distributed

noise from the spectral variance and re-fitting the spectrum, i.e., Monte Carlo “bootstrap-

ping".

3.2.2.2 Testing for Presence of Outflows in Narrow Emission Lines

Additional “blue wing" components in narrow emission lines, indicative of possible
outflowing gas from the central BH, are known to be commonplace in AGN-host galaxies
(Nelson & Whittle, 1996; Mullaney et al., 2013; Woo et al., 2016; Zakamska & Greene,
2014; Rakshit & Woo, 2018; DiPompeo et al., 2018; Davies et al., 2020). If present, fail-
ure to account for the blue excess in narrow line emission can lead to significant differ-

ence in measured line quantities, especially if one uses narrow line width as a proxy for o,
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(Woo et al., 2006; Komossa & Xu, 2007; Sexton et al., 2019; Bennert et al., 2018).

Blue wings are most visibly obvious in the narrow [O III] emission line in type 1
AGNSs because |O 111] is not significantly contaminated by nearby broad lines. To determine
if blue wings are present, BADASS can optionally perform preliminary single-Gaussian and
double-Gaussian fits to the H3/[O 111] or Ha /[N 11] /[S 1I] narrow line complexes to test if an
additional Gaussian component in the model is justified. The test for outflows is identical
to the process used for fitting initial parameter values using maximum likelihood estimation
(i.e., Monte Carlo bootstrapping). The double-Gaussian fit makes the assumption that out-
flows are present by including a narrower “core” and a broader “outflow” component for the
narrow emission lines. Monte Carlo bootstrapping for a user-defined set of iterations is then
used to obtain uncertainties on core and outflow components to assess the quality of the fit.
During the fitting process the FWHM of the outflow component is constrained to be greater
than the core component, and the amplitude of the outflow component is constrained to be
less than the core component, following what is typically seen in the literature. However,
since outflows are not necessarily always blueshifted, but sometimes at equal or redshifted
velocities with respect to the core component (albeit in rare occurrences), we do not con-
strain the velocity offset of either component during the fitting process. This feature is
useful for detecting outflow components found in star forming galaxies, which are known to
be less offset from the core component causing a more symmetric [O I11] line profile (Cicone
et al., 2016; Davies et al., 2019; Manzano-King et al., 2019).

To quantify the presence of outflows in |O III], we visually identify 63 objects from

a sample of 173 known type 1 AGN that both (1) exhibit the characteristic line profile
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asymmetry commonly seen in the literature, and (2) have a measurable non-gravitational
component in |O III] relative to the systemic (stellar) velocity dispersion (this is discussed
in detail in Section 4.2) and derive empirical relationships between measurable parameters
that recover these objects. After BADASS performs fits for both the single-Gaussian (no-
outflow) and double-Gaussian (outflow) models, the following empirical diagnostics are used

to determine if a secondary outflow component is justified in the model:

Aoutﬂow

(02 + 0A2

noise outflow

Amplitude metric: 3.0 (3.7)

)1/2 >

Ooutflow — Ocore

>
(602 100 + 6020re)

outflow core

Width metric: 1.0 (3.8)

Ucore — Voutflow
Velocity metric: > 1.0 (3.9)
(602, + 002 ) 1/2

core outflow

RSSno outflow — RSSoutfiow
ko — k1
F-statistic: (3.10)
RSSoutfiow
Nk

where A is the line amplitude (in units of 1077 erg em™2 s=' A~1), ¢ is the
Gaussian dispersion (FWHM/2.355; in units of km s71), v is the velocity offset of the line
relative to the rest frame of the overall spectra (in units of km s~1). The quantity RSS is the
sum-of-squares of the residuals within £30 of the full (core + outflow) [O 1] line profile,

k1 = 3 is the number of degrees of freedom in the single-Gaussian model, ko = 6 is the
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number of degrees of freedom in the double-Gaussian model, and N is the size of the sample
used to calculate RSS. If parameters of the core or outflow models do not adhere to their
bounds or approach to the limits of their constraints, which in turn violates the number of
degrees of freedom for each model, BADASS flags the relevant parameters and defaults to
a single-Gaussian (no-outflow) model.

Equation 3.7 is a measure of the amplitude of outflow component above the noise,
while Equations 3.8 and 3.9 are a measure of how much we can significantly detect mea-
surable differences between the core and outflow FWHM and velocity offsets, respectively.
Another way of interpreting Equations 3.7, 3.8, and 3.9 is the uncertainty overlap between
parameter values, which signifies how well BADASS can separate core and outflow compo-
nents in parameter space. For example, a value of 2 for the width metric indicates that
there is 20 separation between the best-fit values of the core and outflow FWHM.

Equation 3.10 is statistical F-test for model comparison between the single- and
double-Gaussian models. The F-statistic in this context calculates unexplained variance
between the outflow and no-outflow models as a fraction of the unexplained variance in the
outflow model alone. The F-statistic is then used to calculate a p-value, which if less than
a critical value (by default, « = 0.05), indicates that we can reject the null hypothesis that
there is no significant difference between the single- and double-Gaussian models, and that
the difference is greater than that which could be attributed to random chance. We express
our confidence in the outflow model by calculating 1 — «. For example, a = 0.05 indicates
a 95% confidence that a double-Gaussian model explains the variance in fitting the [O I1I]

profile significantly better than a single-Gaussian model.
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All of these criteria can be toggled on or off, and the significance and confidence
thresholds for each can be changed to meet the user’s specific needs. We find that the above
criteria provides a satisfactory method in finding objects with strong blueshifted excess in
|O 111] with a success rate of > 90% compared to visual identification, and recommend this
method to determine if strong outflows are present or if the [O III] core dispersion needed as
a surrogate for o, when it cannot be otherwise measured. We note that while these empirical
criteria are successful in describing the types of objects in our sample, more sophisticated
statistical modelling and cross-validation techniques with a larger sample will be required
to improve the capability of BADASS to identify objects with outflows.

If the above criteria are met, the final set of parameters that are fit with emcee will
include a second Gaussian component for all narrow lines in the fitting region, otherwise, the
final model will only fit a single Gaussian component to each narrow line. It is important
to note that any emission line, whether it exhibits blue excess or not, can be fit with more
than one component and produce a better fit. However, if one is using the core component
of |O 111 as a surrogate for stellar velocity dispersion, using a two component fit when only
one component is justified by the data can significantly underestimate the stellar velocity
dispersion. Likewise, not correcting for a strong and clearly visible outflow component can
significantly overestimate the stellar velocity dispersion if the core component is used as a
surrogate.

While BADASS can perform tests for outflows on either the HBZ or Ha region, it
is recommended that if one wants to fit outflows in both the HS and Ha regions that it be

done simultaneously, in which case BADASS uses the [O IIIJA5007 outflow component to
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constrain the properties of the outflow components for Hey, [N 11], and [S 11]. This constraint
is activated because even if a broad line is not present in He, narrow Ha and [N II| can
still be severely blended due to the resolution of the SDSS. However, if one chooses to fit
outflows in Ha independently from Hf, it is still possible at the user’s discretion.

As an aside, there is no single definition or quantification of what constitutes an
“outflow” in regards to emission lines. BADASS, admittedly, can only detect significantly
broad and offset [O III] wings that are commonly seen in the literature, but outflows can
generally produce a wide range of emission line profiles. For example, Bae & Woo (2016)
modeled biconical outflows in 3D and found that the emission line profile of outflows is
strongly dependent on orientation and dust extinction, resulting in sometimes redshifted
and non-Gaussian profiles. Some models also indicate that a high-velocity outflow can be
present without exhibiting an broad blue excess due simply to bicone orientation.

The criteria we present here constitute a preliminary means of filtering out objects
with strong outflows which may cause significant residuals if not taken into account, and
can make no claims as to whether an outflow is present if the secondary outflow component
is close to the velocity offset or width of the primary core component of the emission line.
The best method of determining if a secondary component is necessary is to perform a full
fit with the double-Gaussian model with emcee, as well as fitting the LOSVD to estimate
the gravitational influence of the NLR, and examining the individual parameter chains to

ensure that they are not degenerate and have converged on a stable solution.
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3.2.2.3 Final Parameter Fitting

Final parameter fitting performed using MCMC begins by initializing each parame-
ter at its maximum likelihood value obtained from the initial fit. We use Equation 3.6 as the
likelihood probability and initialize each parameter with a flat prior with lower and upper
bounds determined by the data. If the model contains outflow components, constraints on
outflow parameters (see Section 3.2.2.2) are included in their respective flat priors. We place
an additional constraint on broad line components, whose widths must be greater than nar-
row line widths, if broad lines are included in the fit. Fitting is then performed iteratively via
MCMC until each component’s parameters have converged. Each parameter space is ran-
domly sampled using the affine invariant MCMC sampler emcee until a user-defined number
of iterations is reached or if autocorrelation analysis (recommended) has determined that
parameter convergence has been sufficiently reached (see Section 3.2.2.4). Fitting using the
emcee package is advantageous since the use of multiple simultaneous “walkers” efficiently
explores each parameter space in parallel, all of which form MCMC parameter “chains” from
which the final posterior distribution is estimated for each parameter, as shown in Figure
3.6.

The values of parameters estimated using the initial maximum likelihood routine
(scipy.optimize.minimize) can differ substantially from parameters estimated using emcee,
as shown in Figure 3.6. This large difference is attributed to the stellar continuum model
used in each fit. The initial fit uses only a single SSP template to estimate the contribution
to the stellar continuum. The scipy.optimize.minimize algorithm, while relatively fast, is

not sensitive enough to fit the LOSVD with stellar templates in addition to many other

109



component parameters. Fitting the LOSVD requires many iterations due to the fact that
even moderate changes in stellar velocity or stellar velocity dispersion need not drastically
change the shape of the resulting stellar continuum model, or drastically change the value of
the calculated likelihood, which is partly due to the number and diversity of template stars
used by BADASS. Instead, the scipy.optimize.minimize algorithm prioritizes the fitting of
components that have the greatest effect on the calculated likelihood, such as emission lines
and continuum amplitudes. In short, the limitations of the scipy.optimize.minimize routine
are due to a combination of (1) degeneracies inherent to the stellar template fitting process,
and (2) the likelihood threshold requirements needed for scipy.optimize.minimize to achieve
a solution As a result, the initial fitting routine in BADASS only fits a single SSP template
for the stellar continuum.

The advantage of MCMC fitting with emcee allows for prolonged simultaneous fit-
ting of parameters even after a likelihood threshold has been achieved. Components that
are fit very easily (such as emission lines and continuum amplitudes) converge on solutions
very quickly, while components that are less sensitive to even moderate changes (such as
stellar templates) can continue to converge on a solution, even if the calculated maximum
likelihood does not vary considerably. The advantage of MCMC sampling in this context
allows BADASS to explore the LOSVD parameter space even after a maximum likelihood
has been reached, which allows for greater variation in template stars used for achieving
a best fit. In other words, parameter convergence is more heavily dependent on param-
eter variation (autocorrelation; see Section 3.2.2.4) rather than achieving some maximum

likelihood threshold. In the case of the FWHMpg parameter chain shown in Figure 3.6,
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the value of FWHMpyg slowly adjusts to changing stellar templates of varying stellar Hj
absorption. These slow adjustments do not result in significant changes in the likelihood
that the scipy.optimize.minimize are sensitive to, however, over a prolonged number of fit-
ting iterations, a compromise is eventually reached between the value of FWHMpg and the
stellar continuum absorption estimated from individual stellar templates.

The MCMC fitting process uses the same likelihood function, priors, and con-
straints used in the initial fitting procedure, but instead produces parameter distributions
from which best-fit values and uncertainties can be reliably estimated. The best-fit values

are then used to construct a final model, an example of which is shown in Figure 3.7.

3.2.2.4 Autocorrelation Analysis

Over a number of iterations, the values of a parameter can fluctuate significantly
as each parameter space is explored. Since some parameters can be strongly correlated (for
instance, the AGN power-law continuum component and the stellar continuum component
amplitudes), there can exist parameter degeneracies that are not taken into account when
using conventional fitting techniques. Parameter fluctuations and degeneracies can also vary
as a function of S/N. The nature and diversity of galaxy and AGN data makes determination
of parameter convergence a non-trivial issue, especially if the goal is to fit a large number of
objects that vary intrinsically or in data quality. Fitting algorithms typically address this by
setting the number of fitting iterations to an arbitrarily high number or setting a minimum
tolerance in the change in the likelihood value. While these methods of convergence are

generally good, they only guarantee convergence in the overall fit to the data, and not on
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the convergence of individual parameters.

To address this, BADASS employs autocorrelation analysis to assess parameter
convergence. Autocorrelation analysis functions are built into emcee (see Foreman-Mackey
et al. (2013)), however, we tailor these functions for the purposes of spectral fitting. The
integrated autocorrelation time, which is the number of iterations required for a parameter
chain to produce an independent sample, is calculated for all parameters at incremental
fitting iterations (by default, every 100 fitting iterations), and then the convergence criteria
are checked to see if they are satisfied by the most current fit parameters. There are two cri-
teria that must be satisfied that define convergence: (1) if calculated autocorrelation times,
which are multiplied by some multiplicative factor (by default, 10.0), exceeds the number
of performed fitting iterations, and (2) if the difference between the current and previous
calculated autocorrelation times is less than a specified percent change (by default, 10%).

In practice, some parameters never reach adequate convergence, usually due to
strong degeneracies with other model components (such as Fe 11). To accommodate these
instances, BADASS offers the user four modes of convergence in terms of the integrated
autocorrelation time: (1) mean, (2) median, (3) user-specified parameters, and (4) all pa-
rameters. The first two options calculate the mean or median autocorrelation time of all
free-parameters to determine when an overall solution is reached, however it does not guar-
antee that all parameters reach convergence. To guarantee the convergence of specific pa-
rameters of interest, option (3) allows the user to indicate which specific parameters are
considered for autocorrelation analysis, which is useful for ignoring components which have

high autocorrelation times (poorly constrained or highly degenerate components) or param-
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eters of low importance. Finally, option (4) allows the user to specify that all parameters
must converge on a solution, for which BADASS runs until all parameters satisfy the auto-
correlation conditions or BADASS reaches the user-defined maximum number of iterations.

Figure 3.8 shows an example of different autocorrelation modes and the required
number of iterations for a 17-parameter model. We recommend that the user either select
the specific parameters of interest for convergence or simply choose the “mean” criteria. The
“median” criteria is less sensitive to outlier parameters (parameters with large autocorrela-
tion times) and will generally perform fewer iterations for convergence. The “all” convergence
mode is the most strict type of convergence, however, there is no guarantee that convergence
can be reached for all parameters within the set maximum number of iterations, especially
if the data has low S/N or there are degenerate parameters.

Once the convergence criteria are met, BADASS continues to fit for a set number
of iterations (by default, 2500), which is ultimately used for the posterior distribution to
determine the best-fit parameter values and uncertainties. The iteration at which conver-
gence is achieved defines the “burn-in” for the parameter chains, after which all following
iterations contribute to the final parameter estimation (i.e, the iterations that contribute
to the histogram in Figure 3.6). Note that this is only true if autocorrelation analysis is
used to assess convergence (auto_stop=True), otherwise, BADASS runs for the maximum
number of iterations using the burn-in defined by the user. If for any reason convergence
criteria are met and then subsequently violated, BADASS resets the burn-in and continues
to sample until convergence is met again. This ensures that convergence is maintained at

all times after the burn-in and that a best-fit is not achieved prematurely.
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3.3 Performance Tests

Since one of the primary goals of BADASS is the recovery of the LOSVD, and
specifically the stellar velocity dispersion o, in AGN host galaxies, we perform a series of
performance tests as a function of different components and parameters which may affect
measurements of o, in the optical Mg Ib/Fe II region from 4400 A to 5500 A. We note
that the results of these tests are not strictly limited to BADASS, but also general fitting

techniques concerned with fitting o, in AGN host galaxies.

3.3.1 Recovery of o, as a function of S/N

To investigate the effects of S/N level on the recovery of o, we generate a series
single stellar population model using the MILES Tune SSP model spectra webtool (Vazdekis
et al., 2010). We limit the stellar population ages to 0.1, 1, 5, and 10 Gyr and metallicities
[M/H|]= —0.35, 0.15, and 0.40, and initialize the simulated spectrum at a stellar velocity
dispersion o, = 90 kms~!, taking into account the wavelength-dependent dispersion of the
SDSS. We then artificially add normally-distributed random noise at various S/N ratios to
simulate real observations. The S/N is measured relative to the value of the data in each
spectral channel. No other spectral components are added to these SSP models, and only
v and o, are fit.

Figure 3.9 shows the results of S/N tests of various SSP models, where we calculate
the percent error (deviation of the best-fit value from the actual value) and the percent
uncertainty in o,. The results of these tests provide a lower limit to the S/N of SDSS spectra

for which o, can be reliably measured. Below a S/N of ~15, the best-fit measurement of o,
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begins to exceed the actual value by more than 10%, and becomes increasingly unreliable at
lower S/N. We find a similar result for the average uncertainties of o,. We therefore do not
recommend measuring the LOSVD at S/N < 20 if the scientific goal is to report accurate
stellar kinematics.

There is also a clear offset for the youngest (0.1 Gyr) SSP models, which can
be explained by the lack of younger stellar templates included with BADASS, since these
stellar types are considerably more rare. In cases where BADASS is used for fitting active
star forming galaxies, we recommend one include more O- and B-type templates for fitting

the LOSVD and/or disabling the power-law component.

3.3.2 Recovery of o, as a function of Fe 11 Emission

To test the effects of Fe IT emission on the measurement of o, we hold the ampli-
tude of the 10 Gyr, [M/H|=0.15 MILES SPP model constant and incrementally add broad
and narrow Fe II at an increasing amplitudes, and fit o, at S/N levels of 10, 25, 50, 75,
and 100. We define the Fe II fraction as a function of stellar continuum amplitude, such
that when Fe II amplitude is equal to the stellar continuum amplitude, the Fe II fraction is
100%. We assume that stellar absorption features are at the same velocity (redshift) as Fe II
features, and note that subtle differences in velocity may make recovery of o, more difficult,
however, since narrow and broad Fe II features are typically blended due to the resolution
of SDSS, we can only reliably measure the relative amplitude of Fe 1T emission. At the very
least, recovery of o, as a function of Fe II fraction gives insight as to how stellar template

fitting can recover the underlying stellar continuum when broad and narrow emission line
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features are superimposed on them.

The results of our tests in the recovery of o, as a function of Fe II fraction are
shown in Figure 3.10. There is a weak dependence of the best-fit value of o, as Fe II fraction
increases, and the variance in o, increases with decreasing S/N. Even in the most extreme
cases, where Fe II fraction exceeds 50%, o, can be reliably recovered. Similarly for the
uncertainty in o,, we find that Fe II fraction has no discernible effect on the measured un-
certainties, and are more dependent on S/N. While the effects of differing velocities between
stellar absorption and Fe II features are not taken into consideration, these tests indicate
that even extreme fractions of Fe 1T will not significantly affect stellar template matching of
the underlying stellar continuum, as long as absorption features are not significantly diluted

by the AGN continuum.

3.3.3 Recovery of o, as a function of AGN Continuum Dilution

To simulate the effects of AGN continuum dilution, we construct a model spectrum
with a flat continuum (power-law slope = 0.0) held at constant amplitude, add the MILES
SSP 10 Gyr [M/H]= 0.15 template at decreasing amplitudes, and fit o, at S/N levels of 10,
25, 50, 75, and 100. Because young stellar types have a similar continuum shape as an AGN
power-law continuum, we do not want the effects of template mismatch to skew measure-
ments of o, as a function of dilution of stellar absorption features, therefore we initialize the
continuum to be flat.

Figure 3.11 shows the effects of AGN continuum dilution on the recovery of o,. We

find that continuum dilution can have significant effects even at low S/N. At S/N< 10, o,

120



“Sur)yyg ojerduro) Ief[ols joope A[JUeOYIUSIS
10U SOOP UOISSIWd [T 9 ‘0,()G SPP9IXe UOIJORI] UOTIORIJ [T 9 OY) YOIYM UI SOSBD 9WAIIXD JSOUL Y} Ul UoAY "N/§ U0 oouspuadep Io5u0Is ®
pue ‘uorjorij II 9, O} 9NP *0 Jo anfea oY} U0 souspuadep Neam © SI 9IS, "UOIDeIJ I 9 JO UOIUN] & SB *0 Jo AI0A009Y :0T°¢ oInSIijg

uoioel ||o4 uoioel ||°4

00T 06 0% 0L 09 05 OF 0f 0% 0T 0 00T 06 08 0L 09 05 OF 08 02 0T 0.
............................................. 0 00T=N/S —
- ] G/=N/S —

0s=N/s — [0C—

GZ=N/S

\/\)\'/\/\.w A Y R PR S TSI TITTIETTIETTT LOT—

Q
< <
o & o
g g
=
L <
8 0T
L0z

0€

121



cannot be recovered if there is more than ~15% dilution. At S/N of 25 to 50, one can expect
to recover o, at up to ~60% dilution. At S/N of 75 to 100, one can reliably recover o, with
up to ~ 80% dilution. Beyond 90% dilution, stellar absorption features become excessively
flattened out by increasing continuum contribution or are blended with noise, leading to a
drastic increase in the measured value of o,. We find similar results for the uncertainties in
o«. Since all type 1 AGNs have some continuum contribution in their spectra, one must use
caution in the recovery of o, where contribution from the continuum component is greater
than ~50% of the overall spectral continuum level, and especially at low S/N.

Additionally, we tested the recovery of o, as a function of the power-law contin-
uum slope to investigate the effects of possible stellar template mismatch, for example, a
steep AGN power-law slope resembling the steep stellar continuum of an O- or B-type star,
however, we did not find any significant difficulties in the recovery of o,.

For objects that exhibit strong Fe 11, such as NLS1 or Broad Absorption Line (BAL)
objects, we find that strong Fe II is usually accompanied by a steep power-law continuum,
indicating very strong AGN continuum fraction and thus dilution. Our tests indicate that it
isn’t necessarily the presence of Fe II or a steep power-law slope, but the presence of strong
continuum dilution that makes it nearly impossible to recover the LOSVD in NLS1 or BAL
objects, and extra caution should be used when interpreting LOSVD fitting results from

these types of objects.
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3.4 Summary

To summarize, we have presented BADASS, a new, thoroughly-tested, and power-
ful fitting software for optical SDSS spectra that is open source and specialized for fitting
AGN spectra. Since BADASS can fit numerous components simultaneously, it can be gen-
eralized to fit not just AGN spectra, but non-AGN host galaxies as well. The use of MCMC
allows the user to fit objects with unprecedented detail, obtain robust uncertainties, and
determine the quality of fits using a broad range of metrics and outputs. BADASS also
utilizes multiprocessing to efficiently fit large samples of objects without excessive memory
overhead.

At the time of this writing, BADASS is being used for a variety of research projects
and number of collaborations. For instance, BADASS is being run in a cluster environment
to fit over 19,000 SDSS galaxies to determine the significance of outflows as a function of
separation distance and as a function of environment. BADASS will also be used to fit a
larger sample of type 1 AGN to follow up on results presented here.

Performance tests with BADASS we have presented here in the recovery of o,
can also be applied to other fitting routines which attempt to measure the LOSVD. We

summarize the results of these tests below:

e In non-AGN host galaxies and Type 2 AGN, where significant Fe 1T and AGN con-
tinuum dilution is absent, the LOSVD can be recovered in the Mg Ib/Fe II region
(4400 A -5800 A) with less than 10% error and uncertainty for S/N > 20. For objects

which exhibit active star formation, the steep continuum from young stellar popula-
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tions complicates measurements of o,, and we recommend to include more O- and

B-type template stars and disable the AGN power-law component from the fit.

e Measurements of o, are not significantly affected by the inclusion of Fe II, and are

more affected by S/N level.

e Dilution of stellar absorption features by strong AGN continuum contributes to the
largest error and uncertainty in measuring o,. We find that while that strong Fe 1T and
steep AGN power-law slope can be indicative of strong continuum dilution, they are
not the root cause. Continuum dilution caused to a large fraction of continuum flux
being dominated by the AGN is the root cause of large uncertainties in the estimation
of o4, and extra caution should be given in the estimate of the LOSVD to objects

which exhibit strong Fe IT or steep power-law slope, such as NLS1 or BAL objects.

As newer and larger surveys begin to come online, tools such as BADASS, which
underscore the need for a generalized open-source framework for fitting a variety of objects
with advanced statistical techniques, will be needed for increasingly-detailed analysis of

astronomical spectra in the coming decade.
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Chapter 4

A Correlation Analysis of |O w|A5007
Outflow Kinematics with AGN and

Host Galaxy Properties

4.1 Introduction

The emergence of scaling relations between supermassive black holes (henceforth,
BHs) and their respective host galaxies implies that there is a fundamental mechanism
that regulates their co-evolution (Kormendy & Ho, 2013; DeGraf et al., 2015), however the
source of this mechanism remains poorly understood. Large statistical studies of galaxies
have since established that galactic-scale outflows are commonplace in galaxies that harbor
AGNs, hinting that AGN-driven outflows are strong candidates as the feedback messengers

between BHs and their host galaxies (Woo et al., 2016; Rakshit & Woo, 2018; Wang et al.,
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2018; DiPompeo et al., 2018). There is some observational evidence and theoretical argu-
ments that point to the AGN as the central engine powering galactic scale outflows (King &
Pounds, 2015; Fabian, 2012). Additionally, some numerical simulations indicate that AGN
feedback can act to disrupt gas cooling and subsequent star formation on galactic scales
(Croton et al., 2006; Dubois et al., 2013; Costa et al., 2020), which could give rise to the
scaling relations we observe today.

Evidence of such feedback is believed to manifest itself at optical wavelengths as
a broad flux-excess in the base or wings of ionized gas emission lines. The flux-excess,
which is most easily identified as extended emission in [O III]A5007, is typically found to be
blueshifted with respect the core component of the line, resulting in a significantly asym-
metric line profile (Woo et al., 2016; Komossa et al., 2018). These so-called “blue wing”
outflow components, which have widths ranging from a few hundred to a few thousand kilo-
meters per second (Harrison et al., 2014; Zakamska et al., 2016; Manzano-King et al., 2019),
can be interpreted as outflowing ionized gas that is no longer gravitationally bound to the
narrow-line region (NLR) of the galaxy. The absence of a “red wing” in the profile could
also indicate significant dust attenuation of outflowing gas moving radially along the line of
sight, possibly due to the presence of a galactic disk or AGN torus structure (Bae & Woo,
2016).

Tonized outflows in narrow forbidden emission lines were first identified in early
studies of individual radio sources (Grandi, 1977; Afanasev et al., 1980) and it was soon
found that signatures of blueshifted outflows were common in larger samples of Seyfert and

radio galaxies (Heckman et al., 1980; De Robertis & Osterbrock, 1984; Whittle, 1985). It was
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Heckman et al. (1980) that first suggested that because the source of radio emission is due to
a compact non-thermal central radio source, the outflow emission must originate along the
line of sight between the observer and nuclear region of the galaxy. Later, Heckman et al.
(1984) confirmed a relatively strong correlation between radio emission and the presence of
outflows which holds true to this day (Jackson & Browne, 1991; Veilleux, 1991; Brotherton,
1996; Mullaney et al., 2013; Zakamska & Greene, 2014). The interest in ionized gas outflows
has accelerated within recent years to include extensive IFU observations (Miiller-Sanchez
et al., 2011; Bae et al., 2017; Freitas et al., 2018; Wylezalek et al., 2020) and hydrodynamical
simulations (Melioli & de Gouveia Dal Pino, 2015; Costa et al., 2020).

The kinematic properties of ionized gas outflows in relation to other galaxy and
AGN properties have also been explored in detail since their discovery. Nelson & Whittle
(1996) first studied the relationship between the bulge and NLR stellar and gas kinematics,
showing that the stellar velocity dispersion is relatively correlated with the [O 11| gas disper-
sion, largely due to the gravitational potential of the bulge. However, they noted that [O I11]
lines with blue wings do not correlate as well with stellar velocity dispersion, indicating the
presence of a strong non-gravitational component (Nelson & Whittle, 1996; Mullaney et al.,
2013; Woo et al., 2016; Rakshit & Woo, 2018; Wang et al., 2018; DiPompeo et al., 2018).
When the blue wing outflow component is properly removed from |[O 11| line profile, and
if any possible Fe II contamination is accounted for, there is better agreement with stellar
velocity dispersion (Boroson, 2003; Greene & Ho, 2005). Although the correlation cannot
be used on an object-to-object basis, correcting [O 11| for outflow components Fe II emis-

sion provides a means to estimate stellar velocity dispersion for scaling relations such as the
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Mpy — o, relation for larger, higher-redshift statistical samples for which stellar absorption
features cannot easily be measured (Wang & Lu, 2001; Boroson, 2003; Woo et al., 2006;
Komossa & Xu, 2007; Bennert et al., 2018; Sexton et al., 2019).

Correlations between the kinematics of the |O III] profile and properties of the
AGN also exist. For instance, by studying the combined (core-+outflow) [O 11| profile of
large samples of type 2 and type 1 SDSS AGNs, Woo et al. (2016) and Rakshit & Woo
(2018) found that the launching velocity of outflows increases with AGN luminosity. Al-
though these studies examined the combined flux-weighted kinematics of the [O III| profile,
the results of Bennert et al. (2018) imply that the core component of the [O III| profile can
be independently used to estimate stellar velocity dispersion once the outflow component
has been removed. This invites inquiry as to whether or not the core or outflow components
independently may exhibit other relationships with each other or host galaxy properties.

Since detection and fitting of outflow components in [O 111] is a feature specifically
implemented in BADASS, it presents an opportunity to examine both the core and outflow
component kinematics of the [O III| line to investigate all correlations related to ionized
gas outflows and the host galaxy to further understand the physical interpretation of the
emission line profile. Furthermore, while the use of powerful techniques such as integral
field spectroscopy are becoming mainstream for studying the spatially resolved kinematics
of AGN host galaxies, these studies are limited to nearby objects. Our objective here is to
study the emission line profile of [O I11] in local AGNs with outflows to better understand the
relationships between outflows, AGNs, and their host galaxies, and apply our knowledge in

future studies to objects in the non-local universe for which spatially-resolved observations
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are not possible.

Throughout the following sections, we refer to individual objects in our sample
using their truncated object ID, for example, J001335. We commonly refer to different com-
ponents of the double-Gaussian “outflow” model of the [O 11| profile as “core” and “outflow”
when referring to specific quantities of each, such as o¢e for the core component velocity

dispersion.

4.2 Sample Selection

Since we wish to investigate the relationships between emission line outflow proper-
ties of [O 111] and both the AGN and host galaxy, we select previously studied nearby type 1
AGNs with SDSS spectroscopy for which BH mass can be measured from the broad HS emis-
sion and fit these objects using BADASS. For this we included 81 type 1 AGNs studied by
Bennert et al. (2018) (henceforth B18) originally selected from SDSS Data Release 6 (DR6),
which selected BH masses (6.6 < log,o(Mpu/Me) < 8.7) at redshifts (0.02 < z < 0.10). The
study from B18 performed detailed follow-up observations with Keck/LRIS and performed
a detailed decomposition of the [O 1I1] profile to study how different line decompositions
affect the Mpp — o, relation, however we fit only the SDSS spectra from B18 here for the
purposes of benchmarking the capabilities of BADASS.

To extend the sample to lower-mass BHs we include NLS1 objects from Woo et al.
(2015) (henceforth W15), which have a BH mass range of (5.6 < log;,(Mpn/Mg) < 7.4) and
redshift range (0.01 < z < 0.10). The W15 sample was selected from SDSS DR7 by sequen-

tially selecting objects with (500 km s < FWHME, g < 2000 km s_l), (800 km s7! <
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FWHMg, 7o < 2200 km s7!), and a line flux ratio of [O 11| /HB < 3, resulting in a final
sample of 93 NLS1s.

Finally, we include 5 objects from Sexton et al. (2019) (henceforth S19) for which
there is sufficient S/N to adequately measure o, in the SDSS spectra and have previously
determined outflow signatures in the [O III] profile. The S19 sample consists of 22 type 1
AGNs observed with Keck-I LRIS comprised of both BLS1s and NLS1s. The S19 sample
has a BH mass range of (6.3 < log;o(Mpu/My) < 8.3) and is comprised of objects in a
broad range of redshifts (0.03 < z < 0.57) used to study evolution in the Mpy — o, relation
in the non-local universe. The 5 objects we include here consists of 4 BLS1 objects and one
NLS1 object, which have a BH mass range of (6.9 < log,q(Mpu/Mg) < 8.2) and range in
redshift from (0.09 < z < 0.43) as reported by S19.

We removed 16 objects (8 from B18, 8 from W15) for which we could not fit a
broad Hp line, i.e., are type 2 AGNs or have significant host galaxy absorption that makes
fitting the broad line highly uncertain. We also removed one object (J112229) listed twice
in Table 1 of W15 after confirming there were no nearby neighbors.

The final sample of 162 objects span a BH mass range of (5.6 < log,;,(Mpu/Mg) <
8.7) and a average redshift of z = 0.06. Of these 162 objects, 76 contain measurable out-
flows in the [O 11I] line profile as determined using the BADASS outflow criteria given in
Section 3.2.2.2. We also included an additional 6 objects which have some visually identifi-
able asymmetry in the [O 11| line profile, which may be attributable to outflows, bringing
the total number of objects with outflows to 82. We plot the distribution of BH mass for

all 162 objects in Figure 4.1.
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Figure 4.1: Histogram of BH mass for the individual samples from B18, W15, and S19 used for our
sample of 162 type 1 AGN. The shaded regions indicate the 63 objects for which we have detected
significant non-gravitational outflow signatures in the [O II] profile.
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4.3 Methods

4.3.1 Spectral Fitting with BADASS

All 162 objects are re-fit with BADASS in two different ways. The first fit is forced
to include outflow components in [O III| even if they do not satisfy the outflow criteria used
by BADASS. The second fit is forced to not include outflow components in [O III|. Because
we wish to investigate how the non-gravitational component of the |O III| profile correlates
with other galaxy properties, both single- and double-Gaussian profiles must be fit to deter-
mine which decomposition produces better agreement with o,. In both fits we include all
other model components, i.e., broad line HS, narrow and broad Fe II, power-law continuum,
and the LOSVD, in the wavelength range (4400 < A < 5800) following the methods from
S19. This fitting region is ideal, not only because it contains the emission lines we want to
study, but is also large enough to adequately constrain the amplitude of Fe II emission such
that it can be distinguished from the stellar absorption features near Mg Ib used to estimate
the LOSVD.

We allow BADASS to fit for a minimum of 2500 iterations with 100 walkers until
the LOSVD parameters (stellar velocity and velocity dispersion), and emission line parame-
ters (amplitude,width, and velocity offset) for the broad Hg, [O 111 core, and [O III| outflow
components have achieved convergence at a minimum of 10 times the autocorrelation time
and within a 10% autocorrelation tolerance, with a post-convergence burn-in of 2500 itera-
tions. We set a maximum iteration ceiling of 50, 000 iterations, however, objects with high
S/N and clearly visible outflow profiles in [O 1II] typically converge by ~12,000 iterations,

which is actually ~5-10 times the autocorrelation time for the parameters we consider for
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convergence.

Using both the BADASS criteria given in Section 3.2.2.2 and by visually inspecting
the fits of both the outflow and no-outflow models, we determine that 82 of the 162 objects
have outflow components with significant width and offset differences from their core com-
ponents.

Finally, since we wish to examine the effects of the non-gravitational outflow com-
ponent of the O II1] profile and compare them to the stronger gravitational component o,
we remove 19 objects for which we do not see an improvement in agreement between the
Ocore and o, which is necessary to remove objects for which BADASS potentially overfit
with a double-Gaussian profile and thus no strong non-gravitational outflow component is
present.

The final sample includes 63 objects with strong non-gravitational kinematics in
the O MI]A5007 emission line, of which 55 outflow components are blueshifted and 8 outflow
components are redshifted relative to their core components. The 63 objects with strong
outflows are shown in the shaded regions of 4.1 and listed in Table 4.1 with their relevant
measurements.

To visualize the diversity of the 63 strong |O III| outflows in our sample, we align
their full profiles by shifting them to the rest frame velocity of the core component and nor-
malize them by the amplitude of the full profile, as shown in Figure 4.2, with the luminosity-

weighted average shown by the red profile.
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Figure 4.2: Superimposed [O III] profiles of all 63 outflow objects in our sample shown in black.
Individual [O III] profiles are aligned at the rest frame velocity of the core component and normalized
by the maximum amplitude of the full [O III] profile. The luminosity-weighted average is show by
the red profile.
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4.3.2 Correcting o, for Disk Inclination

The relatively large 3” diameter SDSS fiber can cover a significant fraction of the
host galaxy, introducing contamination from non-bulge components. This is of particular
concern for o, measurements on the Mgy — o, relation since BH mass does not correlate
with the stellar velocity dispersion of disks (see Kormendy & Ho (2013) for a review of all
BH mass correlations).

As such, a significant number of objects in our sample contain disks, which at
high inclinations, can artificially increase the measured stellar velocity dispersion, and over-
estimate values by as much as 25% (Hartmann et al., 2014). Using N-body simulations,
Bellovary et al. (2014) derived a prescription to correct measured o, to face-on (i = 0) values
using common observables, which depend significantly on the inclination ¢ and rotational
velocity vt of the disk.

To correct the measured velocity dispersions in our sample, we first obtain disk
inclinations and disk scale lengths from (Simard et al., 2011), who performed bulge+disk
decompositions of over 1.1 million SDSS galaxies, from which we obtain measurements for
57 objects from our sample of 63. We then estimate the disk rotational velocities from
scale lengths using the SDSS RV Relation from Hall et al. (2012). The prescription from
Bellovary et al. (2014) depends on the ratio (v/o)spec), for which we assume a value of 0.6 for
a fast-rotating late-type galaxy (Falcon-Barroso et al., 2017) following the same procedure
from S19. We note that varying values of (v/0)spec) do not significantly change the correc-
tion factor as much as values for ¢ and v,o¢. We propagate all uncertainties in quadrature

and assume an additional 10% uncertainty in correction prescription. The average change
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in o, due to this correction for all of our objects is only 12 km s~!, but can be as high as 39
km s~! for the highest of inclinations. We determine that despite this correction, the overall
scatter for o, in our sample does not change, and that this correction will have a negligible

effect on our results.

4.4 Results

The relevant measurements obtained from spectral fitting with BADASS for the
63 objects in our sample are presented in Table 4.1. Calculated AGN luminosities at 5100 A
are obtained via the empirical relation between the luminosity of the broad HS emission line
and ALg o4 from Greene & Ho (2005), and Mgy is calculated using the relation from S19
based on the mass recalibration from reverberation mapping measurements from Woo et al.
(2015). Black hole masses for the 63 outflow objects span nearly three orders of magnitude
from (5.6 < logo(Mpu/Mg) < 8.4). To quantify the maximal velocity of the outflows, we
adopt the relation from Harrison et al. (2014) given by
Wso

VUmax = AUO + T (4'1)

where v is the velocity offset of the outflow component measured with respect to
the velocity offset of the core component, and Wgg = 1.09 FWHM, which represents the
width containing 80% of the Gaussian flux of the outflow component. Values of vy listed in
Table 4.1 are negative if the outflow is blueshifted with respect to the core component, and
positive if redshifted with respect to the core component. Velocities for the core and outflow

components, Ueore a0d Voutiow, are reported as velocities with respect to the systemic (stellar)
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velocity. All reported dispersion are corrected for the SDSS redshift-dependent instrumental
dispersion during the fitting process by BADASS. The vast majority of our objects (N = 55)
have blueshifted outflow components with respect to their core component.

We use these measurements to further investigate correlations of outflows with
their host galaxy and AGN to understand their relationship, if any. For reference, we plot
a heatmap of the Spearman’s rank correlation coefficient rg for all relevant and possibly
interesting quantities measured with BADASS in Figure 4.3. We discuss the most notable
correlations in detail in the following subsections. In the following figures we adopt a con-

sistent colorscale shown in Figure 4.4, which represents the absolute value of v ax.

4.4.1 Correlations with Velocity

We first investigate correlations with the velocities of the [O III] core and out-
flow components. Following Woo et al. (2016), we plot Velocity-Velocity Dispersion (VVD)
diagrams of the core and outflow components in Figure 4.4. The Spearman correlation coef-
ficient for the [O 11| core VVD diagram is s = —0.19, indicating no significant correlation,
while the |O 11| outflow VVD diagram shows stronger correlation of rs = —0.36. The [O I11]
outflow VVD diagram also exhibits the same “fan” shape characterized by Woo et al. (2016),
which according to 3D biconical outflow models (Bae & Woo, 2016), is caused by an increas-
ing extinction due to the presence of an obscuring dust plane. In theory, if there exists a
dust plane that bisects a biconical outflow for which one of the cones points toward the ob-

server along the LOS (the blueshifted cone), the dust plane will obscure the cone on the far

138



YT 0—ra- €0°0— 091 — 0e— 0—
otres  E087s9y 9ollcouse L oge a0 e o o n
. oe- S osor 8¥T - E00ler o i i
srorif soor sor+ o s+ Sct glieer Lo0rsror  1iyeL  SiecT—  S1796  6IPS00 T 9°6GLPSSHSTGYS
feor CooTreer  9iiistor  8Elose—  S00Tie6e  hil6ce wiee—  oSTieor o i e e
be0+9TL  ToopovEr  giiteow orreoe  TO0Tweov mm\wﬁm o Eo i o e
. , 5T : 0=, g - S— o L—
E IR O o wm.mw%? M@Omm wﬂt\w mm,mwpm ov miE arov S70L  ge6V0'0 T T'60VEETHE0OSHOTIL
0+ o+ a1 g0 0+ + ve— 086707 + 0469 ot ’
¥1°0 . - g o “ ° 4 .
R R DRI SO ot il mm.mw% . et 9+69 mt;: 968£0°0 T $'SPEOTT+SLTOTOTIL
ot 0% . . - . {014 98T — n :
be-0+00'8 000y svEr S zl08 Sery—  f00qeLor %TSN mﬁwwf 0o Mwﬁ N Cot mene . e
oot ot + £0°0 ST+ €1 - 0+9T TV 86 +18- e ’ ' ’
AR S OVY - A O - 4 PR 0] mmﬂhmﬁ mwwwom mm.owwu 0 z S ﬂﬁ+m3 e 1 eemonon oot
suotEV 0+ + 50° €9 or - : o7 z4E0T 4921 n ’ ' ’
seortro  %00Tee Ty 9iiweoe  Olicor— 00T ceee J00g |+§m| wm.owﬁ.o & . L remn 1 vorosnir et
e Bl B e T e bl om rmene s rrovssererssorenr
zzo+9% 0+ + 500+ ce+ e+ 168~ -0+68°0% 06 FPEL- Y ’ ’ '
SEORE: ¢ SR St N SNV S wm.owmw v o+ o+VET Gryo 100 T Z'TOVCEO+6TA20760C
L 0+ - : g+ 0z+ - : ’ 68 S Tt ' ’ ’
T 0rI8'L 00046987 9T 86SE 3 RV 8 S A 3 4 Jeee m%cw@ . e SN e oo
A M SV T CUMM SN D + NS A s oo S ol
e e e e Mm.mwow,ov mmwmmm NN\NZ m%m+ﬁ 6¢ %mj&m 0t769— 01788 G00s00 T P'6TOEET+SE'T06060C
: v6+ : - +09° + o +
HEDAM GOl S peeos” mm.mw%,ov omwm mmwgm mmum+ow ov wt@om STTTZT—  ST9r P66800 T £'8PESEST9TF0SE80r
: 4 PI+ : gt - +6L° + ot +
HETIN GO S o Mm.mwmw,mm mmwmom mmwmmm mmumtﬁ ov W+R or9s— £79L  €L6V00 T £29900S+89°CT6280L
: 6€ : - +08’ + i +
IS SN Sl e mm.mwho,ow mmwsm wmw:: Mm..mta ov %+mm fTest— BTy 1168000 @ L'LPT0TSHGSSILISOL
: y9+ : - +69° + ot +
A GOl BN e mw.mwho.ow mwwﬁ m%ﬁmi Mmumw% ov %W\woﬁ or9e— 8766  0SIPO0 T €£EOVOIE+OVEVZOROL
seso” 50°0+29° 1o e irot er1se ovrese— 00 tpor  fiisor  StTogr— 9t es  ezos00 @ 1'7£9265 182"
PLOTtLL  90%7eeer  E9LvoOR seroto—  Y00Tesop  Ciere  flleve—  S00TucTy Elger o or” o sonpsor
€1'0—,. 0— - g : o 4 4 .
AR - e LA e 100447 o st i :mﬂ\moﬁ 198800 T OFIPFEHI8TE0LELOL
Te0+98'9  l00y8eTy  LiiTert Tr1LE9— wm.m\wdov mwﬁm o1 mm..mw% o %tﬁ %+mm| GtV VIS0 & LeveRzyTays0sEior
o+ 0+ g 11 10°0+ S+ €98 o210V + VeI o1+ '
Vi . 10°0 . - - : g ot Lo e . .
vrotsso  1907o0ger  4¢lgogr frivos— 8007 gzop 1991 orpeLi—  E0Tizov v P W e 1 veentersemt
B e A T e Dim ween 1 wewerteeresrotor
‘ot : 1 200+ - 0+68°0 ot 4802 o1t ’
I . ¥ " T - v TET 802 : :
EL0 v O07zeer  997eoge  Yetor—  8007t1cor 98Tusy IMloog- £ 0 o or- i st 1 svserioseeromr
serivl  gort o ¢ v §0-01 o han otogor  groet  Otiest—  LlUp6 916L0°0 T 8'2Z0TT0+9T"
AP o otoL Ty SeiT68 ferees—  H007zpes  CTeoe  lete—  E007 09 n A e o
i i o o 200t oo A Coor096E  Tlz9 ayeL— 11102 €86200 % L'STSTR0-98°CT6
st ootrrer S8 teew ortesL—  E00Treor %8Terr 4Zloec— %0 0Tesop Iser 188 n i
0T e mmdwmm.mw wmﬂroﬁmw e wc.. Lot . o m%cw . mw mmwr mﬂhomﬁ 82290°0 T 0°0T90¥T+69°L9CTTOr
LN ol o i 00+ i i coorsety  Elutt Eloer—  Elotr wepso0 1 7'7220T0-18'6¢
oL cooTerer o9 eee  Sleor—  I00ury Siieee Slisee— 1957 o¢ n a3 jan oot
R T o1+ oz ot A AN ToorerTy  Elett  [iiser— SOT 948600 T '0S6S00+T0°
Eloteos  W00Tpeer 087 isce gereva— 9009 szor  D8iges  Siiwse—  f0%7swor  Iliuer EDT B st st to0r
€10~ 0g- 0— - ot . - . . .
S1o1€9°L  qooyseer  giiieree  Qiieii—  EN0To0e 0 12ilee omw:ﬂm mmmwﬁ [y Hwiwm M+mm worr b oz £ st0001
0°0 1+ — : o'ty +0 +621— + ] ]
T =i ot LA DL wﬂt:op ol ) SR 4 EI3T6  899TT'0 €  9°02809T+¥6'8E£000r
DI0;
T 20 o10%a *o z 34 199[q0O
‘O J0 syun
. Ul PaInses
7—S 819 JO SHIUN Ul POINSUROUI AJSOUIMINT ", S WY JO SHUN UL PIINSedw sorjrjuenb oryewro .SN . o et poyutig Seunn
I I 1)1 Iy Uy "GIS WOIJ Uolje[dl SUISTL POjeuir}so SSeul

MM WWHE MMMWONM@DONV OoH MM @qwm%@ WOIJ TOIR[DI AT} SUISH PAINSLdIW Y (TG Y Aysourn] NHV €T UWn[o) “oul] UOISSIWD (] peolq
:gT umno)) 0844 3uIsn paInseoll AJDO0[OA MOPINO [RWIXRW :T] UWN[O)) A 1s0u d . 10
‘uotstadsip £31007eA juetuoduiod mofino [II1 O] :6 mm : : O o
I I : [0D "A3100[9A dTIRYSAS JuetuoduIod mofIno [II1 O] :g uwm L
9100 [[II Q] :2 uwn{o)) ‘uorsIodsIp 3100704 Just0dUWIod 9109 | 9 ur o e o oot
I I I 11 O] :9 uwm[oy) "A3100[0A DTASAS Juot0oduIod 9109 : :
£3TO0[OA IR[[9)S :fy UWN[O)) "SOTJRUIOULY Ie . . A
I I [y IR[[9)S SUIST POUTULIOGOP PIYSPal oTe)sAs ¢ ummnio)) 61§ (g) ¢ ‘
: . : I I I : ¢) ‘eI (2) ‘81g (1) ‘eouaI0jol g UWM[o
uoreudisop 300(qo §gS :T uwmo)) -serpredord Ny pue ‘AxXe[es 3so7 ‘MOPINo I0] serjrjuenb jueas[aI Jo mEoEoEmﬁ@AEvmmdﬂﬂﬂm “Hm.v Q_Lmrw

139



€1°0— R T0°0—
610488 10 otrEVEY 94T~ =
Il 9€TL — 00 0— —
E1°0—ge.,  000—gg. osT+ v+ HEV 00 0+95°1¥ ¢ 6t e T00—
610+ 00'0+99°€V IeYds 8z — T o+ g +9€1 13°1¥ i 6
e107 )9 10°0— ag+ gg+929— e00 6y 0T g1— L 786 5+607 tr498
SroyLoL 00 szer  G0iieses 20 g0t oeres?  figsee—  00TovTy LY 6— i1 6296000 T T6STEST AL
PL0—(c. £0°0— oTT+ c1460TT— O~ ge 1y 8— o1 — g0 0+ p+0S1 01+£0C— 9l ezt + setaeel
oror $9 §0016TE Gy 7esT 09~ gey o0t g+049 11668 1g.0i9T'TP Teit AT o 8€¥60°0 T ¢Evelelterseeseer
o . 001 cot8EP— 0—g)- 80— il : v+ cee— I .
srotsT? oty Gijeoer  [llees s0:0FBL08  yo 66T GhyslT—  golpyeees L p gylll CIES00 [ GENGIS0TTOovCeee
—ge 20°0— PIHECET o48L° i T— 10 L+ c6— i .
-t To'0— Lp+907— o9z " - . et §— Tt :
—re 200~ g T+ . : g — o1— . £+ 68— T :
PL0Tpeo  2007eser  Ollleeer A Mm.i.@w oy S C Flints 10°0— 16 0p - ert 61407 686600 z 0 LPIZPe+PT"
y10-, 0. Gt 0zT+ 714089~ <o 160 11— . 100+ p+V9T o g8~ el —ery . VT 6GLTLIT
mﬁ.wjr O zoo+kEEV AT L€ 90g wo.?lr MTwmmm 146087 oo036L 07 9zl g NMH+ 442200 t 1'80€ST+ST6980L1L
— e 200~ gz+909~ oiLe'6g L vo— . 9+ 6+80T— et .
LAV ) 0=z GeT— + vo-0+ o148 L0z~  007¢q - g6 097800 : .
3 S 2070+ v ﬂﬂtﬁm R 0L8— A et %%m@ or ¢lve 9 9o S e ¢ T°ZIFS0E+97 T0SEITL
ST 0+ orsLTy n I . 2+ 89g— 0 (e - o+ 0 : :
et 100+ 1991 Pcgs— 00 oo ozt 20°0+05°07 Ay L34 o pr— =01 . ¢ COVLEVE+H6S 6STEITT
SL0T08'L  [0.0166TF 11 T0SS g1— oot o+7eF nii— 2% Tor VY 8— Lt 67Iroo t 8°9TTTCS+0¢e"
L0 gy, 1007 iy er+4ea 10-0.£L°0F 8otie 6 Toor p+801 2+002= 5198 8.720°0 eomon
610+ oreee n - . s+ 6TT— 0—pr - 8 ’ : -
ero+”r 100+ v 7ii868T Szog—  W0Termy 97 Kan To-otel' ™ 1ieor 9—g 6— ¢ 6'8V0SPET00°9L09TL
L oLE6L 07, g 66— T 20 0+ 1292 cze— 00—, . i 9+ 014+6TT  LE870°0 .
L0+ 00°0+ LA W) 4 4 Moezp— Y00 1o o 0145%€ co0tizTy  EBlsor  Aleor— 6— ! TTS60LT+ESLOSVELL
§10180°L  [0.0486TF  QULEINE or— oot Voo or4848 A3 P2 SR N 2 A o1~ g+84  V6L90°0 E LOETEIEF6V"
grot™tt  Iotot 07+ 0F Lozy— 0'0-grgp 02— et 100+ SToer  YlTes—  Ilise 6V TaEyatr
Eor999  Goorerer  Enllecre GL— Loo+ ze+8%8 eitee—  E00Tsp0 g— _ g1+8¢1 220800 T €' 6078LS+0F"
0. £0:04 8GT+ oL le1g— 010~ 99-6¢ Too ger £0°0+ v T446 9 /86— S—eg 0V'ZegesIr
mﬁ.er L9 E90790zy 00T es0e 01—, ¢ %.mj\r mmzrwmm ep+967 a0 o eror 9798 9, %mr 1v9€0°0 ¢ €'60620€+8S° 076241l
- . 000~ 064048~ R - - . s+ 1c— n .
wﬁ.imm Lo Qo0r0vEY  pyyessy T gee 700+ o mm+w$ PR O 4 A0 A AT ) P $+ww L8680°0 T €'GS8ISGHTYVTETSIL
- . T ce+ . . - _ |1+ 8G— N
WioTesL  Z00TzeTy  GOSico09 6e— 7004070 974988 FAaRE=te 1000 z— ort 1496 €6990°0 z 0 PTIIGH+9g"
PO~ . go:ot 662+ g1 868— €00~ 0.y 91— e 10046607 z+80T b+¢m| 6—0 7+99°60CCS1Ir
61:0+8%4  €0:0499°C7 9917 ) 99¢ Te— gorot 91+677 124628~ 10°0—gy. - L 6+0TT 699€0°0 1 S TVEE’T+ G
e10—. ., 10°0- g2+ oz~  E00Tggor  ZT . 10°0+81TV g4 96T o~ 91~ g9 Ve esTErLe
sTo+77L 10°0+967CF 86 689¢ Lv— £00F verTr giytee— (007 er0 n s or+89L  7E9L0°0 T 9°67¥2L0+0€"
ot oot 00T+ 2 eTe— 90°0~ (- 0p cz— ar vo-o+57 0V P SLET— —ar 0€'806T¥1[
mﬂ.o.‘.wn L Go0+8LEF  agy9809 88 1oL 200r wm+omm oetSEI=  To01TE0V Tort - St T 9Ereon L 6°L0LETO+T8 0€9THTIL
—pe- Z0°0— 98+ - . . — — X 6+ L9— N .
mm..Owam - mmde@m e MMWH@N.:N 91 zog Mm.owom o mr.,r@@w MM.TD%NI Mm.oﬁum.oﬂ 19Tt o eLsOr 09v€0°0 L C'1069C0-98°VISOVIL
— . 10-0— QT+ - Yper — — . g+ LIT— N .
m%mﬁl L Tooyeeer voreIry £V 629 mm.?lr o MLﬂEm Vs To-0+oror 216 @+|m mu.me 0889070 E 9'T0TG6£+€6°CPEGETL
R4 €0°0— - gr e 04+99°0¥ N gz — . 9+ otEI— ~oL .
0z 04899 0—1gz 99 - €070+ 0e406€ 69T— T00—ay- o 0T+ 8T950°0 T . .
e 200+ v 6o+€99T 11 09e— 2070~ o o get o0t TV GToTT Lt al—g ¥'0V10L5+6€ 0TECETL
SL0+7O9  yooS8CY TEI1861C  LElRL9 S0t SHEC erp T 0078ty Srou  SLT el €9€90°0 T 6T0TTLEFTY 6TIVTIL
799° 10°0— - gz +57 .04+89°07 N 6T— . z+ c1+8€T— TP .
D 0199°9 07ggg ov 2 €0'0+ 214 12€ 0SF— €0°0— . Z 61+76 VS180°0 : .
o ager Voo 90t praliey T00-cegp 87 i G008 0V Jyou LTpg1— 8- ¢ v 6T6e007es SEOVETE
6101202 088 £q— t 10°0+ J6ee 98T—  L00—pp - i s+84 9168070 :
£1°0— o0 SIET oy TISC Siivev—  fo0yteov 6~ g Zo0eTOr  gyee  gyoer— gy @ EIEEEreteeeeeeTit
g1-0+68'8 10 182 — T €00+ 6+96C I ove— T10°0—ag. - ot 9486 6.0€0°0 : .
TOT L, 00n TV 1os4 0948 aeo9—  f00yeety  Diiwey e Lo:0HE9 0V £+00 oL ‘786 2o ¢ Iroserturisotelr
810+ 9768z 8— o1 — : ve+ 9TT— 00—, 6- — Lt 700 . .
PI0— e oo ’ 06+8048 eriteri— 9997 ezor 254 s Bo'0+L6TV LIPS giesT— G ; gosEEaL 0o EayERLl
PI0T96,  100Te0en 26— jo 110+ Oizvy  AlTepa—  T00TIL P et 66406 LVLTVO g 188 .
LA 1070+ 201909 A yag €00~ c 0 el Hmﬂ\ 004+ L0V 01802 TI—capo T GIV1+80°82CETIl
L1 0+45L T0'0+CLEY 857 618¢ 98— 8070+ 14998 g+69~ €007 0.0 l4nl mwwr 11407T 94290°0 L 6°TYr0Sy+v0°
FL 100+ 2o+ 8688~ WO.o — Ja— at 20 0+ v 74601 oraL— 9= 5 ¥0°CS1ETIr
SUo+7EE 1004 8CEY 9T rers  Eiees £00~ So+?VE ey 00T 100 oy Trot - &t 6182000 T £010288+LE PROTEIL
2T 0— . ol ce+685— . . - — v+ 00T— n
107089 200706y 997186 T £00+90° TV 574068 6 80z~ 1070~ 4. I 14001 g+61L  V€CL0’0 T 192PVET 462"
(Hay)Fo;  Y0OIE 0o1Le61  08T60a—  GOOYPLOP  §iievE g 100 49TV o4 SV SF0LT—  pjozT 9L erroe vesoett
— 10°0— : .
X THINHM A xeur, MO[INO, M%w?o g1+ 0% 10061 TF gyeer LVET— w.ﬁmm o . VOGS0 08s0ELE
o) MOo[FIno — G9690° .
a 1007 s1055 YT ot 900 & ¥'807960+TC €EEaTIr
re) P >
P 1290qO
ponuuoy) 1P SIqel,

140



Spearman’s Rank Correlation Coefficient, r
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side (the redshifted cone) causing an observed blueshifted flux excess. The fan-shaped VVD
diagram for outflows does not appear to extend to the core component. We also confirm the
result from Rakshit & Woo (2018) that blueshifted outflows are significantly more common
than redshifted outflows for type 1 AGN.

There does appear to be strong correlation (rs = 0.56) between veore and voutfiow
measured with respect to the systemic (stellar) velocity, as shown in Figure 4.5, which shows
Ucore Scales linearly with voutfiow. Our data suggest that for blueshifted outflows (right of
the dashed line in Figure 4.5) there is an average offset of 120 km s~! between the core and
outflow components, and there appears to be an increasing offset from veore With vmax. A
larger sample with vmax > 900 km s~! and objects with redshifted outflows is needed to
conclusively determine whether this trend holds, or if there is a value of vy ax for which this

trend no longer holds true.

4.4.2 Correlations with Dispersion

In Figure 4.6, we plot the single-Gaussian “no-outflow” model [O 111] dispersion
Osingle alongside the double-Gaussian “outflow” model core dispersion ocore, both as a func-
tion of o,. We confirm the results from Bennert et al. (2018) that ocore correlates more
strongly with o, once the secondary outflow component is accounted for. Values of ocore
are scattered about the perfect correlation with o, with a root-mean-square error (RMSE)
of 27+ 2 km s~!. The mean of this distribution of oeore values is 18 + 2 km s™!, caused
primarily by objects with vmayx > 700 km s—1.

In Figure 4.7 we plot the difference (ocore — 0%) as a function of ooutaew and find
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—350

Vcore = Voutflow
—120 km s7!
—300 1

50 : - : - -
0 —200  —400  —600  —800

Voutflow (km S ! )

Figure 4.5: The strong correlation between veope and voutaow measured with respect to the systemic
(stellar) velocity. The black dashed line indicates the perfect correlation veore = Uoutfiow, and the
red dashed line indicates an average -120 km s~! offset from the perfect correlation for blueshifted
outflows. Objects with larger vy, appear to deviate from this correlation, however a larger sample
of objects with vmax > 900 km s~! is needed to conclusively determine if the correlation holes true,
and likewise for redshifted outflows.
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that there is some dependence on how well o.oe can recover the gravitational component
o« as a function of ooutfiow and vmax, however a larger sample will also be needed to confirm
this trend.

There also exists a strong correlation between the [O 11I] core component dispersion
Ocore and the outflow component dispersion oouifiow as first reported by Zhang & Feng
(2017), which we plot in Figure 4.8 for our sample. This correlation has so far been largely
overlooked, mostly due to the parameterization other studies have used to quantify outflows.
For instance, Woo et al. (2016) performed double-Gaussian decomposition of the [O 11|,
but did not study individual dispersions and instead adopted a flux-weighted integrated
dispersion for the full line (core+outflow) profile. The Spearman rank correlation coefficient
for this relation is rs = 0.74, implying a very strong correlation, and stronger than the
Ocore — O« correlation (rg = 0.59). We perform linear regression using emcee following the
same methods used in S19, and determine a best-fit slope of m = 0.26 4+ 0.03, intercept of
b= 25.00fg:gg km s~!, and intrinsic scatter of f = 19.11‘_%62, which we plot in Figure 4.8.

It is important to emphasize that the ocore — Ooutfiow cOrrelation is not a result of
our definition of an “outflow” or our selection criteria for outflows given in Section 3.2.2.2.
Although we define an outflow to have ogutfiow > Ocore, Which excludes objects above the
dashed line (0¢ore = Toutfiow) In Figure 4.8 by design, this does not explain the tightness in
the correlation below the dashed line. The outflow criterion for dispersion given in Section
3.2.2.2 also does not select objects based on the ratio of ooutiow and ocore, but by the ratio
of the difference of oouifiow and oeore and their relative uncertainties. Recall that 90% of

the objects with outflows were first identified visually from their strong asymmetric profile,
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200 300 400 500 600
Ooutflow (km 5_1)

Figure 4.7: The difference between the decomposed ocore and o, as a function of ogutfiow. There is
a clear dependence on how well oo traces the gravitational component o,, which appears to scale
with outflow-
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implying that we are not overfitting [O 11| profiles which do not require double-Gaussian
decomposition. We therefore are confident that the ocore — Toutiow correlation is real and

not an artifact of the fitting process.

II /
! /
250 p /
200 A
0
v FO 4
E ].O
=
(]
g
© 100
,I Best fit
1 _
50 b 1 / === Ocore — Ooutflow
;’.//' —= Ocore = 200utflow
s RMSE = 19 4+ 2 km s~
M 95% Cl
0 T T T T
0 200 400 600 800

Ooutflow (km 5_1)

Figure 4.8: The correlation between o¢ore and ooutfiow- Lhe best-fit regression line is given by the
red dashed line, and the shaded red region corresponds to 95% confidence interval. The gray dotted
lines correspond to the scatter in the relation. The identity correlation (ocore = Toutfiow) i shown
by the black dashed line, and the ocore = 200utaow relation is shown by the blue dashed-dotted line
for comparison.

4.4.3 Correlations with Luminosity

There is strong correlation between the AGN luminosity at 5100 A (L0 &) and
Leore (s = 0.77), and a slightly weaker correlation for Loytiow (s = 0.71), although the

weaker correlation with Louiaow 18 likely due to larger uncertainties. Because we are esti-
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mating Lsy4 using the luminosity of the broad Hf emission line (Greene & Ho, 2005),
correlations with Lg,;,,4 presented here are comparable to correlations with Mpy, which is
estimated using both the luminosity and width of the broad HfS emission line. However, the
correlation between Ly, 4 and outflow kinematics are comparatively weaker.

To investigate correlations with the radio luminosity at 1.4 GHz, we obtain L1 4 gu,
measurements from the VLA First Survey Catalog (White et al., 1997), which covers 10,575
square degrees of sky for a total of 946,432 radio sources, from which 18 of our 63 outflow
objects have measurements. Referring to Figure 4.3, the correlations between Lq 4 g, and
Ocore and Ooutiow are comparable to their correlations with Ly, 4. However, when com-
pared to systemic velocities, there is much stronger correlation between L1 4 cHz and voutfiow
(rs = —0.67) than for veere (rs = —0.36). In Figure 4.9, we plot L1 4 g, as a function of
Ucore and Uoutflow-

The only other notable correlations found between luminosities are those with the
luminosity of the broad Fe II. Both Ly, 404 and Li.4 gus correlate strongly with Ly, rer1, and

with nearly identical degrees of correlation of rg ~ 0.67.

4.4.4 The Mgy — o, Relation

The ultimate goal of our analysis is to determine the effect - if any - of outflow
kinematics on the My — o, relation. In Figure 4.10 we plot the Mgy — o relation using
both o, and ocere, and plot the local relation derived from S19 (black dashed line) and the
0.43 dex scatter (orange dotted line) for comparison.

There is considerable scatter in the My — o, relation (left of Figure 4.10) for our

149



AHIm c._v_v MopIMop,

*21050, [J1M TOTYR[OLIOD O JO YT} 901M) A[IRIU ST (L9°0— = ) “OHINp [)1M UOIYR[OLI0D
UOTYR[DIIOD SYJ, "SHUISUISINSRAUN d[(R[TeA®R 1M S$109(q0 QT I0] (JSLI) “0¥IN° pue (950]) **°°a snsioa “HD V'l o SUOIR[DIIO) :6'F 2INS1g

0 00— 007~ 009~ 008~
® 08¢
® % 786
9@
+ W e
®

Y
Py L0'8E
—@—— S8

®

Aﬂlm Ev_v 9100

0 06— 001~ 05T~ 00Z—
@ @ :
r0'8€
L 2
@ % -G 8¢
Y -@-
~@- * wgﬂ
+ @ e s
£
-@- =~
e 5
- r9°8E ~—
& r8'8¢
@

150



objects, however the majority of our sample falls within or close to the expected scatter
of the relation, with the exception of some outliers above the relation by as much as ~ 1
dex. The total scatter about the relation for our objects is 0.6 dex. There are considerable
uncertainties we cannot account for given the nature of SDSS data that may affect our
measurements of o,. Despite our efforts to correct for the effects of inclination, it is possible
that the bulge+disk decomposition performed by Simard et al. (2011) resulted in a poor
match to the image PSF since the decompositions do not take into account the point-spread
function (PSF) of the AGN, which would in turn affect measured disk quantities such as
ellipticity (b/a) and inclination. As mentioned in Section 4.3.2, the 3" diameter SDSS fiber
can cover a significant fraction of the host galaxy to include contamination from non-bulge
components, which can bias measurements of oy, but also decrease the fraction of light from
the AGN. If the fraction of light from the AGN decreased due to significant host galaxy
absorption, we would underestimate the amplitude and therefore overestimate the FWHM
of the broad HfB emission line, leading to an overestimation of Mpy. Dependencies on AGN
continuum dilution also play a role in how well o, can be recovered from absorption features,
as we showed in Figure 3.11. It remains that measurements o, are one of the most uncertain
measurements in BH scaling relations, due to both data limitations and poorly understood
systematics.

Since we are interested in using ocore as a surrogate for o, on the Mgy — o, relation,
we plot Mp — 0core On the right in Figure 4.10. We find that the scatter of the Mpy — 0+
relation is 0.54 dex, slightly less than that of the My — 0core relation with a scatter of 0.57

dex. However, the mean of Mgy — o, relation is 0.57 dex above the local relation, driven
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by clear outliers between 1-2 dex above the local relation. The mean of the My — Fcore i
0.17 and more-evenly distributed about the local relation.

It is clear from Figure 4.10 that the scatter in Mg — 0core is due primarily to
stratification in ocore, With oeore < 600 km s71 primarily above the relation, and ocope >
900 km s™! below the relation. It is possible that this separation in dispersion across the
local relation could be attributed to the core broadening as a function of vmax We see in
Figure 4.7. It is also worthy to note that this stratification in o, is not as obvious in the

Mgy — o, relation, although there is similar trend for o, < 600 km s,

4.5 Discussion

In the following sections we discuss the different correlations and their possible
interpretation. We emphasize that although we can only speculate on the physical inter-
pretation of these correlations, these observations represent observational constraints that

should be considered when developing models that describe AGN-driven outflows.

4.5.1 Correlations with Velocity

The differences in the VVD diagrams shown in Figure 4.4 indicate that the core and
outflow components of the NLR are kinematically distinct. According 3D biconical outflow
modelling from Bae & Woo (2016), the fan-shaped distribution of the ooutfiow — Voutflow
relation is due to a number of factors, the most important of which are bicone inclination,
ejection velocity, and dust extinction along the line of sight. For a symmetric biconical

outflow in the absence of any dust extinction, we would expect to measure zero velocity
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offset along line of sight due to the cancelling of velocities in opposite directions. With the
addition of extinction effects, the obscuration of one side of the bicone would lead to a shift
in observed velocity offset. The large number of blueshifted outflows in our sample can be
explained as varying obscuration of the receding (redshifted) cone. One interpretation of
the strong correlation in the outflow VVD diagram is evidence of collimation, that is, we
expect to see an increase in ooutfiow With an increase in voutifow along the line of sight if the
flow subtends relatively small solid angle (such as a cone) and has a preferred inclination.
For example, we expect to see larger velocities as well as a larger velocity dispersion for a
flow that is directed along the LOS, as opposed to a flow directed at some angle with respect
to the LOS, which would produce a smaller observed velocity and thus smaller dispersion.
This interpretation is consistent with the model grids for 3D biconical outflow models from
Bae & Woo (2016).

We do not observe the same strong correlation for the ocore — Veore VVD relation.
There is an overall blueshift of vcoe Which correlates with vouifow, as shown in Figure 4.5,
however there is a larger spread in vcope for a given value of o¢ore. Given our above argument
for the outflow component, the lack of correlation for the core component would imply that
the source of the core gas emission is less collimated and more spherically symmetric. This
would agree with the interpretation that the core component represents the original NLR
gas that is still strongly coupled to the gravitational potential. The core VVD diagram
clearly does not exhibit the same kinematic properties of outflows, and should be treated as
separate kinematic component when trying to model outflows in AGN.

The linear increase between veore and Voutfiow and constant 120 km s~ offset in
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velocity shown in Figure 4.5 could indicate that the two components are locked in velocity,
at least up to a certain value of vy.x. We can only speculate the physical interpretation
of this trend, but it could mean that the core NLR gas can be coupled to the outflowing
gas below a certain velocity threshold, causing it to become entrained and expand with
the outflow. At the highest velocities, the core gas may decouple from the outflowing gas,
causing this trend to plateau as shown in Figure 4.5. We would require a larger sample of

objects with outflows with vy.x > 900 km s7! to determine if this occurs.

4.5.2 Correlations with Dispersion

In an idealized gravitationally bound system, such as in an undisturbed NLR, we
should expect the gas and stellar components to have similar velocity distributions. If a
secondary component in the same region as the source of NLR emission is present, and
exhibits some collimation (increase in velocity and velocity dispersion), we would expect a
distribution similar to that shown on the left of Figure 4.6. We do recover the core NLR gas
within some scatter about the perfect correlation with o, after correction, as shown on the
right in Figure 4.6. Objects with vpax < 600 km s~ are more evenly distributed about the
perfect correlation with o, after correcting for ooutfiow. The majority of objects with vpax >
600 km s~! tend to fall above with the relation even after correcting for oouifiow, which may
indicate that the presence of outflows may introduce additional non-gravitational broadening
which may only be detected for the strongest cases. Some scatter is expected, as we cannot
fully account for all non-gravitational interactions nor fully account for systematics involving
the measurements of o, given the nature of SDSS data, such as inclination, aperture effects,

or merger history. This correlation is enough to suggest that the core component of the

155



[O 111] profile traces the original NLR gas that is dominated by the gravitational potential
of the stellar component.

It is not unreasonable to suggest that if a secondary outflowing component arises
from within the NLR, it must start out with the same velocity distribution as the core
components. If that velocity distribution then undergoes some interaction, we expect the
original distribution to broaden. We can interpret the ocore — Ooutfiow correlation shown in
Figure 4.8 to be the broadening of the original NLR core gas due to the outflowing gas.
What is still puzzling is the linear rate at which the outflow dispersion grows with the core
dispersion and its small scatter. We can interpret this as the outflow component having a
strong dependence on the original NLR gas from which it is believe to have originated, and
the strong linear dependence describes the manner by which the flow propagates through
the ambient medium. Another possible interpretation is that the strength of the outflow
component (parameterized by vpmax) causes a broadening of the core component, such that
Ocore approaches its respective value of o,. There is some correlation shown in Figure 4.7
that suggests that the core component broadens as a function of ooutfow (and therefore
Umax ), however a larger sample of objects with vpax > 900 is needed to determine if this
trend is real or simply increased scatter.

The 0core — 0« and Ocore — Toutfiow iMply that there is some connection between
0 and ogutaow- ldeally, if there is a constant linear relationship between ocore and ooutfiow,
and if ocore traces oy, then oouiow should also scale with o, but positively offset by some

constant. We can fit the interdependence of the three dispersions as a plane of the form

alogig(ox) + blog o (ocore) + clogo(Toutfiow) +d =0 (4.2)
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We perform orthogonal regression using emcee following the methods of S19 and obtain best

fit coefficients of a = —2.39+8:ng, b = 10.261%?8, and ¢ = —7.91+(1):£1)§, d= 3.63ﬂ:é8, and

a scatter about the best fit plane of f = 0.10 dex. We plot the projections of the three
dispersions, and the projection along the parallel axis of the plane in Figure 4.11. Despite
the decreased scatter, there is still a large uncertainty in a, i.e., the slope of the ooutfiow — T+
relation, which is caused by large scatter. Further study with a larger sample is needed to
better constrain this slope before the functional form of 4.2 can be used to calculate o, using
both ocore and ooutfiow-

The physical interpretation of the plane relationship between the three dispersions
does not necessarily imply that ooutaow can somehow influence o, or vice versa, neither does
it answer the proverbial “chicken or egg” problem, that is, we do not know if outflows are
the causal explanation for the broadening of ocoe Or if Toutiow correlates with ocore because
it originated from an already-broad gas velocity distribution. A larger sample, along with

integral field spectroscopy, to determine if these relationships hold true.

4.5.3 Correlations with Luminosity

It has been known for some time that the incidence of [O III| outflows correlates
with radio emission in both type 1 and type 2 AGN (Wilson & Willis, 1980; Whittle, 1985;
Whittle et al., 1988; Nelson & Whittle, 1996). More recent studies suggest that the strongest
correlation with luminosity is between the [O III] width and the radio luminosity at 1.4 GHz
(L1.4 GHz), especially in objects with high-velocity outflows and at much higher redshifts.

(Mullaney et al., 2013; Zakamska & Greene, 2014; Zakamska et al., 2016; Hwang et al., 2018,
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Figure 4.11: The three projections of the ooutfiow — Ocore — 0« relation, and the best fit relation
projected parallel to the best fit plane. The identity correlations are given by the black dashed line
in each plot. The scatter about the best fit plane relation is f = 0.10, which is considerably smaller
than the scatter in the gcore — 0 (f = 0.17 dex) and ooutiow — 0« (f = 0.19 dex) relations, and
comparable to the ocore — Toutfiow relation (f = 0.09 dex).
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Perrotta et al., 2019).

As mentioned in Section 4.4.3, the strong correlation between the core and outflow
components, Leore and Loytfiow, and the optical AGN luminosity Lg;o04 is not surprising if
the core and outflow components originate in close proximity to the ionizing source. There
is still some correlation with core and outflow dispersion, but even lesser so for the core and
outflow velocities. We see similar lack of correlation when we compare ocore and veore to
L14qu,. By far, the strongest correlation we find between any measured luminosities and
kinematics is with L1 4 cuy, and Youtfiow-

Previous studies by Woo et al. (2016) and Rakshit & Woo (2018) used a total
(core+outflow) integrated [O III] velocity dispersion parameterization and normalized it by
the stellar velocity dispersion to quantify non-gravitational kinematics to compare to radio
luminosity, finding no strong correlations with radio activity. In this study, the outflow com-
ponent is designated as the only non-gravitational component, for which we do find strong
correlation with radio luminosity, although with a much smaller sample size. Our findings
agree with Mullaney et al. (2013), who similarly found strong correlation between objects

with high Lj 4 g, and objects with the broadest |O 11| profiles.

4.5.4 The Mgy — o, Relation

Figure 4.10 shows that when corrected for the outflow component, o¢ore can be used
as a surrogate for o, on the Mgy —o, relation with comparable scatter, and agree with the re-
sults found by

Bennert et al. (2018). However, if we are to use o¢ore for studies on the non-local Mpy — o,
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we do not have the luxury of comparing it o, to ensure we have evidence of non-gravitational
kinematics as we have done in our sample. Performing a double-Gaussian decomposition of
the [O 111 profile when there is no evidence of an additional non-gravitational component,
while always producing a better fit, can cause one to measure a smaller ocope than what
0+ suggests, which can give the impression that one is measuring BHs that are overmassive
relative to the local Mgy — o relation.

We advise that if o.qe is used as a surrogate for o, that one always fit a double-
Gaussian component and check that the object falls within the acceptable scatter of the
Tcore — Toutflow Telation. Furthermore, for ooutfow < 200 km s™!, the scatter of the oeore —
Ooutflow Ielation begins to intersect with that of the ooutaow — 0% relation, and it becomes
increasingly unclear if there are additional non-gravitational kinematics present in the [O III|

L one does

profile with respect to o,. Therefore, we recommend that for ooutfow < 200 km s™
not use a double-Gaussian decomposition for the risk of severely overfitting the [O III| profile
and significantly underestimating o,. Likewise, if a single-Gaussian fit to the [O I1I| profile
exceeds ~ 200 km s~ it is recommended to perform a double-Gaussian decomposition and
assess the quality of the fit. In this regard, the outflow confidence calculated by BADASS

by performing an F'-statistic model comparison makes it clear when a double-Gaussian fit

is warranted by the data.

4.6 Summary

As an application of BADASS, we fit a sample of 63 SDSS type 1 AGN with

strong evidence of outflows in the [O II|A5007 emission line with BADASS and performed
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a correlation analysis of kinematics to determine the relationships between outflows, the
AGN, and the host galaxy, expanding upon previous similar studies. We summarize our

most important results below:

e By performing a double-Gaussian decomposition of the [O IIJA5007 emission line
profile into separate core and outflow components, we find that the core dispersion
of the |O 111] profile (ocore) is a suitable surrogate for stellar velocity dispersion (o)
in a statistical context but should not be used on an object-to-object basis. There is
some evidence that the measured difference oo — 04 scales with increasing outflow
component dispersion (outfiow ), Which may imply that there is some broadening of the
NLR gas due to the presence of outflows, causing the scatter we see in the o¢ore — 04

relation.

e Velocity-Velocity Dispersion (VVD) digrams of the outflow component resemble the
“fan-shaped” VVD profiles exhibited by 3D biconical outflow models from Bae & Woo
(2016), indicating possible orientation-dependent or collimated flow. The core compo-
nent does not exhibit the same VVD shape as the outflow component, indicating that
it is a kinematically distinct component of the [O 11| gas, more strongly coupled to

the gravitational potential.

e There is a systematic broadening of the oo component which scales with ouutfiow,
resulting a tight correlation between ocore and ooutfiow. 1his tight correlation implies a
very specific relationship between outflow kinematics and the kinematics of the narrow

line region, which could be used to constrain theoretical models of AGN outflows.
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e We present a new planar relationship between o, o¢ore and ooutfiow With a scatter about
the best-fit plane of 0.10 dex. However, a larger sample is still needed to constrain the

relationship between ooutiow and o, before it can be used to obtain values for o,.

e We recover the strong correlation between L 4 g, and properties of outflows found
in previous studies. We do not observe strong correlations between outflow kinematics

and the optical AGN luminosity Lg;q04 -
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e We find that ocore is a suitable surrogate for o, on the Mpy — o, relation with com-
parable scatter in a statistical context in agreement with Bennert et al. (2018). Ad-
ditionally, we present recommendations and caveats for using ocqre for studies of the

Mgy — o4 relation in the non-local universe for which o, cannot be measured.

The correlations we have presented here showcase a number of observational con-
straints that theoretical models of AGN outflows should satisfy. Further investigation into
these correlations and their causes will be necessary with larger samples, and we have shown

here that BADASS is capable of such detailed analyses.
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Chapter 5

Conclusion

To summarize the main results of the previous chapters, we have shown that by
using a standardized sample selection criteria, namely the width of the broad HB emission
feature, we can overcome some of the luminosity-threshold bias seen in high-z studies of
the Mpy — o, relation. While our sample is likely still sampling the upper envelope of BH
masses at higher-z, we show that NLS1s show some promise in probing lower BH masses
in the non-local universe. By comparing NLS1 galaxies in our sample on the Fundamental
Plane, we were also able to show that NLS1s do indeed have lower BH masses, and that
their narrower broad HS widths are likely not a result of broadline region geometry, as some
previous studies have implied (Decarli et al., 2008).

To address the challenges associated with probing the My — o4 relation in the
non-local universe, we introduced BADASS, a new and powerful fitting algorithm for SDSS
spectra, which is specifically designed for the careful decomposition of AGN features, in-

cluding simultaneous fitting of the LOSVD and outflows in narrow forbidden emission line
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features. We perform tests on the recovery of o,, which show that AGN continuum dilution
is mainly responsible for biased measurements of o, in Type 1 AGNs, and not necessarily
due to the presence of Fe IT emission. The BADASS algorithm performs the most-detailed
decomposition of optical AGN spectra to date, and is designed for the challenges of future
all-sky surveys coming online within the decade.

Finally, we performed spectral decomposition using BADASS on a sample of 63
Type 1 AGNs with evidence of strong outflows, and investigate correlations of the decom-
posed [O 111] core and outflow components independently with properties of AGNs and host
galaxies. We confirmed results of previous studies that show that the core [O 111| dispersion
Ocore Can be used as a surrogate for o, in a statistical context once corrected for the presence
of strong outflows. Additionally, we show that there may be some broadening of o¢ore that
scale with outflow velocity. Known correlations with velocity were recovered, such as the
VVD diagrams from Woo et al. (2016), however only for the outflow component of [O I11],
indicating that the outflow component is a kinematically distinct component of [O 111]. We
also showed that the outflow velocity is strongly coupled to the radio luminosity at 1.4 GHz,
while there is no such correlation for the core velocity of [O III]. We confirmed the results
of Bennert et al. (2018) that when correctly accounted for, o.oe can serve as a suitable
substitute for o, on the My — o, relation, but only in a statistical context. Finally, we
find a strong planar relationship between oy, Tcore, and Toutfiow, Whose scatter along the
fitted plane is ~ 0.1 dex. While these results still require a larger sample size to confirm
the significance of the planar relationship, we can speculate that outflows play some role in

stellar and gas kinematics. These results provide strong constraints on how we can properly
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utilize ocore as a surrogate for o, on the Mpy — o, relation for higher redshift studies, and
the correlations with outflows show enough promise to warrant future studies with a much

larger sample in the hopes of further constraining the evolution of the Mgy — o, relation.
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