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ABSTRACT 

The interaction and bonding of atoms and molecules on metal sur­

faces is explored under ultra-high vacuum conditions using a variety 

of surface science techniques: high resolution electron energy loss 

spectroscopy (HREELS), low energy electron diffraction (LEED), thermal 

desorption spectroscopy ( TDS), Auger electron spectroscopy (AES), work 

function measurements, and second harmonic generation (SHG). 

Chemisorbed benzene on the Rh(lll) crystal surface at 310 K is 

found to be centered over bridge sites when adsorbed alone on Rh(lll) 

and over hollow sites in the presence of coadsorbed carbon monoxide. 

For pyridine adsorption on Rh(lll), an a-CH bond breaks with pyridine 

forming an a-pyridyl species on the surface. Below room temperature, 

a physisorbed pyridine species i~ observed coadsorbed with the a-

pyr idyl species. 

An important discovery of this thesis is that coadsorbed carbon 

monoxide can induce long range order in adsorbate overlayers. CO in­

duced ordering is observed for benzene adsorbed on Rh(lll) and Pt(lll) 

surfaces and for fluorobenzene, acetylene, ethylidyne, propylidyne, 

and sodium on the Rh(lll) surface. In all these coadsorbed structures, 
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the adsorbate maintains its molecular integrity in the presence of co­

adsorbed CO, though a shift in adsorption site sometimes occurs. Work 

function measurements indicate that CO induced ordering may be due to 

the electron accepting character of adsorbed CO and the electron do­

nating character of the coadsorbates. 

For hydrogen adsorption on the Rh(lll) surface, our HREEL spectra 

indicate that the vibrational excitations observed by EELS are best 

thought of as excitations between energy bands for delocalized quan­

tum motion. 

Finally, preliminary experiments are described of measurements of 

the coefficient of friction between a Rh(lll) single crystal surface 

and a rhodium pin, both in air and in ultra-high vacuum. 
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"God made solids, but surfaces were made by the Devil"- Wolfgang Pauli 

1.1 Introduction 

Great progress has been made in the last fifty years toward de­

veloping an understanding of the bulk properties of materials. How­

ever, a more challenging problem has been to develop a similar un­

derstanding of the surface properties of materials. Experimentally, 

surfaces are intrinsically more difficult to study than the bulk as 

there are typically 1015 atoms/cm2 on a surface but 1024 atoms/cm3 in 

the bulk. Consequently, experimental techniques for studying sur­

faces must not only be able to detect the relatively small number of 

atoms on a surface but also must be able to discriminate against the 

much greater number of atoms in the bulk. Nevertheless, a relatively 

large number of surface sensitive techniques [1-4] have been developed 

over the years for studying both atomically clean and adsorbate covered 

surfaces, some of which are described in this thesis. 

One of the major goals of surface science has been to try to pro­

vide an atomic scale understanding of important technologies that rely 

on the surface properties of materials, such as catalysis and lubrica­

tion. The ways that surface scientists approach these technological 

problems can be divided into two categories. The first, and more ap­

plied approach, is to use surface science probes to study real sys­

tems such as prepared catalysts or lubricated bearings in an attempt 

to identify the important components and mechanisms. The second, and 

more fundamental approach, is to study a well defined and characterized 
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model system, such as adsorption on a single crystal surface, in order 

to gain a partial understanding of the more complicated systems that 

occur in the real world. The approach taken in this thesis is the 

second one, namely to study how atoms and molecules bond and interact 

with single crystal surfaces with the aim of providing a molecular 

basis for lubrication. 

1.2 Objectives 

The primary objective of this thesis is to help develop an under­

standing of how atoms and molecules bond and interact with metal sur­

faces. As much work [1] has already been done in investigating the 

chemical and physical properties of adsorbates on surfaces, this 

thesis should be regarded as a continuation of those efforts as well 

as a basis for future research. In this thesis, the focus is mainly 

on the adsorption of organic molecules on the Rh(111) single crystal 

surface. The emphasis on organic molecules arises from these mole­

cules being important in both catalysis and lubrication. The choice 

of a Rh(111) single crystal was made for two reasons: 1) rhodium is 

an excellent catalyst for a variety of reactions (e.g. hydrogenation 

of hydrocarbons and the reduction of nitric oxide [1]), and 2) rhodium 

is located in the center of the periodic table resulting in it being, 

among transition metals, reactive enough to significantly perturb an 

adsorbed molecule or to even break some of its bonds, but not so re­

active at convenient temperatures (<350 K) to break all the bonds. 

For a more complete description of the mechanisms for breaking and 
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forming bonds on the Rh(lll) surface, the reader is referred to the 

thesis of B.E. Bent (UC Berkeley, 1986), where much of the work de­

scribed was done in conjunction with the work presented h~re. 

As well as organic adsorbates, the adsorption of CO, Na, and hy­

drogen, both alone and in combination with organic ~dsorbates, were 

studied since these combinations of adsorbates are frequently found in 

real systems. 

A secondary objective of this thesis is to develop a way of apply­

ing what has been learned about the adsorption of molecules on surfaces 

towards understanding a technological problem--lubrication. Here the 

goal is to develop an apparatus capable of measuring the coefficient 

of friction between a single crystal surface, both clean and covered 

with adsorbates, and another well characterized surface under ultra­

high vacuum conditions. Similar experiments have been done before [5] 

and dramatic reductions in the coefficients of friction have been ob­

served for even submonolayers of, for example, oxygen or alkanes on 

single crystal tungsten surfaces [6]; but, in none of these cases, is 

there a good understanding of the mechanism by which the adsorbate re­

duce~ friction. We plan to study how a wide range of adsorbate surface 

structures effect friction under conditions where the only variable 

changed is the bonding of the adsorbate to the surface. By concen­

trating on those adsorbates, such as ones described in this thesis, 

whose surface structures have been well characterized by other surface 

science techniques, it is hoped that a deduction of the underlying 

mechanisms for lubrication by chemisorbed monolayers will be possible. 
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1.3 Overview 

As previously mentioned the primary objective of this thesis is to 

determine how atoms and molecules bond and interact with the Rh(lll) 

crystal surface. A variety of techniques were used to provide the 

complimentary information needed to obtain a good understanding of how 

the adsorbates bond to the surface. Those techniques employed here 

include the following: high resolution electron energy loss spectros­

copy (HREELS) for analysing of surface vibrational and electronic ex­

citations; low energy electron diffraction (LEED) for determining 

atomic geometry; Auger electron spectroscopy (AES) for determination~ 

of surface chemical composition; thermal desorption spectroscopy (TDS) 

for determining kinetic order, surface concentrations and desorption 

energies; work function measurements for determining the degree of 

charge transfer between the adsorbates and the surface; and second­

harmonic generation (SHG) for monitoring the electronic properties of 

the surface. These techniques are described further in Chapters 2 and 

3. In this thesis we concentrate on those techniques, HREELS and LEED, 

that provide information on the atomic structure of the adsorbates. 

In Chapter 4, we discuss the adsorption of two of the simplest 

aromatic molecules, benzene and pyridine, on the Rh(lll) crystal sur­

face. Benzene adsorption on Rh(lll) has been previously studied by 

HREELS [7] and LEED [8] and the new results presented here are the 

more definite determination of the benzene adsorption geometry (i.e. 

benzene is centered over bridge sites when adsorbed alone at high 

coverages) and the absence in EELS electronic spectra of w ~ w* 

·-
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transitions due to the strong chemisorption bond with the surface. 

Pyridine adsorption on Rh(lll} is found to be similar to pyridine ad­

sorption on Ni(lOO) [9] and Pt(lll) [10] at room temperature in that 

an a-CH bond breaks with pyridine forming an a-pyridyl species on the 

surface; at below room temperature, a physisorbed pyridine species is 

observed coadsorbed with the a-pyridyl species. 

One of the important results of this thesis is the discovery that 

coadsorbed carbon monoxide can induce long-range order in adsorbate 

overlayers. This result has two important consequences: 1) Once an 

adsorbate forms an ordered overlayer, its surface structure can be de-

termined by a dynamical LEED analysis, and 2) if two coadsorbates are 

ordered in an intermixed structure, then it is possible to study the 

interaction between the coadsorbates in a structure where their rela-

tive geometries are known. Chapter 5 presents the results for CO in-

duced ordering of benzene on the Rh(lll) and Pt(lll) crystal surfaces. 

Chapter 6 presents the results for CO induced ordering of fluoroben­

zene, acetylene, ethylidyne, propylidyne, and sodium on the Rh(lll) 

crystal surface. 

Chapter 7 presents results for hydrogen adsorption on the Rh(lll) 

crystal surface. The very light mass of hydrogen results in adsorbed 

hydrogen atoms having a large amplitude of zero point motion; conse­

quently, hydrogen atoms can be very delocalized when adsorbed on sur-

faces. Our HREEL spectra for hydrogen adsorbed on the Rh(lll) surface 

have several features expected for delocalized surface hydrogen -

broad EELS excitations indicating the formation of energy bands for 
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delocalized motion and EELS excitations that do not show the isotopic 

shift expected for simple harmonic motion. Consequently, the vibra­

tional excitations observed by EELS for hydrogen adsorbed on close­

packed surfaces are best thought of as excitations between energy bands 

for delocalized motion. 

Finally, in Chapter 8, preliminary experiments are discussed of 

measurements of the coefficient of friction between a rhodium sin­

gle crystal surface and a rhodium pin, both in air and in ultra-high 

vacuum. 
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Studying atoms and molecules adsorbed on single crystal surfaces 

under ultra-high vacuum conditions is an excellent way of developing 

an atomic scale understanding of the bonding of atoms and molecules 

on metal surfaces. Ultra-high vacuum (i.e. gas pressures less than 

10-8 torr) ensures that a substantial quantity of gases, other than 

those of interest, do not adsorb on the metal surface during the course 

of an experiment. Using atomically clean single crystal surfaces en­

ables one to study the adsorption of atoms and molecules on a well de­

fined metal surface. 

This chapter describes the ultra-high vacuum system used during 

this research for studying the structure and bonding of adsorbates on 

single crystal surfaces. A vari~ty of experimental techniques were 

used to provide complimentary information needed to obtain a good un­

derstanding of how the adsorbates bonded to the surface. Consequently, 

a large fraction of this chapter is devoted to describing the tech­

niques used. Since high resolution electron spectroscopy (HREELS) 

tended to provide the most valuable information about the structure 

and bonding of adsorbates, the next chapter will be devoted to a more 

complete description of this technique. 

2.1 Vacuum System 

A schematic diagram of the ultra-high vacuum system used in this 

work is shown in Fig. 2.1 and a photograph is shown in Fig. 2.2. The 

stainless steel chamber is constructed in two levels with the lower 

• 
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level devoted to the high resolution electron energy loss spectrometer. 

The spectrometer is enclosed in p-metal shielding to reduce the back­

ground magnetic fields to less than 10 mGauss at the sample position 

and 20 mGauss inside the sectors of the spectrometer. The p-metal 

shielding has holes for viewing the sample, for allowing electrical 

connections to the spectrometer, and for allowing the sample to be 

lowered into the spectrometer from the upper level. 

The upper level of the vacuum system contains equipment for char­

acterizing and cleaning the sample: a four-grid retarding field energy 

analyzer (Varian) for low-energy electron diffraction and Auger spec­

troscopy, a glancing incidence electron gun (Cliftronics) for Auger 

excitation, a quadruple mass spectrometer (UTI 100 C) for residual gas 

analysis and thermal desorption spectroscopy, an ion sputtering gun 

(PHI) for sample cleaning, a nude ionization gauge (Varian) for pres­

sure measurement, two variable leak valves (Varian) for gas exposure, 

and alkali getter sources (SAES) for controlled alkali dosing. In ad­

dition, the upper level also contains a device we call the "friction 

apparatus" for measuring the coefficients of friction between the sur­

face of a pin and the single crystal surface. 

The single crystal sample is transferred from one level to the 

other by a specially made, extended travel (250 mm) manipulator shown 

in Fig. 2.3. The sample is mounted either by spot welding thin (0.020 

inch dia.) Ta wire to the sides of the sample or, for friction meas­

urements, by using clamps specially made from molybdenum at two ends 

of the sample. The Ta wires or clamps are mounted on the closed 
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ends of two stainless steel tubes, through which liquid nitrogen can 

flow in order to obtain sample temperatures as low as 77 K. The sample 

is heated to temperatures as high as 1400 K by passing 10 to 20 Amps 

through the sample with most of the resistive heating occurring at the 

spot welds or the points of contact of the clamps. Sample temperatures 

are measured with a digital thermometer (Doric) and a chromel-alumel 

thermocouple spot welded to the top of the sample. 

A 400 1/sec ion pump (Varian) provides the main pumping for the 

chamber with a titanium sublimation pump and a 2 and 3/4 inch diffusion 

pump providing auxiliary pumping. Base pressures of- 5 x 1o-11 torr 

can be routinely achieved after a 48 hour bake out at 450 K. 

2.2 Description of Techniques 

2.2.1 Hiah Resolution Electron Energy Loss Spectroscopy (HREELS) 

This technique is discussed more completely in chapter 3 and only 

a brief description is given here. 

Figures 2.4 and 2.5 show, respectively, a schematic and a photo­

graph of our HREEL spectrometer. The basic principle behind HREELS is 

that a monochromator produces a monoenergetic electron beam with a 

spread in energy between 3 and 10 meV. The electron beam is then ac­

celerated and focussed on the sample surface by a series of electro­

static lenses. During these studies, electron energies between 1 and 

30 eV at the sample were used with an electron. current typically of 
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1 x 1o-10 Amps at the sample. Most of the electrons are elastically 

reflected off the surface, but a small fraction can lose energy by ex­

citing either a vibration at the surface or some other surface excita­

tion. The analyzer then determines the energy the electrons lose dur­

ing the excitation process. By plotting the number of electrons per 

second versus the energy loss of the electrons, one obtains a vibra­

tional or electronic spectrum for surface excitations. 

For our spectrometer, the analyzer is rotatable, allowing the ang­

ular distribution of scattered electrons to be measured. As will be 

explained in Chapter 3, a measurement of the angular distribution of 

scattered electrons helps distinguish between dipole scattering and 

impact scattering energy loss processes. In our experiments, the an­

gle of incidence for incoming electrons is set at 65° with respect to 

the surface normal as measured by an angular scale on the bottom of 

the analyzer base plate. At this angle of incidence, one can see 

one's reflection in the sample through the viewpoint, thereby checking 

the alignment of the sample. 

2.2.2 Low Energy Electron Diffraction (LEED) 

Figure 2.6 shows a schematic of the LEED experiment. A monochro­

matic electron beam with energy between 10-500 eV is incident on a 

single crystal sample. Since the electrons in this energy range have 

de Broglie wavelengths comparable to the interatomic distances of most 

solids, they diffract from the periodic arrangement of atoms in the 
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near surface region. The diffraction pattern is then viewed by ac­

celerating the-electrons onto a phosphorescent screen. From the posi­

tion and symmetry of the diffraction spots, the size and orientation 

of the 2-D unit cells can be determined. 

From LEED it is also possible to determine the precise positions 

of atoms {to within 0.05 A) in the near surface region by doing a dy­

namical analysis of LEED spot intensities as a function of electron 

energy. Since most of the work presented in this thesis was done in 

collaboration with researchers involved in the dynamical LEED analysis 

of the same surface structures, a brief description of the method is 

presented here. A more complete description of the dynamical LEED 

analysis method or LEED crystallography, as it is also called, can 

be found in the thesis of R.J. Koestner {Ph.D U.C. Berkeley 1982) 

or in that of D.F. Ogletree {Ph.D Berkeley 1986) and in the books by 

Van Hove and Tong [1] and Clarke [2]. The structures of adsorbed CO 

on the Rh{l11) surface, as determined by Koestner, Van Hove 9 and 

Somorjai [3,4], will be used as examples, since they will serve as 

useful references during the discussion in subsequent chapters of CO 

coadsorption with other adsorbates on this surface. Figure 2.7 shows 

the series of LEED patterns observed for CO on Rh{111). At one third 

of a monolayer of CO {i.e. one CO molecule for every three rhodium 

surface atoms), a {l!x.;r)R30• LEED pattern is observed (Fig. 2.7b). 

With increasing CO coverage, the (/rx /3)R3o• pattern disappears and a 

split (2x2) pattern appears (Fig. 2.7c). As the CO coverage is further 
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increased, the split spots coalesce into the half-order beams of a 

{2x2) pattern (Fig. 2.7d). 

Figure 2.8 illustrates the procedure for determining the structure 

of the { /3x /3)R3o• CO overlayer on Rh(111) by a dynamical LEED anal-

ysis. First, the intensity of the LEED spots is measured as a function 

of electron energy, which can be accomplished by a variety of experi-

mental methods, as discussed in the thesis of R.J. Koestner. These 

experiments are conducted in a chamber where the angle of incidence of 

the electron beam can be well defined and the magnetic fields around 

the sample are shielded to less than 50m Gauss. Then the experimental 

intensity vs. voltage curves {I-V curves) are compared to those calcu­

lated, using the computer programs described in Refs. 1 and 2, for 

different model geometries of the CO molecules bonded to the surface. 

The model that provides the best fit to the experimental curve is re-

garded as an accurate representation of the actual surface structure. 

Figure 2.8 shows a comparison of one experimental I-V curve for the 

{13x/3)R30• structure of CO on Rh(111) to a series of calculated curves 

where the C-0 bond length was varied. The best agreement between the­

ory and experiment, as determined by an R-factor analysis, was found 

for CO bonded on top of the metal atoms with C-0 bond distance of 1.07 

A. This structure is also illustrated in Fig. 2.8. 

Figure 2.9 shows the results of a similar analysis for the {2x2) 

CO structure on Rh{111). Of the three CO molecules in a unit cell, 

two are bonded bridging two metal atoms while the third is displaced 

slightly from the symmetric position on top of the metal atoms and is 
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close to a position that would result in hexagonal packing of the CO 

layer. The calculated C-0 bond distance of 1.15 = 0.1 A compares well 

with the gas phase value of 1.13 A. 

2.2.3 Thermal Desorption Spectroscopy (TDS) 

In TDS, the sample is heated so that the temperature increases 

linearly with time, and the desorbing species are monitored with a 

mass spectrometer as a function of temperature or time. Figure 2.10 

shows the mass 28 TO spectra for different exposures of CO on Rh(lll). 

By assuming CO desorbs by a 1st order kinetic process, one can deter-

mine from the peak temperature, Tp, the activation energy of desorp­

tion, Ed' for CO by using 

a formula derived by Redhead [5]. Here, v 1 is the pre-exponential 

factor and s is the heating rate. Using a pre-exponential factor of 

4xlo13 sec-1 [6], the low coverage activation energy is calculated 

to be 32.0 kcal/mole. For higher CO coverages, the broadening of the 

thermal desorption spectra to lower temperatures indicates the activa-

tion energy for desorption decreases with increasing coverage. 

In addition to determining activation energies, one also gains in-

sight into how molecules react with surfaces by monitoring what species 

desorb from the surface. For example, for all the hydrocarbons studied 

in this thesis on Rh(lll), the predominant desorption product is H2 
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gas, indicating almost complete dissociation of the molecules on the 

surface at higher temperatures. 

If only one desorption product is observed for a particular adsorb­

ate, then TDS provides a convenient way of measuring the surface cov­

erage of that adsorbate, as the area under the TDS curve is proper-

tional to coverage. However, the areas only give the relative cover-

age and one should calibrate these coverages relative to an overlayer, 

such as an ordered overlayer with a characteristic LEED pattern, that 

has a known coverage. 

2.2.4 Auoer Electron Spectroscopy 

The Auger process is a two electron emission process that occurs 

after excitation. Figures 2.11a and b show schematically the excita-

tion and emission processes, respectively. Excitation is caused by 

impinging X-rays, ions, or, in our experiments, electrons that have 

sufficient energy (1000-SOOOeV) to cause the ejection of electrons 

from the inner atomic levels. In the Auger process, de-excitation 

occurs when an outer shell electron drops down in energy to fill the 

inner level vacancy and, in the process, transfers this energy differ-

ence to a second outer shell electron. The energy of this last Auger 

electron is given by 

Ewxy = Ew - Ex - EY - e0 

where Ew - Ex is the energy difference between the two levels, 0 

the work function of the surface, and E the binding energy of the 
y 
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ejected electron to the positively charged atom. Since every element 

will emit Auger electrons at characteristic energies, one can determine 

the presence of specific elements from Auger electron spectroscopy. 

In this work, electrons with energies typically of 2000 eV impinge 

at an angle of incidence of 80° to the surface normal in order to min­

imize the penetration depth (5-20 A). The Auger electrons are detected 

with a retarding field analyzer shown schematically in Fig. 2.6b. En­

ergy analysis of the elements is achieved by applying a retarding po­

tential to grids G2 and G3 while grids Gl and G4 are grounded so that 

the LEEO optics act as a high pass filter with the florescent screen 

as the electron collector. The spectra are recorded in the first de­

rivative mode (dN(E)/dE) in order to readily distinguish the Auger 

electrons from the relatively smooth background of secondary electrons. 

Differentiation is accomplished electronically by superimposing an AC 

modulation voltage on the retarding potential and then using a lock-in 

amplifier to detect the second harmonic of the modulated electron cur­

rent collected by the screen. An example of an Auger electron spectra 

for clean Pt(lll) is shown in Fig. 2.10c. 

2.2.5 Optical Second Harmonic Generation (SHG) 

This thesis reports some of the first applications of optical sec­

ond harmonic generation (SHG) as a technique for studying the adsorp­

tion of atoms and molecules on surfaces in ultra-high vacuum. The 

usefulness of SHG as a surface technique derives from second-order 

• 
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nonlinear processes being dipole forbidden in media that possess a 

center of inversion symmetry [7]. Consequently, the SHG signal from 

the surface layer, which never has an inversion symmetry, can dominate 

over the contribution from the bulk [8]. However, a detailed under­

standing of how the SHG signal is generated at the surface is still 

lacking; even so, a qualitative understanding of the SHG signal can 

often be achieved by using of an appropriate model such as an electron 

gas model or by assuming the changes in the SHG signal arise from res­

onances or near resonances with surface excitations. 

Figure 2.12 shows schematically the experimental set up during the 

SHG experiments. Q-switched Nd:Yag laser pulses at 532 nm or 1.06 urn 

with a 10 nsec pulse width and 6mJ pulse energy were p-polarized and 

incident on the rhodium sample at an angle of 67.5° with respect to 

the surface normal with a beam diameter of lmm. At this intensity, no 

laser induced desorption or surface damage could be detected. The SH 

radiation from the surface was p-polarized and detected after proper 

filtering by a photomultiplier with a gated integrator system. 

2.2.6 Work Function Measurements 

The work function of a metal is defined as the energy required to 

remove an electron from the metal (i.e. to raise an electron from the 

Fermi level to vacuum level}. In this thesis, we are interested in 

how the work function changes when atoms and molecules are adsorbed on 
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the surface and what can be inferred from these changes about the sur­

face chemical bond. 

Figures 2.13a and b show schematically how we measure work func­

tion changes with the available apparatus. The monochromator of the 

HREEL spectrometer provides a monoenergetic source of electrons, which 

is focused on the sample. The current to the sample is measured by a 

floating picoammeter that is connected in series with a bias voltage 

supplied by a DC ramp. When the negative bias voltage is great enough, 

the current to the sample drops to zero as the vacuum level of the 

sample is raised above the energy of incoming electrons (i.e. when the 

electrons are totally reflected from the sample). Since changes in 

the work function are also equal to the changes in the position of the 

energy of the vacuum level relative to the Fermi level, the change in 

work function is readily determined by measuring the shift in cutoff 

voltage from a plot of current versus bias voltage (see Fig. 2.13c). 

Since the spread in energy of the electrons provided by the monochrom­

ator is very small (SmeV), the main inaccuracy comes from changes in 

the shape of the current vs. voltage plot. Still, we are able to mea­

sure the work function changes to within 0.01 eV by this method. 

2.2.7 Friction Measurements 

In order to understand how the structure of one monolayer of ad­

sorbate on a surface influences the lubrication between surfaces, an 

apparatus, similar to that by Buckley and co-workers [9], has been de-

• 
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signed and constructed that can measure the coefficient of friction 

between two sur-faces under ultra-high vacuum conditions. Figure 2.1 

shows schematically the friction apparatus and how it is mounted in 

the vacuum system. The friction apparatus consists of 1/4"x1/4"x12•• 

aluminum bar mounted at one end on a manipulator. A pin is mounted 

near the other end of the bar and can be brought into contact with the 

sample. Since the bar will bend by an amount proportional to the force 

exerted on the pin by the sample, strain gauges attached to the bar 

can be used to measure the load on the sample. A motor drive attached 

to the manipulator is used to slide the pin across the sample surface. 

Another set of strain gauges then measures the frictional force on the 

pin. Dividing the frictional force by the load determines the coeffi­

cient of friction between the surface of the pin and the surface of 

the sample. 

Since we are mainly interested how one monolayer of adsorbate 

affects the coefficient of friction, the apparatus is designed and 

operated in several ways so as to minimize the other factors on the 

coefficient of friction: 1) The pin slides across the surface at slow 

speeds (- 1mm/min) in order to minimize the temperature rise at the 

points of contact. 2) Light loads (~ 100g) are employed to minimize 

plastic deformation and consequent bulk contributions to the frictional 

properties of the surface. 3) A single crystal surface is used as the 

sample so at least one surface can have a monolayer of adsorbate that 

is well characterized, and 4) a pin of the same material as the sample 

is used so that both surfaces have similar properties and chemistry. 
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2.3 Sinale Crystal Surfaces 

Single crystal Rh(lll) and Pt(111) samples were used exclusively 

in this work. A total of five different samples were used--three rho­

dium crystals and two platinum crystals. Both the platinum and rhodi-

urn single crystal rods were purchased from Materials Research Corpora-

tion (MRC) and were more than 99.995% pure. The single crystals were 

cut by spark erosion into thin (- lmm) discs to within 1° of the (111) 

orientation as determined by Laue back reflection X-ray diffraction. 

The samples were mechanically polished to a mirror finish on both sides 

using standard methods [10]. 

2.4 Procedures 

2.4.1 Cleanina the Sinale Crystal Surface 

For the Rh(111) samples, the main impurities observed were carbon, 

boron, sulfur, and phosphorus. Of these, boron is the most prevalent 

in the bulk as it is used to reduce rhodium oxide to the metal. It 

was found that the level of bulk impurities could be greatly reduced 

by heating the sample for several days at 1300 K in an atmosphere of 

hydrogen before installing it in the vacuum system. In ultra-high 

vacuum, our standard procedure for cleaning Rh(l11) is to heat the 

sample in l-5x10-? torr 02 at 1000 - 1100 K for 5-10 minutes fol­

lowed by Ar+ sputtering (1.0 keV, 5-8 ~A, lxlo-4 torr Ar) for 20-30 

• 
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minutes followed by annealing in vacuum for 5 minutes at 1200 K. Sur-

face cleanliness was checked by HREELS, AES, and LEED. Often, HREELS 

detected trace amounts of boron oxide on the surface after this clean-

ing procedure, which could be removed by flashing the sample to 1400 K. 

The cleaning procedure for the Pt(111) sample is similar, only 

slightly longer sputtering times (30-40 minutes) are needed to remove 

the trace amounts of oxides occasionally present. 

2.4.2 Gas and Alkali Dosing 

Dosing of gases into the vacuum chamber is achieved through vari­

able leak valves either by backfilling the chamber or by introduction 

through a microchannel array doser. The array doser is mounted - 2 em 

from the sample and achieves a 20-fold enhancement in pressure at the 

surface. The unit of gas exposure used in this thesis is the Langmuir 

(L), which corresponds to a 10-6 torr second. The Langmuir is a 

convenient unit of exposure for surface science studies as it corre-

spends, for a one Languir exposure, to roughly one atom or molecule 

striking the surface per available surface site. In this thesis, all 

the exposures reported are uncorrected for the ion gauge sensitivity. 

Dosing of the alkali adatoms is achieved by heating a commercial 

getter source (SAES) consisting of a zeolite impregnated with the al-

kali element and enclosed in a tantalum dispenser. The alkali doser 

are positioned - 8 em from the sample. Currents of 5-8 Amps through 

the source are needed to achieve dosing rates on the order of one mon-



24 

olayer per minute. The pressure in the chamber during alkali dosing 

is typically~ lxlo-9 torr. Usually, no impurities are deposited 

along with the alkali adatoms. 
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FIGURE CAPTIONS 

Fig. 2.1 Schematic diagram of vacuum system and friction apparatus. 

Sample cleaning, surface characterization, and friction mea­

surements occur on the upper level, while vibrational spec­

troscopy is performed on the lower level. 

Fig. 2.2 Photograph of vacuum system shown in Fig 2.1 

Fig. 2.3 Schematic of sample manipulator. 

Fig. 2.4 Schematic of the HREEL spectrometer used during this work. 

Fig. 2.5 Photograph of HREEL spectrometer shown in Fig. 2.4. 

Fig. 2.6 (a) Scheme of the low energy electron diffraction experiment 

from an idealized crystal surface. 

(b) Schematic of the LEED/AES analyzer showing the elec­

tronics and connections for Auger electron spectroscopy. 

Fig. 2.7 Diffraction patterns observed by LEED for CO adsorbed on 

Rh(l11). The photographs are for (a) the clean Rh(111) sub­

strate, (b) the ( 1:3x 13)R3o• structure, (c) the split (2x2) 

overlayer, and (d) the (2x2) structure observed at saturation. 

Fig. 2.8 Schematic illustrating procedure of determining surface 

structure by LEED crystallography. (Top) (13x 1:3)R3o• 

CO/Rh(111) LEED pattern. (Middle) Comparison of experimental 

I-V curve (bottom curve) with theoretical curves for different 

C-0 bond lengths with CO bonded on top of the metal atoms (top 

sites). (Bottom) Real space structure as determined by LEED 

crystallography. 
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Fig. 2.9 The real space structure of the (2x2)-3CO layer. The upper 

figure presents a side view of the surface and the lower 

figure gives a top view. The large circles represent rhodi­

um atoms (dotted--out of plane 9 full--in plane); and the 

small circles are either carbon or oxygen atoms (dotted-­

hexagonal mesh 9 full--measured positions). The five struc­

tured parameters that were varied in the LEED analysis are 

illustrated on the left side. (From ref. 4.) 

Fig. 2.10 Thermal desorption spectra of CO on Rh(111) for different 

exposures of CO near 300 K. The heating rate was 15 K/sec. 

(From Ref. 11.) 

Fig. 2.11 (a) Excitation of an atom with a core hole. 

(b) De-excitation of the ionized atom via emission of an 

Auger electron. 

(c) An example of a typical Auger electron spectrum of clean 

Pt(111). 

Fig. 2.12 Schematic diagram of the upper level of the vacuum system 

and laser optics for the SHG experiments. 

Fig. 2.13 (a) Schematic diagram of the energy levels of the sample and 

the monochromator during work function measurements. 

(b) Schematic diagram of the experimental set up during work 

function measurements. 

(c) Typical current vs. bias voltage curves for the clean 

Rh(111) surface and a sodium covered Rh(111) surface. The 

shift in cutoff voltage gives the work function change. 
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3.1 Introduction 

Vibrational spectroscopy by HREELS is of tremendous value for de-

termining the structure of molecules adsorbed on surfaces; from the 

frequencies observed, one can usually deduce the identity of adsorbate 

species and, from the intensities, the orientation of the species. 

Since determining the structure of adsorbates on surfaces is the main 

emphasis of this thesis, this entire chapter is devoted to a descrip-

tion of HREELS and how one uses the information it provides. 

The number of HREEL spectrometers built to study the vibrations of 

adsorbates on surfaces has grown rapidly within the last ten years. 

Even though many other techniques have been developed for surface vi-

brational spectroscopy, HREELS has become the most popular for studying 

all types of adsorbates on single crystal surfaces because of its high 

sensitivity to adsorbates and its ability to obtain spectra over the 

entire vibrational frequency range (100 - 4000 cm-1) in less than 20 

minutes. The major disadvantage of HREELS is a rather poor resolu­

tion of 30-100 cm-1, compared to some of the other surface vibra-

tional spectroscopies, like infrared spectroscopy, which have a reso­

lution on the order of 1 cm-1• However, a resolution between 40 to 

60 cm-1 is usually quite adequate for our research, where we mainly 

are interested in determining the structure of adsorbates on surfaces. 

For a more thorough description of the use of HREELS for studying sur-

face vibrations, the reader is referred to several excellent books 

[1,2] as well as numerous reviews [3-10] that have been written on the 

subject. 



43 

As is shown in this thesis, HREELS has the extra advantage that 

the same HREEL spectrometer used for vibrational spectroscopy can also 

be used to study electronic excitations of the surface and of the ad­

sorbed overlayer. While observations of the electronic excitations 

are not very useful in determining structure, they can provide useful 

insights, once the surface structure is known, into the nature of the 

surface chemical bond. 

3.2 HREELS Instrumentation 

Figure 3.1 shows a schematic diagram of the HREEL spectrometer 

design by L.H. Dubouis [11], which is similar to that of Froitzheim 

et. al., [12]; in this figure, all the lens elements, sectors, etc. 

of the spectrometer are labeled. The spectrometer used during this 

thesis is based on the design by Dubois but is configured somewhat 

differently (see Fig. 2.3). The parts for the spectrometer used in 

this thesis were fabricated by Bob McAllister of McAllister Technical 

Services, and the spectrometer was assembled and tested by the author. 

This section is devoted to a discussion of the fundamentals of the de­

sign and construction of this spectrometer. For a more general de­

scription of HREEL spectrometer design, the reader is referred to the 

book by Ibach and Mills [1] and the review by Roy and Carette [13]. 

As illustrated in Fig. 3.1, the hot tungsten filament emits elec­

trons, which are repelled by the repeller and focussed by the A lenses 

onto the monochromator input slit. The monochromator sector is a 127° 

cylindrical deflector that disperses the electrons in energy so that 
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only electrons near the pass energy of the sector exit through the 

output slit. The 81 and 82 electrostatic lenses then accelerate and 

focus the electrons onto the sample. The 81 and 82 lenses are split 

horizontally and vertically, respectively, so that the electron beam 

can be steered toward the sample. After reflection from the sample, 

the electrons are deaccelerated and focussed by the 83 and 84 lenses, 

which are also split vertically and horizontally, respectively, onto 

the analyzer input slit. The analyzer sector is another 127° cylin­

drical deflector that disperses the electrons in energy so that only 

the electrons of a certain energy make it through the exit slit to be 

counted by the channeltron. The analyzer can scan through the energies 

of the energy loss spectrum if voltages on the analyzer slits and sec­

tor electrodes are ramped linearly. 

3.2.1. Sector Design 

The monochromator and analyzer sectors are the essential parts of 

our HREEL spectrometer. These identical 127° cylindrical sectors pro­

vide the monochromator electron source that is focussed onto the sam­

ple and analyze the electron energies after the electrons are reflected 

from the sample. Figure. 3.2 shows an expanded drawing of one of the 

sectors. 

An electron will travel along the center path of the sector if the 

centrifugal force equals the force excerted by the cylindrical electric 

field. For this to happen, we need 
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mv2 2 Eo 
-R- = = e ~ 

mean Rmean 

where m, v, and E
0 

are, respectively, the mass, velocity, and energy 

of the electron, Rmean is the radius of the center path, and ~ is 

the radial electric field. If the outer and inner electrodes have 

radii Rout and Rin' respectively, then the electric field ~ is given 

terms of the potential difference ~v between the electrodes by 

and, consequently, the pass energy E
0 

of the sector is given by 

1 
E0 = ~ e~V/ln(Rout/Rin) 

Now, consider an electron with energy equal to the pass energy E
0

, 

but one that enters the sector through the slit with an angle a to the 

center path. This electron will only make it out of the sector if it 

is focussed onto the slit at the other end of the sector. For the 

ideal case of a perfectly cylindrical field inside the sector, focuss­

ing in first order of a is achieved when the angle of the arc trans­

verse is w/12 = 127°17' [14], which is why the sector is called a 127° 

cylindrical deflector. The spread in energy that makes through the 

sector can be calculated [14], to second order in a, to be 

~E S 
-E- = R 

o mean 
+ 2 2 3a 

where ~E is the full width at half maximum (FWHM) of the energy spread 

and S is the slit width. 
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As shown in Fig. 3.2, the actual angle of the sector for our 

spectrometer is. 114° and not 127°. There are two reasons for this 

reduced angle. First, since the slits have equipotential surfaces, 

fringe fields at ends of the sectors must be taken into account in the 

design of the sector. According to Herzog [15], the disturbance of 

fringe field can be minimized by placing the slits a distance d from 

the sectors with 

and equals 2.6 mm for our spectometer. In this case the angle of the 

sectors needs to be reduced from the ideal value of w/l.r to compensate 

for the extra distance needed to travel to the slit. The reduction in 

angle, ~0 is given by 

and equals 9° for our spectrometer. 

The second source for the reduction in angle comes from the asym­

metric feeding of the electrons into the sector. Roy and Carette [16] 

have suggested, based on extensive Monte Carlo calculations of electron 

trajectories, that preferential injection of electrons to the outside 

of center path can lead to improved transmission and energy distribu­

tion characteristics of the beam. Even though this beneficial effect 

has been disputed by Ibach and Mills [17], we have designed our sectors 

so that electrons are injected an average of 3° above the center path 

with the sector angle further reduced by (4/3) a= 4° to compensate for 

the extra distance the electrons have to travel. 
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The maximum beam current that can be produced by a sector is 

limited by space charge effects. Space charge effects arise from the 

electrostatic repulsion between electrons, which limits the density of 

electrons that can be achieved along the path of electrons. A detailed 

analysis [18] shows that the maximum current, Im, that the monochrom­

ator can achieve is 

where ~E is the energy spread of the electrons. For ~E = 5 meV, Im is 

about 4 x 1o-10 A [18]. Since the intensity of a loss peak in an HREEL 

spectrum is proportional to both the incident current and the resolu-

tion of the analyzer, one has 

I E3.5 
loss a ~ 

Consequently, assuming the monochromator and analyzer are operated at 

the same resolution, one pays a heavy price in signal intensity for 

working at very high resolution. 

The ultimate resolution that can be achieved by the sectors is 

limited by stray magnetic fields inside the sectors and the nonuniform 

work functions of the surfaces of the sectors; both effects tend to 

deflect electrons from their paths through the sectors. 
~ 
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3.2.2 Spectrometer Construction 

The sectors, B lenses, and filament assembly were fabricated 

from OFHC copper. The A lenses were fabricated from 0.009 in. tan­

talum. The slits, 0.2 mm x 4 mm, were etched in 0.002 in. molybdenum 

by Towne Laboratories, Inc. using photolithographic techniques and were 

then mounted on a 0.040 in. thick tantalum holder. All the conducting 

parts visible to the electron path were coated with colloidal graphite 

(Aerodag) to ensure uniform work functions on the spectrometer sur­

faces. Alumina ceramics were used to hold together the conducting 

parts. Both the inner and outer electrodes of the sectors were cut 

with a "sawtooth" profile, as illustrated in Fig. 3.2, to minimize 

stray electron reflection from the walls of the sector [12]. The an­

alyzer section is mounted on a rotatable base plate so that the angu­

lar distribution of scattered electrons in the plane of scattering 

could be studied. The rotation of the base plate is accomplished by a 

rotary feedthrough turning a screw with a nut assembly that either 

pushes or pulls the analyzer base plate. Roulan bushings were used to 

reduce the friction between the analyzer and monochromator base plates. 

3.2.3 Power Supply 

Two different power supplies were used during this work. The pow­

er supply used during the earlier work was designed and built at Law­

rence Berkeley Laboratory and is described in detail elsewhere [19]. 

Since this power supply can only achieve beam energies up to 10 eV, a 

second power supply, capable of beam energies up to 150 eV, was purchased 
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from RHK Technologies. The higher beam energies are needed for elect­

ronic spectroscopy while the lower beam energies (< 10 eV) are more 

suited for vibrational spectroscopy. Both power supplies are very s1m­

ilar in design in that ultrastable, low noise difference amplifiers are 

used to provide potentials for the 22 elements of the spectometer. 

3.3. Vibrational Spectroscopy 

As mentioned earlier, from the frequencies observed in a vibration­

al spectrum, one can usually deduce the identity of an adsorbate species; 

but it is from the intensities of the observed modes that the orientation 

and adsorption site symmetry are deduced. Consequently, we next discuss 

the physical origins of the intensities for the various inelastic 

scattering processes that occur in HREELS. 

3.3.1 Dipole Scattering 

Dipole scattering is similar in nature to the vibrational excita­

tion mechanism in infrared (IR) vibrational spectroscopy. The long-range 

Coulomb field of the incident electrons interacts with the "dynamic di­

pole" of a vibrating adsorbate just as the electric field of the incident 

photons in IR spectroscopy interacts with the dynamic dipole of a mole­

cule. This coupling between the electron and the dynamic dipole moment 

of the adsorbate enables the electron to lose a quantum of energy by 

exciting an adsorbate vibrational mode. 
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An important characteristic of dipole scattering arises from the 

physical nature of the Coulomb field of the incident electron at the 

metal surface. Electric fields can only have a component perpendicular 

to a metal surface since parallel components are screened by the metal; 

therefore, only the component of the dynamic dipole moment perpendicular 

to the surface can couple with incoming electrons. This results in what 

is usually called the "surface dipole selection rule" which states that 

only vibrations which have a net dynamical dipole moment perpendicular 

to the surface can scatter electrons via the dipole scattering process. 

Another characteristic of dipole scattering, which enables one to 

distinguish between dipole and impact scattering processes, is the angu­

lar dependence of the scattering intensity; the dipole scattering inten­

sity falls off rapidly for scattering angles away from the specularly 

reflected electron beam. The angular halfwidth of the dipole scattering 

intensity is on the order of ~w0 /2E 1 , where w
0 

is the frequency of 

the vibration and E1 is the incident electron energy. In typical 

HREELS experiments, the dipole scattered electrons are concentrated 

within a couple degrees of the specular beam. 

The physical basis for the narrow angular distribution of dipole 

scattered electrons becomes more apparent if one considers the Fourier 

transform of the potential outside the metal surface from a dipole on 

the surface and from its image: 

V(r) = 2P Ztr3 = P 

~ ~ J d2
Q iQprp -Q Z __ __,_p e e P 
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where P is the component of the dipole perpendicular to the surface, 
~ 

r is the displacement vector from the dipole to the position of the 

incident electron and rp and z are, respectively, the components 

parallel and perpendicular to the surface. QP is a two-dimensional 

wave vector that lies in the plane parallel to the surface. 

Conservation of wave vector parallel to the surface requires 

~ ~ ~ 

QP = (Kincident - Kscattered)p 

where the subscript p denotes the components parallel to the surface. 

So, if the change in wave vector parallel to the surface of the inci-
~ 

dent electron is QP, it interacts with the part of the dipole poten-

tial that extends a distance D = Q~l above the surface. There­

fore, scatterino that results in small Q (i.e. small scattering an-- p 

gles) is much more likely than scattering that results in large QP 

(i.e. large scattering angles). This result is a consequence of the 

requirement that the electrostatic potential in the vacuum must obey 

Laplace's equation. Thus, if a contribution to the total potential 
~ ~ 

varies as exp(i QP • rp) for a fixed Z, Laplace's equation requires 

its Z dependance to be exp(- QPZ). 

-
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3.3.2 Comparison of Dipole and Quadruple Scattering 

Analytical .expressions for the scattering cross section for dipole 

scattering have been derived by several researchers [20-22]. Here, we 

show how. the derivation by Evans and Mills [22] can be extended to in-

elastic scattering from a surface quadruple moment. To simplify the 

expressions, we consider only the case of scattering off of a perfect 

metal surface with an infinite dielectric constant, e = -00• 

Following Evans and Mills [21], consider an ordered two-dimensional 

arrangement of n vibrating dipoles on the surface. Then, we can write 

the part of the potential that scatters an electron such that its wave 

vector component parallel to the surface changes by QP as 

~ 

-Q Z iQ • ~P -iwt 
= 6(QP)e P e P e + c.c. 

-+ 

where 6(Qp) = 4w n P • 

Now, a charge above a metal surface will have an image charge below 

the surface as shown in Fig. 3.3a. So, if a dipole is oriented per­

pendicular to the surface, its image will be oriented in the same di-

rection; whereas, if the dipole is oriented parallel to the surface, 

the image dipole is oriented so as to cancel the dipole. These cases 

are illustrated in Figs. 3.3b and c. 

Even though the arrangement in Fig. 3.3b does not produce a dipole 

potential, there is, however, a quadruple potential 

V(~) = 6 dP xZ ;; 
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where d is the distance of dipole above the image plane, P is the mag­

nitude of the dipole, and the x-z plane contains the dipole and its 

image. The Fourier transform of this potential is 

2 • • 
z I d Q - i Q • X -Q z 

V( ~) = 6 dP -;s = ctP ~ e p p e p iQx 

So, for an ordered 2-D arrangement of n dipoles oriented parallel to 

the surface, the QP part of the potential can be written as 

... 
where 6(Q ) = 4w n iQ Pd. p X 

Now, Evans and Mills have shown that, quite generally, the inelas-

tic scattering cross section is 

dS 4A ---m 
dr.l- w2 

where A is the surface area, E1 and &1 are the energy of the in­

cident electron and the angle of its trajectory with respect to the 

surface normal, v1 and VP are, respectively, the perpendicular and 

parallel components of the electron's velocity and R is the electron's 

reflectivity from the surface. 

The relative magnitudes then for scattering from dipoles oriented 

either perpendicular or parallel to surface is simply 
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= 
dS · 

(dTI)perpendicular 

A typical order of magnitude for Q is 106 cm-1, so for d- 10-8 em, 
X 

the ratio parallel vs perpendicular scattering is- 10-4• Conse-

quently, dipoles oriented perpendicular to the surface are much more 

intense scatterers than those oriented parallel to the surface. 

However, for real metals, the component of the electric field par­

allel to the surface is not perfectly screened. For a typical metal, 

the parallel component of the electric field is on the order 10-2 

less than the magnitude of the electric field electric field produce 

by the incident EELS electron over the vibrational frequency range 

[23]. Consequently, the ratio parallel vs. perpendicular scattering 

for dipole scattering by a dipole above a real surface is also about 

- 10-4• 

Generally, we can interpret the very intense peaks in the HREEL 

spectra as resulting from vibrations with a large degree of motion 

perpendicular to the surface, while the very weak peaks correspond to 

vibrations oriented parallel to the surfaces. Therefore, the intensity 

of the HREELS peaks can provide information about the orientation of a 

chemical species on the surfaces. Several examples of this will be 

presented later in this thesis. 
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The angular distribution of dipole and quadruple scattered elec-

trans can be seen by introducing the two angles~, and 0 illustrated 

in Fig. 3.4, into the expressions for the scattering cross section. ~ 
-+ -+ 

is the angle between Kincident and Kscattered' and 0 is the angle 

between the plane that contains Kincident and Kscattered and the 

x' - z' plane. Using these labels, the dipole scattering cross section 

becomes [22] 

(dS) 
dD dipole 

=--------
[~cos0 cose1 - ~E sine] 2

+ ~2sin 2e 
[~2 + ~E 2]2 

and the quadruple scattering cross section beams 

(~) = 
16An 2 me2 P2 d2 IRI 2K1

2 [~cos0 cose1 - ~Esine] 2 + ~ 2 sin20 

dfi quad E1 cose1 [~ + ~E J 
' 2 

x [cose' (~Esine 1 - ~cose 1 cos0) -sine'~ sin0] 

-+ 
where ~E = ~w/2E 1 and e' is the angle between Kip and the direction 

of the dipole parallel to the surface. The factor ( ~ 2 
+ ~~)-2 in 

these expressions of the scattering cross sections results in the an­

gular distribution being concentrated mainly to angles 0 ~ ~ < ~w/2E 1 
around the specular direction. 

3.3.3 Impact Scattering 

Another scattering mechanism responsible for inelastic scattering 

of electrons from surfaces is impact scattering. During the impact 

scattering process, the incident electrons lose energy by interacting 
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directly with the atomic potentials while the electrons are within a 

few Angstroms of the surface. During this very short-range interac­

tion, the electrons essentially become "impacted" in the surface ato~s 

for a short period of time, allowing vibrational modes, oriented both 

parallel and perpendicular to surface, to be excited by the electrons. 

The short-range, impact scattering mechanism is physically a much 

more complicated process than the long-range, dipole scattering proc­

ess. Since most of the scattering occurs within a few Angstroms of 
~ 

the surface, the 6(QP) for impact scattering must be very large for 

large QP. Consequently, inelastically scattered electrons that are 

impact scattered tend to have a broad angular distribution, unlike the 

narrow angular distribution for dipole or quadruple scattering. Pre-

cise calculations for the scattering cross section for impact scat-

tering are difficult due to the complicated nature of the short-range 

electron-surface interactions, though some progress has been made by 

several researchers [24-26]. 

Quite large scattering cross sections can be observed for impact 

scattering when the energy of the incident electron is resonant with 

an unoccupied state localized near the surface. This "resonant" im-

pact scattering is analogous to resonant electron scattering from gas 

phase atoms and molecules where the incident electron is temporarily 

captured to form a short-lived negative ion [27]. An example of .. res­

onant" impact scattering will be discussed in Chapter 7 for hydrogen 

adsorbed in Rh(lll). 
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3.3.4 Selection Rules 

We previously mentioned the "surface dipole selection rule" that 

only vibrations which produced a net change of the dipole moment per­

pendicular to the surface are observable by dipole scattering. In 

other words, only vibrations belonging to totally symmetric represen­

tations (A1, A•, A) are observed by dipole scattering [28J. 

For quadruple scattering, a very different selection rule occurs 

as can be seen from the expression for its scattering cross section. 

According to this rule, the inelastic scattering intensity vanishes 

for a vibration that is odd with respect to a mirror plane if trajec­

tories of both the incident and scattered electrons lie in this sym­

metry plane. 

For impact scattering, several selection rules have been derived 

based on time reversal symmetry [29]: 1) The inelastic scattering 

intensity vanishes for a vibration that is odd with respect to a mir­

ror plane symmetry if trajectories of both the incident and scattered 

electrons lie in this symmetry plane. (Note, this is the same selec­

tion rule as for quadruple scattering). 2) The inelastic scattering 

intensity vanishes in the specular direction for a vibration that is 

odd with respect to a mirror plane symmetry if the plane containing 

the trajectories of the incident and scattered electrons is perpendic­

ular to the mirror plane and the surface. 3) The inelastic scattering 

intensity vanishes in the specular direction for a vibration that is 

odd with respect to a two-fold rotation symmetry. 

·: 
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To fully exploit the selection rules for impact and quadruple 

scattering, one needs to rotate the sample in the azimuthal direction~ 

which is not possible with our apparatus. Instead, we are only able 

to look at the scattering distribution in one, fixed direction parallel 

to the surface. However, by determining whether the scattered inten­

sity is peaked along the direction of specular scattering, we can dis­

tinguish dipole and quadruple scattering from impact scattering. Then, 

by identifying the more intense modes as dipole scattered, we can some­

times determine the adsorption site symmetry by identifying these modes 

as the totally symmetric modes of the surface species. 

3.4 Electronic Spectroscopy 

The previous analysis can, of course, also be applied to transi­

tions between electronic states. All that one needs to do is replace 

the matrix element between vibrational states with the appropriate one 

between electronic states. However, it is enlightening to consider an 

alternate approach. The dielectric constant, £(q,w) = £1 (q,w)+i£ 2(q,w), 

is a useful entity for describing the response of a medium to the per-

turbation by a moving electron, since it includes contributions from 

collective electron oscillations on an equal footing with single elec-

tron excitations. 

Now, the energy of an electron field is reduce at a rate propor­

tional to the imaginary part of the dielectric constant, £2• For an 

electron traveling through the bulk, its electric field is reduced by 

a factor 1/£ and the intensity by 1/1£12• So, the scattering ampli-
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tude for energy loss of an electron traveling through the bulk is pro-

portional to 

For electrons outside t~e medium, as in the case of an electron re-

fleeting off the surface, the electric field is screened by a factor 

1/t + 1; as a result, the scattering amplitude becomes 

Consequently, -Im (1/t) and -Im (1/t+1) are called the volume loss 

function and surface loss function, respectively. Transitions between 

electronic states appear in the loss functions through the maxima of 

t 2, while collective electron excitations appear through the poles 

of 1/t+1 if they are localized near the surface or through the poles 

of 1/t if they are bulk excitations. 
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FIGURE CAPTIONS 

Fig. 3.1. Schematic diagram of the HREEL Spectrometer used by Dubois. 

Fig. 3.2 Expanded view of one of the spectrometer sectors for our 

spectometer. The insert shows the details of the "sawtooth•• 

profiling. 

Fig. 3.3 (a) A charge and its image charge. 

(b) A dipole oriented parallel to surface and its image be­

low the surface. 

(c) A dipole oriented perpendicular to a surface and its 

image below the surface. 

Fig. 3.4 Angles ~ and ~ used to define the direction of the scattered 

beam. 
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4.1 Introduction 

The bonding of benzene and pyridine, two of the simplest aromatic 

molecules, to metal surfaces ·has recently been the subject of consid­

erable interest [1-19]. Most studies have concentrated on the molecu­

lar adsorption of benzene and pyridine, with particular emphasis being 

placed on determining the orientation, adsorption site, bond lengths, 

and electronic structure of the adsorbed molecules. Generally, ben­

zene has been found to bond with its molecular ring oriented parallel 

to the surface and to form the adsorption bond through its w-orbitals. 

Generally, pyridine has been found to be tilted on the surface, due to 

competition between the w-orbitals and the nitrogen lone pair orbitals 

for bonding to the surface. Also, the tilt angle of adsorbed pyridine 

is found to be dependent on the temperature and pyridine coverage. 

Aromatic compounds are also important in both catalysis and lubri­

cation. For example, aromatic compounds are desirable catalytic prod­

ucts in the refining of crude oil into high octane fuels [20]. In 

lubrication, aromatic compounds are frequently used as functional 

groups in extreme pressure additives [21], even though their role is 

not understood. Therefore, a molecular scale understanding of how 

aromatic molecules interact with metal surfaces should lead to an 

eventual understanding of the role aromatic compounds play in cataly­

sis and lubrication. 
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In this chapter, we discuss the adsorption of benzene and pyridine 

alone on the Rh(111) surface. In the following chapter, CO-induced 

ordering of adsorbed benzene is discussed. 

4.2 Benzene Adsorption on Rh(111) 

The adsorption of benzene on the Rh(111) surface has been studied 

extensively both by workers in our laboratory [1-6] and by researchers 

in other laboratories [7-9] and has become one of the best character­

ized aromatic adsorption systems. In this section, we discuss what 

has been learned in our laboratory by HREELS and LEED about the ab­

sorption of benzene alone in Rh(111). 

At saturation coverage, benzene orders in a (21Jx3)rect lattice [a 

(llx 17)R 19.1• structure has also been reported [4] but cannot be 

formed reproducibly]. For the (213x3) LEED pattern, we observe the 

extinction of certain spots revealing the presence of a glide plane 

symmetry for this structure. This symmetry means that the ordered 

structure can be transformed back into itself by a reflection through 

the glide plane followed by a translation of half a lattice spacing 

along the direction of the plane. In order to satisfy this symmetry 

requirement, there needs to be an even number of benzene molecules per 

unit cell. Consequently, there should be two benzenes per unit cell, 

since the (21:3x3)rect unit cell is too small to accommodate more than 

two flat lying benzene molecules. (Flat lying benzene molecules are 

indicated by the vibrational spectra, as discussed below.) 
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The glide plane symmetry also helps us to deduce the bonding site 

of benzene within the (2 /3x3) structure. Benzene adsorption at top 

or three-fold hollow sites is highly unlikely since adsorption at 

these sites in an arrangement that also satisfies the glide plane sym­

metry would result in substantial overlap of the flat lying benzene 

molecules. Consequently, we conclude that benzene adsorbs at bridge 

sites since these sites enable the benzene molecules to lie flat and 

to satisfy the glide plane symmetry without significant overlap be­

tween neighboring molecules. Figure 4.1 shows how two benzene mole­

cules can be arranged in a (213x3)rect unit cell to satisfy the glide 

plane symmetry. Rotation of the benzene molecules is also possible 

but this would result in a slight overlap of neighboring molecules. 

Figure 4.2 shows the HREEL spectra obtained in the specular direc­

tion at 310 K for the (2/3x3)rect structure of benzene on the Rh(111) 

surface. Given in Table 4.1 is our assignment of the observed vibra­

tional frequencies to the corresponding frequencies of gas phase ben­

zene, along with the mode number and symmetry representation of the 

gas phase vibrational modes. This assignment was aided by the calcu­

lated frequencies of the normal modes for benzene chemisorbed on Raney 

Nickel [24). Not all the vibrational modes of gas phase benzene are 

observed for chemisorbed benzene since some modes overlap with other 

modes and/or have intensities too low to be observed. 

However, the assignment in Table 4.1 differs from our previously 

published assignments [4,5] for c6H6(c6o6) adsorbed on Rh(111) 

in that the 775, 804 cm-1 (560, 645 cm-1) doublet is now assigned 
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to different CH out-of-plane bending (YCH) modes of benzene bonded 

at bridge sites rather than to the same YcH mode of benzene bonded 

at two different types of sites, as was done in earlier work. The new 

assignment of the YcH doublet is consistent with the work of Waddill 

and Kesmodel [25], who have pointed out that the ~ 11 vibrational mode 

can become dipole active when benzene bonds at a bridge site with C s 
symmetry. We prefer the new assignment since the isotopic shifts -

1.34 and 1.25, respectively, for the 775 cm-1 (580 cm-1) and 850 cm-1 

(640 cm-1) modes of c6H6 (c6o6) -are more in line with the gas phase 

shifts of 1.35 for ~4 and 1.28 for ~ 11 • Further, we believe that the 

large intensity of the 805 cm-1 vibration in the c6H6/Rh(111) spectrum 

is probably due to coupling with the symmetric ring stretch (~2 ), which 

is visible at 845 cm-1 in the c6o6tRh(111) spectrum and has the correct 

symmetry to couple to the ~ 11 m6de for chemisorbed benzene with Cs sym­

metry. We should note, however, that the alternate explanation for the 

yCH doublet of two different types of benzene adsorption sites can not 

be completely ruled out. 

That the observed vibrational frequencies for chemisorbed benzene 

can be assigned to those of gas phase benzene provides strong evidence 

that, at 310 K, benzene adsorbs on the Rh(111) surface molecularly in­

tact. Further experimental evidence that benzene adsorbs molecularly 

at 310 K comes from TDS [4], where a small fraction of the benzene is 

observed to desorb molecularly, and from UPS [7], where the occupied 

orbitals of adsorbed molecular benzene are observed. 
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The intensities of the peaks in Fig. 4.2 provide information on 

the orientation of the benzene molecule chemisorbed on Rh(lll). The 

intensities of the in-plane modes of chemisorbed benzene are very weak 

compared to the intensities of the out-of-plane modes. Since the metal 

effectively screens the dipole contribution to the HREEL spectrum for 

modes oriented parallel to the surface, the weak intensities of the 

in-plane modes indicate that the ring of the benzene molecule is ori-

ented parallel to the surface. 

The vibrational frequencies for chemisorbed benzene also provide 

insight into the nature of the chemisorption bond. The upward shift 

of the symmetric YcH mode, (v4) and the downward shift of the ring 

stretching modes (v2 and v13 ) and the CH stretching modes indicate 

that the bonds within the benzene molecule rehybridize away from sp2 

hybridization and toward sp3 hybridization [26] when it bonds to the 

rhodium surface. The direction of these shifts appears 

to be characteristic of benzene bonded to metal surfaces [4] or in 

organometalic clusters [27]. The large magnitudes of the shifts of 

some of the chemisorbed benzene frequencies relative the gas phase 

frequencies indicates that a strong chemisorption bond occurs between 

the adsorbed benzene molecule and the Rh(lll) surface. 

4.3 Pyridine Adsorption on Rh(lll) 

Besides benzene, pyridine is one of the simplest aromatic mole-

cules. The nitrogen atom of pyridine, however, can participate in 

some interesting chemistry when pyridine adsorbs on a metal surface. 
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First, there can be competition between the electrons in the nitrogen 

lone-pair and the w-orbitals as to which will be dominately responsi­

ble for the pyridine-metal bond. Such competition has been observed 

for pyridine adsorbed on the Ag(lll) surface, where the molecule con­

verts from a relatively flat lying, w-bonded species to a tilted, ni­

trogen-bonded species with increasing coverage. Second, pyridine has 

also been observed on several metal surfaces (Pt(111) [12a], Ni(lOO) 

[11]) to lose one of the a-hydrogens above a particular temperature 

and to form an a-pyridyl species, which bonds to the surface through 

the nitrogen atom and one of the a-carbon atoms. 

As discussed below, our studies indicate that two pyridine surface. 

species occur for pyridine adsorbed on Rh(111). At 310 K, a chemi­

sorbed pyridine species, probably an a-pyridyl species, is present and 

orders into a (2/3x3)rect overlayer at high coverages. Electronic 

spectroscopy indicates that this a-pyridyl species also has contribu­

tion from w-bonding to the surface as well as bonding through the ni­

trogen and a-carbon atoms. At lower temperatures, a second pyridine 

species appears to be coadsorbed with the chemisorbed pyridine species. 

This second species is thought to be a more weakly bound, physisorbed 

pyridine molecule, with an undetermined orientation. 

4.3.1 TDS - Pyridine/Rh(111) 

The upper part of Fig. 4.3 shows the thermal desorption spectrum 

for molecular desorption of NC 5H5 following -so L exposure at 80 K, 

an amount sufficient to form multilayers of pyridine on the Rh(111) 
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surface. The intense peak at 165 K results from the desorption of the 

pyridine multilayers, while the smaller peak at 295 K results from 

molecular pyridine desorbing from the pyridine monolayer in contact 

with the surface. 

The lower part of Fig. 4.3 shows the thermal desorption spectrum 

for o2 desorption following the same exposure of Nc5o5 at 80 K 

as used for the molecular TOS. The first o2 desorption peak occurs 

at a temperature (330 K) that is characteristic of hydrogen and deu­

terium desorption from the bare Rh(lll) surface [28], suggesting that 

pyridine decomposition starts at temperatures below the onset of 330 K 

desorption peak (250 K). The area of the first 02 desorption peak 

is approximately 7% of the total 02 desorption area. This first peak 

would then correspond to one third of the pyridine decomposing by los­

ing one hydrogen or a smaller fraction losing more hydrogen. 

While the exact nature of the other desorption peaks is not under­

stood, they are fairly similar to those observed for benzene decompo-

sition on Rh(lll) [29], except the higher temperature peaks at 525 and 

680 K are more pronounced. Benzene is proposed to decompose on Rh(lll) 

at 400 K into a mixture of C H fragments, which polymerize with in­x 

creasing temperature. As discussed below, our HREELS results indicate 

that similar decomposition may occur for pyridine. 
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4.3.2 HREELS of Pyridine/Rh(111) -Temperature Dependence 

Figure 4.4a shows the the HREEL spectrum obtained in the specular 

direction at 77 K for multilayers of pyridine on the Rh(111) surface. 

The pyridine exposure was the same as used for the thermal desorption 

spectra in Fig. 4.3. · For the multilayer spectrum, the elastic peak is 

weak (1200 cps) and substantially broader (105 cm-1) than the in­

strumental resolution of 60 cm-1• The HREEL spectrum taken at ten 

degrees off specular has virtually the same peak intensities as the 

specular spectrum indicating that the predominant scattering mechanism 

is impact scattering. 

Our assignment of the observed HREELS frequencies for the pyridine 

multilayer spectrum to the corresponding vibrational frequencies of 

liquid pyridine is given in Table 4.2, along with the mode number and 

symmetry representation of the liquid phase vibrational modes. Gener-

ally, the observed HREELS frequencies have been assigned to more than 

one pyridine vibrational mode, since the poor resolution makes it im-

possible to separate out vibrations close in frequency. The HREELS 

frequencies for the pyridine multilayer do not differ substantially 

from those of liquid pyridine, leading us to conclude the pyridine in 

the multilayers should be fairly similar to that in the liquid phase, 

as would be expected. 

Figure 4.4b shows the HREEL spectrum obtained in the specular di­

rection at 77 K after the pyridine multilayer has been heated to 185 K. 

Heating to 185 K removes the pyridine multilayer but does not remove 

the second pyridine molecular desorption peak. For this spectrum, the 
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elastic peak narrows to the instrumental resolution of 60 cm-1 and 

increases in intensity to 2.7 x 104 cps. For spectra taken off 

specular, the 360, 465, 650, and 840 cm-1 features decrease in in-

tensity indicating that dipole s~attering predominates for these fea­
-1 tures. Since the 360, 465, 650, and 840 em features have the same 

frequencies and scattering mechanism as the vibrations of the chemi­

sorbed pyridine species observed at 310 K (this species is discussed 

in detail in the following section), we assign these features to the 

same chemisorbed.pyridine species occurring at 185 K. 

The remaining HREELS features in Fig. 4.4b have similar intensities 

off specular as on specular, indicating that impact scattering domin-

ates for these features. Since features have similar frequencies and 

absolute intensities, as well as the same scattering mechanism, as 

those observed for the pyridine multilayer spectrum, we assign these 

features to a more weakly bound, physisorbed pyridine species that is 

coadsorbed with the chemisorbed species at 185 K. Since impact scat-

tering dominates for the features of the physisorbed species we are 

unable to use the dipole selection rule to determine the orientation 

of this species. 

Figure 4.4c shows the HREEL spectrum at 77 K after momentarily 

heating to 230 K. This spectrum is similar to the 185 K spectrum ex­

cept for the reduction in intensity of the features from the physi-

sorbed pyridine species, indicating that some of this species has de­

sorbed. 
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Figure 4.4d shows the HREEL spectrum at 77 K after momentarily 

heating to 320 K. Except for the 730 cm-1 peak, the spectrum is 

identical to that obtained for pyridine adsorbed at 310 K in the 

(2/!x3)rect structure, discussed in the following section, indicating 

that the same surface species is present. (The pyridine overlayers 

for the Fig. 4.4d spectrum, was disordered.) We attribute the 730 

cm-1 peak to a small amount of the physisorbed pyridine species that 

has readsorbed during cooling from the residual background pressure of 

pyridine. 

Since the intensities of the HREELS peaks of the chemisorbed 

species for the 320 K spectrum are similar to those in the 185 and 

230 K spectra, we conclude that the physisorbed pyridine species de­

sorbs molecularly during the 295 K molecular desorption peak rather 

than converting to the chemisorbed pyridine species. 

Figure 4.4e shows the HREEL spectrum after momentarily heating to 

445 K. Many of the features that are characteristic of pyridine vi-

brations have disappeared, indicating that chemisorbed pyridine has 

completely decomposed by this temperature. The 445 cm-1 and 820 

cm-1 peaks and the broad feature centered around 1350 cm-1 are 

similar to those observed for benzene decomposition on Rh(111), where 

a mixture of CxH fragments has been proposed to occur [29]. In 
-1 addition, the 445 K spectrum has peaks at 330, 1435, and 1575 em , 

indicating the presence of other types of fragments, possibly con­

taining the nitrogen atom from the pyridine molecule. 
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4.3.3 HREELS of Pyridine/Rh(lll) - 310 K 

For intermediate pyridine exposures (4 to 30 L) with the Rh(lll) 

sample temperature at 310 K, we observed a (2/3x3)rect LEED pattern; 

the same LEED pattern observed for benzene adsorbed in Rh(lll) except 

for the absence of the glide plane symmetries. High pyridine exposures 

caused this pattern to disorder. No other LEED patterns were observed 

for pyridine adsorbed on Rh(lll), even when coadsorbed with CO. 

Figure 4.5 shows the HREEL spectra obtained in the specular direc­

tion for the (2 13x3)rect structure of pyridine on the Rh(lll) surface. 

All the features in these spectra decrease in intensity for scattering 

angles off specular, indicating dipole scattering as the scattering 

mechanism for these features. Also shown is the HREEL spectrum of 

a low coverage (10% of the (2 /lx3)rect coverage) of pyridine on 

Rh(lll). For the (2/3x3)rect structure, Table 4.2 gives our assign­

ment of the observed HREELS frequencies to the corresponding vibra­

tional frequencies of liquid pyridine. The HREELS frequencies have 

been assigned to vibrational modes of liquid pyridine that are closest 

in frequency. Many of the HREELS frequencies are assigned to more 

than one pyridine vibrational mode, since the relatively poor resolu­

tion of HREELS makes it difficult to separate vibrations close in fre­

quency. 

The good correspondence between the HREELS frequencies and the 

vibrational frequencies of liquid pyridine is strong evidence that the 

pyridine ring is still intact for chemisorbed pyridine. However, a 

recent study by Grassian and Muetterties [12a] of two Osmium cluster 
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compounds- Os 3(co) 11 (NC5H5), a pyridine complex, and HOs 3 
(C0) 10 (NC5H4), an a-pyridyl complex- has demonstrated that the 

pyridine species and the a-pyridyl species have very similar vibra­

tional frequencies when measured with the relatively poor resolution 

of HREELS. Consequently, we cannot tell unambiguously from the vibra­

tional frequencies alone whether pyridine chemisorbed on Rh(111) at 

310 K is a completely intact pyridine species (NC5H5) or an a-pyridyl 

species (NC5H4). 

As the thermal desorption spectra for pyridine adsorbed on Rh(111) 

indicates some pyridine decomposition has occurred by 310 K, we prefer 

to interpret the HREEL spectra in Fig. 4.5 as those of an a-pyridyl 

species on the Rh(111) surface, since this would be consistent with 

partial pyridine decomposition. As mentioned previously, the 330 K 

o2 TOS peak, which is completely absent for pyridine adsorption at 

310 K, contains 7% of the total o2 desorption yield. Therefore, 

either only a fraction of the adsorbed pyridine has formed an a-pyridyl 

species or all the adsorbed pyridine has formed an a-pyridyl species 

but a fraction of the detached a-hydrogens remains on the surface to 

higher temperatures. We prefer the second interpretation that all the 

pyridine forms a-pyridyl for two reasons: 1) The HREELS peaks are 

fairly narrow, as would be the case for only one species on the sur-

face rather than being broad or being doublet, as would be expected if 

two surface species were present; and 2) the (21!x3)rect LEEO pattern 

is sharp with the low background, which is expected if there is only 

one ordered surface species rather than one ordered and one disordered 
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surface species. Another possible interpretation of the 330 K o2 
TDS peak, which cannot be completely ruled out, is that a small frac­

tion pyridine loses more than one deuterium or hydrogen atom, while 

the remaining pyridine molecules are completely intact. We think this 

is unlikely, however, since several features of the decomposed pyridine 

spectrum (Fig. 4.4e) - the 330 cm-1 peak, the broad feature centered 

at 1350 cm-1, and the large, sloping background- are absent from 

the (213x3)rect pyridine spectrum (Fig. 4.5b). Also, the HREELS peaks 

for decomposed pyridine are fairly broad rather than the sharp peaks 

present in Fig. 4.5b. For the rest of our discussion of pyridine ad­

sorption on Rh(111), we will assume that only one species is present 

on the surface for adsorption at 310 K and that this species is an a-

pyridyl species, i.e. pyridine that lost one a-hydrogen and is bonded 

to the surface through the nitrogen atom and an a-carbon atom. 

Since the metal effectively screens dipole moments oriented paral­

lel to the surface, some information about the orientation of the mo-

lecular ring of the a-pyridyl species can be gained by comparing the 
\ 

relative intensities of the HREELS peaks in Fig. 4.5. By comparing 

the relative intensities of the a-pyridyl vibrational modes oriented 

parallel to molecular ring (i.e. those corresponding to modes of A1 
or s1 symmetry in liquid pyridine) to the a-pyridyl modes oriented 

perpendicular to the molecular ring (i.e., those corresponding to modes 

of B2 symmetry in liquid pyridine), we see that the modes oriented 

perpendicular to the ring are more intense than those oriented parallel 

to the ring, suggesting that the plane of the molecular ring is oriented 



81 

more parallel to the surface than perpendicular to the surface. How­

ever, several of the in-plane modes (such as the 635 and 1420 cm-1 

modes in Fig. 4.5b) are fairly intense indicating that the a-pyridyl 

is tilted somewhat away from the surface. 

At this point, it is useful to compare pyridine adsorption on 

Rh(ll1) at 310 K to pyridine adsorption on Ag(111) and Pt(111), 

where the orientation of the surface species has been determined by 

NEXAFS [18,19]. For pyridine adsorption on Ag(111) at 100 K, the tilt 

angle (i.e. the angle between the ring plane and the surface plane) is 

45°: 5o for low pyridine coverages and-70°: 5° for high pyridine cov­

erages. For pyridine adsorption on Pt(111), the angle between the ring 

plane and the surface plane, at 90 K, is 52°:6° after annealing to 

240 K and is 85° : 10• after annealing to 320 K. HREEL spectra have 

also been obtained for pyridine adsorption on Ag(111) and Pt(111). 

For conditions similar to when NEXAFS finds a large tilt angle (i.e. 

70° or 85°) for pyridine adsorption, the vibrational modes oriented 

parallel to the molecular ring are very intense in the corresponding 

HREEL spectra. However, for conditions where NEXAFS finds a smaller 

tilt angle (i.e., 45° or 52°) for pyridine adsorption, the vibrational 

modes oriented perpendicular to molecular ring are more intense in the 

HREEL spectra than those oriented parallel to the ring. 

The intensities of our HREEL spectra for the (21.rx3)rect pyridine 

Rh(111) structure are more similar to those for pyridine with the 

smaller tilt angle on Ag(lll) and Pt(ll1) than those with the larger 
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tilt angles. Consequently, we think that an angle between 40° and 55° 

is a reasonable tilt angle for the a-pyridyl species on Rh(111) at 

310 K. 

Next, we note that the main difference between the low coverage 

a-pyridyl spectrum (Fig. Sa) and the high coverage (213x3)rect a-py­

ridyl spectrum (Fig. Sb) is that the in-plane modes are more intense 

for the high coverage spectrum. This suggests that the tilt angle be-

tween the molecular ring and the surface plane increases as the pyri­

dine coverage increases, which might be expected to occur with in­

creased crowding at higher coverages. 

Finally, as was the case for benzene adsorbed on Rh(111), we can 

gain some insight in the nature of the surface chemical bond of the 

a-pyridyl species on Rh(111) from the shifts of observed HREELS fre-

quencies as compared to those of liquid pyridine and those reported 

for the HOs 3 (C0) 10 (NC5H4), a-pyridyl complex [12a]. First, the 750 

and 840 cm-1 modes the a-pyridyl/Rh(111) species, which correspond to ~ 25 
and ~26 of liquid pyridine, are strongly shifted upward from the liquid 

pyridine frequencies of 700 and 744 cm-1 and HOs 3 (C0) 10 (NC5H4) 

frequencies of 758, 745, and 740 cm-1• Second, the CH stretching 

frequencies (-3010 cm-1) is strongly shifted downward from those of 

liquid pyridine (-3060 cm-1). As discussed earlier, similar shifts 

in frequency are observed for similar modes of benzene adsorbed on 

Rh(111), suggesting that the a-pyridyl species is rehybridized more 

toward sp3 than sp2• Such a rehybridization would be possible if 
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there is an interaction of the ~-orbitals of the a-pyridyl species 

with the surface. Evidence for such an interaction from electronic 

spectroscopy is discussed in the following section. 

4.4. Electronic Excitations 

4.4.1 Benzene/Rh(111) 

Figure 4.6 shows the electronic energy loss spectra for multilayers 

of benzene and for the ordered benzene and benzene plus CO monolayers 

on the Rh(111) surface. The incident beam energy for these spectra was 

near 20 eV and the resolution was 15 meV, which is about equal to the 

width of the figure border. At this beam energy and resolution, the 

elastic peak intensity was generally too intense to measure accurately 

due to saturation of our counting electronics. Consequently, we have 

plotted the absolute intensity of the energy loss features, rather than 

relative intensities scaled to the intensity of the elastic peak as 

was done for the vibrational spectra. 

The bottom part of Fig. 4.6 shows the electronic EEL spectrum for 

several multilayers of benzene on the Rh(111) surface at 77 K. For 

the free benzene molecule, the low energy excitations result from the 

promotion of an electron from the highest occupied ~ (e1g) orbital 

to the lowest unoccupied~* (e2u) orbital. The four-fold degeneracy 

of this 
1,38 1u' 
the 3B lu 

transition is split by electron-electron repulsion to give the 
1' 3B2u, and 1' 3E1u excited states. For gas phase benzene [31], 

1 1 1 3 1 1 1 1 
+ A1g' 82u + A1g' E1u + A1g' 81u + A1g' and E1u + 
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1A19 transitions are observed, respectively, at 3.9, 4.92, 4.85, 6.2, 

and 6.95 eV. As shown in Table 4.3, the electronic transitions cen­

tered at 4.0, 4.8, 6.2, and 6.8 eV in benzene multilayer spectrum 

agree well with those of gas phase benzene. 

The upper part of Fig. 4.6 shows the electronic EEL spectra for 

the three ordered structures of benzene and benzene plus CO on the 

Rh(111) surface at 310 K. The striking feature of these spectra is 

the absence of the w to w* transitions that are readily observable for 

the multilayer spectrum. The absence of w to w* transitions in elec-

tronic spectra has been reported for aromatics chemisorbed on other 

metal surfaces: Pd(111) [16], Pt(111) [32], Ir(111) [13], Ni(111) [15], 

and Ni(100) [11]. While this absence has been proposed to be due to 

screening effects [13,32], Avouris and Demuth [33J have pointed out, 

however, that the ability of these metal surfaces to screen electronic 

transitions is comparable to that of Ag(111) where the electronic 

transitions are clearly observed for physisorbed benzene [14]. In-

stead, Avouris and Demuth have proposed that the absence is directly 

related to the nature of the strong chemisorption bond that benzene 

forms with metal surfaces. Since benzene bonds to metal surfaces 

through its w-orbitals [7], the w levels can become very broad in en-

ergy due to mixing with the surface states. Consequently, w ~ w* ex-

citations will not be observed if the levels are sufficiently broad-

ened. 
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The spectra for chemisorbed benzene and benzene plus CO in 

Fig. 4.6 are shown in comparison to that of the clean Rh(111) sur­

face. For the bare surface, there is a relatively strong excitation 

centered at 0.7 eV, which we attribute to transitions to rhodium sur­

face states, since it is very sensitive to the presence of adsorbates. 

Also, a weak, broad excitation is centered at 5.6 eV, which we assign 

to interband transitions of bulk rhodium [34]. When benzene or benzene 

plus CO is adsorbed on Rh(111), the 0.7 eV excitation is slightly re­

duced and shifted in energy and there is now extra intensity in the 

region from 2 eV to 6 eV. Since the extra intensity in the 2 eV to 

6 eV region does not occur for CO adsorbed alone on Rh(111), we assign 

it to excitations related to chemisorbed benzene. Similar low energy 

(1 eV to 5 eV) electronic excitations have been observed for aromatics 

adsorbed on Ag(111) [14], Ni(lOO) [11], Pt(111) [16] and Ir(111) [13] 

and have generally been ascribed to a metal ~molecule charge-transfer 

excitation [33], (i.e., an electron is excited from a metal state to a· 

benzene molecular state). Interestingly, all the ordered structures 

of benzene on Rh(111) appear to have the same charge-transfer excita­

tion, even though the shape of the excitation is somewhat different in 

the different structures. 

4.4.2 Pyridine/Rh(111) 

For pyridine adsorption on the Rh(111) surface, electronic EELS 

was only done for the (213x3)rect structure. The resulting spectrum 

is shown in Fig. 4.7 and is compared to that of the clean Rh(111) 



86 

surface. The spectrum is similar to that ohserved for chemisorbed 

benzene on Rh(111) in that the ~ ~ ~* excitations are absent and there 

is extra intensity in the region from 2 eV to 5 eV. We interpret the 

absence of ~ ~ ~* excitations as indicating that the ~-orbitals are 

involved in the bonding of the a-pyridyl species to the Rh(111) sur­

face and the extra intensity as corresponding to charge-transfer ex­

citations. 

4.5 Optical Second-Harmonic Generation (SHG) from Benzene and Pyridine 

on Rh(111) 

We have also monitored benzene and pyridine adsorption on the 

Rh(111) surface using optical second-harmonic generation. The experi­

mental setup for these experiments is described in detail in Chapter 

2. It should be noted, however, that the SHG experiments were actually 

performed before the other experiments described in this chapter and 

a different manipulator was used which was unable to translate the sam­

ple into the HREEL spectrometer. Two incident wavelengths were used, 

1.06~m and 532 nm, corresponding to photon energies of 1.17 and 2.34 

eV, respectively. So the second-harmonic generated photons have ener­

gies of 2.34 eV for the 1.06~ incident wavelength and 4.68 eV for the 

532 nm incident wavelength. 

In Fig. 4.8, we show how the SH signal for the Rh(111) surface 

varied as the surface was continuously exposed to benzene. For the 

532 nm excitation wavelength, the SH signal is constant for the first 

0.68 Langmuirs, then drops from the normalized bare metal value of 1 
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to the saturation value of 0.44 at about 4.0 Langmuirs of benzene. A 

(2/1x3)rect LEED pattern was often observed for exposures greater than 

4.0 Langmuirs. For the 1.06~m excitation, the SH signal dips slightly 

to 0.84 of original bare metal value before returning to the bare metal 

value. 

To interpret the SHG results, it is convenient to express the sur­

face nonlinear susceptibility in the form [35] 

(2) 
X surface I <g I r i I n:n ~ r i In 

1 

xn 
1 IrK~ g~ 

( 2w-Wng 1 r ng )( W-Wn 1 g 1 r n 1 g ) 

where 

+ seven other similar terms I 
the <glriln> terms are the dipole matrix elements for the elec-

tronic transitions (i.e., transitions from one metal state to another 

metal state, from one molecular state to another molecular state, or 

from a metal (molecular) state to a molecular (metal) state. From 

this expression, it is apparent that X~~~face and, hence, the 

SH signal will be resonantly enhanced when hw and/or h(2w) are in res-

onance with electronic transitions of the surface. 

So, as can be seen from the electronic ELS spectrum for the 

(2/jx3)rect benzene structure (Fig. 4.5), the second harmonic for 

Aex = 532 nm, 4.68 eV, is in resonance with the center of the band 

of charge-transfer excitations, while the fundamental, 2.34 eV, is 

slightly off resonance and lies in the low energy tail of this band. 

Consequently, the contribution to the SH signal generated by transi-

tions between metal states and molecular states (charge-transfer ex­

citations) will be resonantly enhanced for A = 532 nm and, if ex 
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opposite in phase, will tend to cancel the contribution to the SH sig­

nal from the bare metal surface, resulting in the observed reduction 

in the SH signal. 

For ~ex= 1.06 ~m, the fundamental, 1.17 eV, lies in the high 

energy tail of the surface excitation centered at 0.7 eV, while the 

second harmonic, 2.34 eV, lies in low energy tail of the band of 

charge-transfer excitations for adsorbed benzene. The slight dip in 

the SH signal for ~ex = 1.06 ~m during the benzene exposure may be 

due to changes that occur in the 0.7 eV electronic peak as well as the 

growth in the charge-transfer excitations as the benzene coverage in­

creases. It is possible, that the contribution from the changes in 

the 0.7 eV electronic peak may tend to cancel that from the charge-

transfer excitations at higher benzene coverages, resulting in the re­

turn to the bare metal value observed at saturation coverage. 

The initial plateau of the SH signal for ~ = 532 nm can be ex 
explained with the help of the results of Koel et al., [4] who have 

studied benzene adsorption on Rh(111) as a function of coverage using 

REELS, LEED, and TDS. Based on subtl~ changes that occur in the HREEL 

spectra with increasing benzene coverage, Koel et al. concluded that, 

at low coverages, benzene bonds at one type of adsorption site while, 

at higher coverages, a second adsorption site becomes occupied. If 

the charge-transfer excitations for benzene bonded at the low coverage 

adsorption site are off resonance with the SH signal, then the SH sig­

nal will be relatively constant until the second adsorption site starts 

to become occupied at higher coverages. 
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Figure 4.9 shows the SHG results for pyridine adsorption on the 

Rh(111) surface. For A = 532 nm, the sample temperature was 275 K. ex 
We attribute the steady drop in the SH signal for Aex = 532 nm to the 

fundamental and second harmonic being resonant with the band of charge­

transfer excitations, which we observed by electronic EELS between 

1.5 eV and 5 eV for the a-pyridyl species (Fig. 4.7). Therefore, the 

decrease in the Aex = 532 nm SH signal for pyridine adsorption has a 

similar physical origin as the decrease in the Aex = 532 nm SH sig­

nal observed for benzene adsorption. 

For A = 1.06 ~m, the sample temperature ranged from 275 K at ex 
the start of the pyridine exposure to 235 K at the end of the pyridine -

exposure. Since at 235 K HREELS indicates both a physisorbed and a 

chemisorbed pyridine species are present, the SH signal cannot be in-

terpreted unambiguously. We note. however, that the changes in the 

Aex = 1.06 ~m SH signal are smaller than those for Aex = 532 nm, simi­

lar to what was observed for benzene adsorption on Rh(111). 

4.6 Conclusions 

In this study of benzene and pyridine adsorbed on Rh(111), HREELS has 

been used for both vibrational and electronic spectroscopy. From the vi-

brational spectra. benzene is determined to bond molecularly intact at 

room temperature (310 K) with ring parallel to the surface. At this tern-

perature. pyridine bonds with its ring intact and somewhat tilted with re-

spect to the surface. TDS indicates, however, that some decomposition of 

pyridine occurs at 310 K; consequently, we propose that pyridine forms an 
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a-pyridyl species when adsorbed on Rh(111) at 310 K. In the 185 to 230 K 

temperature ran_ge, HREELS and TDS indicate that a phys i sorbed pyridine 

species is coadsorbed with the a-pyridyl species. 

In the electronic spectra, only excitations due to a charge­

transfer band are observed for benzene and pyridine adsorbed at 310 K. 

The absence of observed w ~ w* transitions implies that the w-orbitals are 

strongly involved in the chemisorption bond for these adsorbates. Optical 

second-harmonic generation has been used to monitor benzene and pyridine 

adsorption on Rh(lll); the resulting second harmonic signal is interpreted 

with the aid of the electronic spectra. 

A (21Jx3)rect LEED pattern is observed for both benzene and pyridine 

adsorption on Rh(lll) at 310 K. The presence of a glide plane symmetry 

for the benzene structure allows a model for this structure to be proposed 

with benzene centered over bridge sites. No ordered structures are ob­

served for CO coadsorbed with pyridine on Rh(lll). CO-induced ordering of 

benzene on Rh(lll) as well as on Pt(lll) is discussed in the next chapter. 
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Table 4.1. Assignment of observed vibrational frequencies (cm-1) for 
benzene chemisorbed on Rh(l11) in the (2/3x3)rect structure. 

Gas Phase ehemisorbed Mode Gas Phase Mode No. 
Frequencies [22] Frequencies Type (Synm. Represen-
e6H6 (e6D6) e6H6 ( e6D6) tation) [23] 

out-of-Elane modes 

345 (340) Rhe stretch (vRh-e) 

545 (not obs.) Rhe stretch ( VRh-e) 

673 ( 497) 775 ( 580) eH bend (yeH) 4 ( A2u) 

849 ( 662) 005 ( 645) eH bend (yeH) 11 (E
19

) 

i n-E 1 ane-modes 

992 (943) not obs. (845) ring stretch (vee) 2 ( A1g) 

1150 ( 824} 1115 ( 845) eH bend ( oeH) 10 (B 2u) 

1310 ( 12 86) 1330 ( 1210) ring stretch (vee) 9 (B 2u) 

1486 (1335) 1430 ( 1365) ring str. and 13 (E1u) 

deform ( oee) 

3062 ( 2293) 2970 ( 2260} eH stretch (veH) 1 (A1g) 
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Table 4.2. Assignment of observed vibrational frequencies (cm-1) 
for pyridine adsorbed on Rh(111). 

Liquid Phase 
{2/.rx3)rect Frequencies 
Pyridine/Rh(111) Multilayer [30] 
NC

5
H

5
(NC

5
o

5
) Pyridine/Rh(111) NC

5
H

5
(NC

5
o

5
) 

345 ( 345) 

465 ( 425) 

635 ( 635) 

750 (565) 

840 ( 725) 

1025 ( 825) 

(990) 

1130 ( 825) 

1240 ( 825) 

( 1240) 

1420 (1325) 

1550 (1485) 

3010 ( 2240) 

I 

{ 

I 
I 
I 

410 

730 

1000 

1220 

1450 

1590 

3060 

{ 

{ 

I 
I 
I 

403 ( 367) 

601 (579) 

652 ( 625) 

700 ( 526) 

744 ( 631) 

936 ( 765) 

991 ( 963) 

1007 ( 828) 

1032 (1014) 

1072 ( 823) 

1079 (835) 

1143 ( 856) 

1218 ( 882) 

1227 ( 1226) 

1362 (1046) 

1442 ( 1303) 

1483 ( 1340) 

1581 ( 1546) 

1583 {1554) 

3030 ( 2268) 

3042 ( 2256) 

3087 ( 2289) 

3094 ( 2302) 

Liquid Phase Mode No. 
{Symm. Representation) 

[30] 

pyr i din e-Rh 

27 (s 2) 

10 ( A
1

) 

19 (B
1
) 

26 (B
2

) 

25 (82) 

24 (s2) 

9 ( A
1
) 

23 (82) 

8 ( A
1
) 

7 (A
1
) 

18 (B
1

) 

17 (B
1
) 

6 (A
1

) 

16 (B
1
) 

15 (B
1

) 

14 (B
1
) 

5 ( A
1
) 

13 ( B 1) 

4 (A
1
) 

3 (A
1
) 

12 (B
1

) 

11 (B
1

) 

1 ( A1) 
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Table 4.3. Electronic excitation energies (in eV) for 
gas phase benzene and multilayers of benzene on Rh(lll). 

Transitions Gas phase [31] Benzene multilayers on 

3Btu ~ 1Atg 3.9 4.0 

ls2u ~ lAlg 4.92 4.8 

3Etu ~ lAlg 4.85 4.8 

lslu ~ lAlg 6.2 6.2 

lEtu ~·lAlg 6.95 6.8 

Rh ( 111) 
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FIGURE CAPTIONS 

Fig. 4.1 Proposed arrangement of benzene in the (21!x3)rect unit cell 

in Rh(111). Gas phase Vander Waals dimensions are shown. 

The dashed lines indicate the location of the glide planes. 

Fig. 4.2 Vibrational spectra obtained by HREELS in the specular di­

rection for benzene chemisorbed in Rh(111) in an ordered 

(2/jx3)rect structure: a) c6H6 b). c6o6• The lines indicate 

how the CH vibrational modes shift with deuteration. The C-O 

stretching modes are from ~ 1/1000 of a monolayer of coad­

sorbed CO. 

Fig. 4.3 Thermal desorption spectra of NC5H5 (Amu 79) and 02 (Amu 4} 

following a large exposure to NC 5H5 or Nc5o5 on Rh(111) at 

80 K. 

Fig. 4.4 Vibrational spectra obtained by HREELS in the specular direction 

for multilayers of pyridine on Rh(111) and after momentarily heating 

to the indicated temperatures. The spectra were taken with a sample 

temperature of 77 K for _spectra a, b, c, and d, and of 310 K for 

spectra e. 

Fig. 4.5 Vibrational spectra for pyridine adsorbed on Rh(111) at 310 K. 

Fig. 4.6 Electronic energy loss spectra for benzene and benzene plus CO on 

Rh(111). The dashed curves show the spectrum of the clean Rh(111) 

surface for comparison. The resolution is 15 meV. 
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~.7 Electronic energy loss spectrum for the (21.rx3)rect structure 

of pyridine on Rh(lll). The dashed curve shows the spectrum 

of the clean Rh(lll) surface for comparison. The resolution 

is 15 meV. 

4.8 Second-harmonic signal from the Rh(lll) surface during expo­

sure to benzene. 

4.9 Second-harmonic signal from the Rh(lll) surface during expo­

sure to pyridine. 
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Figure 4.1 



100 

(2/3x3)rect Benzene/ Rh(111) • T = 310 K 

x5000 
1365 

I CO 2260 
580 1685 I 

x500 1 

en 340 645 
t- I I 

z 
:J 
a:i a: 
< 
'-' 

~ 
Ci5 
z 
~ 
z -

'lS'cH 
805 

I 

x600 ~ \ x:tHO~~~ 
1cH \ \1115 
775l ~ \\ 1430, bee 

40 ! ~ 16301 co 
C

m-1 . vRh-e I r~ I 
- 345 I 

0 1000 2000 

ENERGY LOSS (cm-1) 

Figure 4.2 

(b) c6os 

VeH 
2970 

I 

XBL 869-3434 



101 

NC5H5 I Rh ( 111) 

165 AMU 79 

w 
t-- 295 z 
:::::> I . 
m 
a: 
<( 

'"" 
w 420 a: I NC5D5 1Rh(111) 
:::::> 
en 
en 
w AMU 4 
a: 525 680 a.. I 
<1 330 I 

I 

400 600 800 

TEMPERATURE (K) 

XBL 869-3421 

Figure 4.3 



102 

Pyridine/ Rh(111) 

x1000 1 

820 
'330 

v1445 ~ v 1435 
1350 

x1000! 840 
730' 1025 

. 635' 1 11110 

345~5 ! , 1 12.a 

I ~ ' ' . I ' . i ' ; 1•2o 
'IJ\~illl ,! 

\i ' V' It~ ; 1~50 3010 

V...· '{', ; 
•1000· 730 ~ \_ 

0 

\ 6501 840 
I ~ · I 1030 
.360 f\t. ' 1225 

'I I 'V'·\ i 1.20 

'. V', ~ 
\f.1J~m5 ~ 

~·\. 

.., 
I 

I \ ___ _) 

730 

1000 2000 

ENERGY LOSS (cm- 1 ) 

Figure 4.4 

3060 

' 

3060 
I 

tJ 

II 
I \ 

\ 
I 

v 
3000 

(e) 

(d) 

(c) 

(b) 

(a) 

Heated to 

445 K 

Heated to 

320 K 

Heated to 

230 K 

Heated to 

185 K 

Multilayer& 

T = 77 K 

XBL 869-3436 



-en 
1-z 
:::> 
> a: 
c:( 
a: 
l-as a: 
< -> 
1-
(ij 
z w 
1-
~ 

103 

Pyridine / Rh(111) T = 310 K 

(c) NCsDs - (2/3x3)rect 

___ ......-. __ _ 
840 

345 750 1 

~4,65 I~ 1025 

I
~ ~6~511 ! 1130 

v vV~ 1 \ 1 171420 

(b) NCsHs- (2/3x3)rect 

v V\! "'J' \1550 3010 
x333i V\.· V 

13~0 '--------------;\__ 

:I fPs \ \ I 

1\ . \ norss 
~40 '1 

i ;\ ' ' : 1130 
I . I ' 11280 

•\ \J I ! 1410 

1L55cm-1 
1 1 

0 1000 

co 
2015 

I 

,I 
I 
' 

(a) NCsHs - 1 O% of 

(2J3x3)rect Coverage 

\ 3010 

~ 
2000 3000 

ENERGY LOSS (em - 1 
) 

XBL 869-3433 

Figure 4.5 



-0 ... -z 
:::» 

• 
a:l 
a: 
c( -> ... -en 
z 
w ... 
z 
w .... 
:::» 
..J 
0 
0 
a:l 
< 

I ' 

0.8 

104 

T= 310 K 

Ebeam =20 eV 

(3x3) 2CO+ c6o6 I Rh( 111) 

4.0 
I 

c(2/3x4)rect co+ c6 o6 1 Rh(111) 

0.7 
I I ..... 

\ 
\ 

.8 
I \ 

{\ 
\ 

\ 

clean \...._ 

.... .... 

5.0 
I 

(2 /3x3)rect c6 o6 I Rh( 111) 

4.0 
I 

Rh( 111) ' '--

multilayers of c6o6 I Rh( 111) 

6.8 
I 

' 

Ebeam= 22 eV 

T=77 K 

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 

ENERGY LOSS (eV) 
XBL 869-3423 

Figure 4.6 



,..._, 
(J') 
1-z 
::> 
a:i a: 
<( 

"'"' >­
t:: 
(J') 
z w 
1-
z 
w 
5 _. 
0 
(J') 
co 
<( 

\ 0.7 
' I \..-, 

\ 
\ 

0.8\ 
l\ 

I 
\ 

\ _,....-
\ 
\ 

\ 

clean ' 
' 

105 

(2!3x3)rect Nc5o5 I Rh(111) 

. Ebeam = 19 eV 

T = 310 K 

3.5 
I 

Rh(111) ', 
...... - ........ _________ ....... 

-- ---
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 

ENERGY LOSS (eV) 
XBL 869-3422 

Figure 4.7 



>­.... 
(/) 

z 
w .... 
z 
(.!) 

I 
(/) 

BENZENE/ Rh (Ill) 

o) Aexc = 1.06,um 

b) A.exc = 532 nm 

h"" A~ A IV<.. Q" ~ 

!I I I 

I I I 
0.68 1.0 2.0 3.0 3.84.0 5.d' 10 20 

EXPOSURE (LANGMUIR) 
XBL 8311-6569 

Figure 4.8 

...... 
0 
0'1 



>-
1-

PYRIDINE/Rh(lll) 

a) A.exc = 1.0 6 J.l m 

b) A.exc = 532 nm 

~aAI AA j A A I 

·~vwvwvvwv· 

I I I 

QL---~----~----~----~----~--~----~~~~----~-
0 1.0 2.0 3.0 4.0 5.0 6.0 7. 0 10 20 

EXPOSURE (LANGMUIR) 
KBL8311-6!170 

Figure 4. 9 

..... 
0 
........ 



108 

CHAPTER 5 

Carbon Monoxide Induced Ordering of Adsorbates: 

I. Benzene on Pt(111) and Rh(111) 

Contents 

5.1 Introduction o • . . . 
5.2 Results 

5. 2.1 

5.2.2 

0 0 " 0 

CO /C6H6/Pt (111) ••••• 

CO/C6H6/Rh(lll) 

5o3 Discussion •• o •••• 

109 

111 

111 

115 

118 

5. 3.1 Ordering of Coadsorbed CO and Benzene 118 

5.3.2 Adsorption Sites of Coadsorbed CO and Benzene 123 

5. 4 Con c 1 us i ons 125 



109 

5.1. Introduction 

In recent years, crystallography by low-energy electron diffrac­

tion (LEED) has been a very successful technique for determining the 

surface structure of ordered monolayers of small molecular adsorbates 

on single crystal surfaces [1], However, surface structure determina­

tion of larger organic molecules by LEED has been limited since these 

organic adsorbates frequently do not form ordered overlayers readily 

on surfaces. Although a new method has recently been demonstrated [2] 

for using LEED to determine the structure of disordered overlayers, 

LEED crystallography of ordered overlayers will probably remain the 

more practical way of determining the structure of adsorbates on sur­

faces. 

This chapter reports how a particular organic adsorbate, benzene, 

can be induced into several ordered lattices by the coadsorption with 

CO on the Pt(111) and Rh(111) crystal surfaces. The following chapter 

discusses CO-induced ordering of a variety of adsorbates on the Rh(111) 

surface. On Pt(111), ordering in the adsorbed benzene layer does not 

occur in the absence of coadsorbed CO. Therefore, CO induced ordering 

enables us to determine the surface structure of benzene on Pt(111) by 

a dynamical LEED analysis. On Rh(111), benzene orders at saturation 

coverage into a (21.! x 3)rect structure without coadsorbed CO, but 

orders differently with coadsorbed CO. The formation of CO-induced 

ordered structures on both Pt(111) and Rh(111) illustrates that this 

effect is not restricted to one metal surface. CO-induced ordering of 
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benzene on these surfaces can be explained by the interactions between 

adsorbed CO molecules in the presence of coadsorbed benzene. There­

fore, by coadsorbing an ordering agent such as carbon monoxide with 

organic adsorbates, it should become possible to determine the struc­

ture of the resulting ordered overlayers by a LEED analysis. 

The ordered structures of CO and benzene on Pt(lll) and Rh(lll) 

were studied using low-energy electron diffraction (LEED), high-res­

olution electron energy loss spectroscopy (HREELS), and thermal de­

sorption spectroscopy (TDS). From the LEED patterns, the periodicity 

and symmetry of the ordered structures are deduced. The integrity and 

orientation of the CO and benzene within the ordered structures are 

determined from HREEL spectra. The relative coverages of CO and ben­

zene within the various unit cells are determined by TDS. Using the 

information obtained from these three techniques, we propose geom­

etries for the ordered structures of benzene plus CO on Pt(lll) and 

Rh(lll), which, in most details, agree with the structures determined 

by a subsequent dynamical LEED analyses. 

Within these structures, we find that CO molecules prefer to adsorb 

at bridge and hollow sites rather than at top sites as on clean Pt(lll) 

and Rh(lll) surfaces. This shift in CO sites can result from both 

blocking of top sites by benzene molecules and charge transfer via the 

substrate to the 2n*co orbital. We also find that benzene adsorbed 

on Rh(lll) shifts from bridge to hollow sites when coadsorbed with CO. 
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5.2. Results 

5.2.1 CO/C~6 /Pt(111) 
The adsorption of benzene on Pt(111) has been studied previously 

by several researchers [3,4,5]. Gland and Somorjai reported in 1973 

the observation of two LEED patterns [4], which can be labeled 

(2/!x4)rect and (2/!xS)rect, after exposing a Pt(111) surface to 

large doses of benzene (~SOL). The notation (21.rx4)rect means that 

the overlayer orders in a rectangular superlattice and the lattice 

spacing is 21! by 4 times the substrate nearest neighbor distance. 

We were able to reproduce the two LEED structures reported by Gland 

and Somorjai by similar large exposures of benzene. However, HREEL 

spectra indicated a significant amount of CO had coadsorbed on the 

surface from the vacuum background gases during the large exposures 

to benzene. We were also able to form these LEED structures by simply 

adding CO to a Pt(111) surface precovered with a disordered saturation 

coverage of benzene. CO exposures between 0.1L and O.SL induced a 

well ordered (21.rx4)rect pattern. Between O.SL and 1.0L of CO, the 

LEED pattern transformed from a (2/.rx4)rect pattern to a (2/.rxS)rect 

pattern by a continual splitting of the LEED spots. Continued ex­

posure of the (2/.rxS)rect structure to CO gas eventually caused it to 

disorder after SL CO and completely displaced benzene from the Pt(111) 

surface after 20L. During our experiments, no LEED patterns of ben­

zene on Pt(111) were observed without coadsorbed CO except for a dis-
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ordered ring pattern at saturation coverage similar to that observed 

by other workers [3,5]. 

Figure 5.1 shows vibrational spectra obtained by HREELS in the 

specular direction for a disordered monolayer of pure benzene on 

Pt(111) and for the two different ordered monolayers of CO coadsorbed 

with a saturation coverage of benzene. In these experiments, the 

Pt(111) sample was maintained at 300 K during the adsorption of ben­

zene and carbon monoxide and then cooled to 77 K during the HREELS 

measurements. HREEL spectra taken at 300 K are the same as those at 

77 K in Fig. 1 except in the C-O stretching region. At 300 K, the 

loss at -2030 cm-1 does not occur for CO exposures less than 1.5L, 

and the two losses at -1700 cm-1 and -1800 cm-1 appear as one broad 

loss" The LEED patterns do not change when the sample is cooled from 

300 K to 77 K except for a reduction in background intensity" 

The assignment of the vibrational frequencies for benzene chemi-

sorbed on Pt(111) is given in Table 5.1. This assignment differs 

slightly from that of Lehwald et al [4] where the loss at -1420 cm-1 

. d f -1 was ass1gne to the v 9 o benzene and the shoulder at 930 em was 

assigned to a v 4 vibration of benzene at a different adsorption site. 

Our assignment of the 930 cm-1 mode is consistent with that of Wad­

dill and Kesmodel [Bb], who have recently suggested that the two losses 

in the region 750 - 950 cm-1 can be interpreted as the v4 and v 11 
modes of benzene bonded to bridge sites rather than to the v4 mode 

of benzene bonded at two different types of sites. While we prefer 

this interpretation since it is consistent with LEED results that ben-
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zene bonds at bridge sites in the ordered structures on Pt(111), it 

does not rule out the alternate interpretation of two benzene adsorp­

tion sites. Our assignment of the 1420 cm-1 mode is consistent with 

more recent studies of benzene on other metal surfaces [8,9,10]. The 

differences in assignment do not change the conclusion that benzene 

bonds to Pt(111) with its ring oriented parallel to the surface as in­

dicated by the intense out-of-plane C-H bending mode (yCH) and the 

weak in-plane modes in the vibrational spectra. 

When CO is coadsorbed with benzene on the Pt(111) surface, the vi­

brational spectra in Fig. 5.1 clearly show the following. 1) The ori­

entation and bonding of the benzene molecules on the surface do not 

change significantly when coadsorbed with CO. 2) CO is adsorbed in 

three different types of si.tes. The CO mode at -2030 cm-1 is proba­

bly due to a small amount of CO adsorbing from the CO background pres-

sure during cooling of the sample onto bare top sites outside the or­

dered lattice since this mode was not observed in the HREEL spectra of 

the ordered structures taken at 300 K. At this point, it is unclear 

whether or not the other two CO modes are both due to CO adsorbed 

within the ordered lattice. 

We have observed in agreement with other researchers [11] the ex-

tinction of certain spots within the LEED patterns revealing the pres­

ence of glide plane symmetries. This symmetry means the ordered struc­

tures can be transformed back into themselves by a reflection through 

the glide plane followed by a translation of half a lattice spacing 

along the direction of the plane. In order to satisfy this symmetry 
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requirement, the number of molecules per unit cell adsorbed at a par­

ticular type of site must be even. Consequently, there should be two 

benzene molecules per unit cell since the unit cells are not large 

enough to accommodate more than two flat lying benzene molecules. 

Also, there should be a minimum of four CO molecules per unit cell 

since the HREEL spectra indicate that CO is adsorbed at two different 

types of sites within a unit cell. By comparison of the thermal de­

sorption yield of CO when coadsorbed with benzene to that of the c(4x2) 

structure of CO on Pt(111) [12,13], we determined that there are four 

CO molecules per (2 1:3x4)rect unit cell and six CO molecules per 

(2 13x5)rect unit cell. 

The glide plane symmetries also help us to deduce the bonding sites 

of benzene and CO within the ordered structures. Benzene adsorption 

at top sites or at threefold hollow sites is highly unlikely since ad­

sorption at these sites in an arrangement that also satisfies the glide 

plane symmetries would result in substantial overlap of the flat lying 

benzene molecules. Consequently, we conclude that benzene adsorbs at 

bridge sites, since these sites enable the benzene molecules to lie 

flat and to satisfy the glide plane symmetries without significant 

overlap between neighboring molecules. 

Recently, Ogletree et al. [14] have reported a dynamical LEED an­

alysis of the (2/3x4)rect benzene - CO structure. Figure 5.2 shows 

the structural model favored by the analysis. Benzene is confirmed to 

bond at bridge sites and some distortion of the benzene ring is indi­

cated by the analysis. The bonding geometry of the CO molecules is 
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less definite from the analysis; the most probable geometry is shown. 

As mentioned previously, up to three C-0 stretching frequencies were 

observed for this benzene + CO structure, but it is not clear, at this 

point, which of the frequencies correlate to the CO within the ordered 

structure. 

5.2.2 CO/C~6 /Rh(111) 

Like benzene adsorbed on Pt(111), different LEED patterns were ob­

served for benzene on Rh(111) at 300 K depending on the coverage of 

coadsorbed CO. On a Rh(111) surface with no CO adsorbed, benzene or­

ders in a (2 13x3)rect lattice at saturation coverage. When benzene 

and CO are coadsorbed, we observed, depending on CO coverage, two new 

and different ordered structures, which.can be labeled c(2 l!x4)rect 

and (3x3). These LEED structures have been reported previously 

[8,11,15], but the authors did not realize at the time how important 

CO impurities from the background pressure (-5x1o-10 torr) were in 

ordering the structures. 

We were able to observe the CO-benzene LEED patterns most readily 

when the rhodium surface, at 300 K, was first precovered with CO and 

then exposed to 5L of benzene, an amount sufficient to saturate the 

surface. In Fig. 5.3, the closed circles give the benzene and CO cov-

erages when the surface was exposed to CO and benzene in this manner. 

The open circles in Fig. 5.3 represent experiments where the surface, 

predosed with CO, was exposed to the minimum amount of benzene for 
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which LEEO patterns were observed. The similarity of the results for 

a minimum benzene exposure to that of a saturation exposure indicates 

that ordering of coadsorbed CO and benzene occurs when the surface 

coverage is close to saturation. 

For Fig. 5.3, the coverages of CO and benzene were determined by 

comparison of the CO and o2 thermal desorption yields to those of 

LEEO structures that occur over a narrow range of coverages. Ben­

zene-d6 {C6o6) was used in these experiments to minimize the effect of 

the hydrogen background pressure on the results. The CO desorption 

yields were compared to that of the {l!x/J)R30° structure of pure ad­

sorbed CO on Rh{111) [15,16]. Benzene-d6 coverages were determined 

by comparing the o2 desorption yield to that of the (2/3x3)rect ben­

zene-d6 structure. For the benzene coverages, we assume that there 

are two benzene molecules per (2 /3x3)rect unit cell and that the o2 
desorption yield is proportional to the benzene-d6 coverage since 

less than two percent of a monolayer of benzene desorbs molecularly 

from Rh(111) [8]. CO and benzene coverages are defined as the ratio 

of adsorbed molecules to rhodium surface atoms. 

Figures 5.4A and B show thermal desorption spectra for CO and o2 
when 5L of benzene-d6 is coadsorbed with CO on Rh(lll) along with 

the thermal desorption spectra for CO and benzene-d6 adsorbed alone 

on Rh(111). The thermal desorption spectra show that benzene decom­

position and CO desorption both occur at -490 K on Rh(111). These 

processes continue to occur near this temperature when CO and benzene 

are coadsorbed. 
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As shown in Fig. 5.3, the LEED patterns are observed over a range 

of coverages, indicating the formation of ordered domains. If there 

is one CO molecule per c(2 l!x4)rect unit cell, then domains of this 

structure should completely cover the surface at a CO coverage of 

one-eighth of a monolayer (0.125 monolayer coverage). Since the 

c(2/.!x4)rect LEED pattern was sharpest and most intense at -0.12 of 

a monolayer of CO, we conclude that there is only one CO molecule per 

c(21!x4)rect unit cell. Similarly, we conclude that there are two CO 

molecules per (3x3) unit cell since the (3x3) LEED pattern was sharp­

est and most intense at -0.22 of a monolayer of CO. 

Figure 5.5 shows HREEL vibrational spectra for the three ordered 

structures on Rh(111) at 300 K. The assignment of the vibrational 

frequencies for benzene chemisorbed on Rh(111) is given in Table 5.1. 

This assignment is discussed in Chapter 4. When coadsorbed with CO, 

the spectrum of benzene is essentially unchanged except for small 

changes in the region of the out-of-plane bending (yCH) modes. 

Figure 5.6 shows this region with an expanded scale to illustrate 

these changes. 

For the (21!x3)rect structure, two losses are observed at 775 cm-1 

and 805 an-1, which are discussed in Chapter 4 as resulting from two 

CH bending modes that are dipole active for benzene bonded at bridge 

sites with Cs symmetry. For the c(2/3x4)rect or (3x3) structures, 

only one CH bending mode is observed in this frequency region, indi­

cating a high adsorption site symmetry, such as c2v or c3v for benzene 

in these two surface structures. Also, the spectra in Fig. 5.5 indicate 

.< 
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that CO is bonded at only one site within the ordered CO-benzene 

structures on Rh(lll). This site is most likely a threefold hollow 

site since the 1ow C-0 stretching frequency (1655 cm-1 to 1700 cm-1) 

is characteristic of that observed for CO bonded to three metal atoms 

in metal-carbonyl clusters [18]. This leads us to propose that both 

CO and benzene are bonded at threefold hollow sites~within the 

c(213x4)rect and (3x3) structures. 

Recently, Van Hove and coworkers have reported dynamical LEED an­

alyses of the c(2/3x4)rect [19] and (3x3) [20] CO-benzene structures. 

Figures 5.7 and 5.8 show the structural models for the two structures 

favored by the dynamical analyses. The analyses confirm that both 

benzene and CO are centered over hcp hollow sites. Also, a signifi-

cant amount of distortion of the benzene ring is indicated by the an-

alyses. 

5.3 Discussion 

5.3.1 Ordering of Coadsorbed CO and Benzene 

The coadsorption of CO with benzene strongly promotes ordering of 

the organic molecule into a two-dimensional structure. This somewhat 

unexpected finding indicates that there are interactions between the 

coadsorbed molecules on the transition metal surface. These interac-

tions must be weak when compared to the adsorbate-metal interaction 

since the vibrational and thermal desorption spectra of benzene do not 

change significantly when coadsorbed with CO. 
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Theoretical calculations of the interaction between chemisorbed 

atoms or molecules have shown that adsorbate-adsorbate interactions 

are generally at least an order of magnitude smaller than the ad­

sorbate-substrate interaction [21]. When the chemisorbed atoms and 

molecules are separated so that the overlap of adsorbate orbitals is 

negligible, these calculations have also found that the interaction 

between adsorbates are primarily indirect ( i.e., via substrate wave­

functions), oscillate in sign as a function of separation distance, 

and decrease in magnitude with increasing separation distance. When, 

these interactions are found to be attractive at certain separation 

distances, ordered domains can form [21,22]. 

In our discussion of the interactions responsible for the CO in­

duced ordering of adsorbed benzene, we will mainly consider coadsorbed 

CO and benzene on Rh(111). In connection with this discussion, we 

find it useful to refer to the work by Ruckenstein and Halachev [23] 

who have used quantum-chemical calculations to study the interaction 

between CO molecules adsorbed on the Rh(111) surface. These authors 

considered only interactions occurring through the metal substrate. 

For two adsorbed CO molecules, these calculations indicate the inter­

action energy is positive (repulsive) when the CO molecules occupy 

first nearest neighbor sites and is negative (attractive) when they 

occupy second and third nearest neighbor sites. In other words, two 

CO molecules are repelled from sites separated by small distances but 

are attracted to sites separated by intermediate distances. The ob­

served ordering of the quarter monolayer p(2x2) CO structure and the 
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(/3x/3)R30° CO structure [16,17] where CO occupy respectively third 

and second nearest neighbor sites can then be explained in terms of 

favorable interaction energies. 

Since this kind of interaction between adsorbates has been found 

in various studies to result in the formation of ordered domains, it 

is reasonable to propose that the trend in interaction energies (i.e., 

positive for CO molecules separated by small distances and negative for 

CO molecules separated by intermediate distances) does not change when 

CO is coadsorbed with benzene. This trend can also explain the ob­

served dependence of the LEED patterns on the CO and benzene coverages. 

As shown in Fig. 5.3, the c(2/!x4)rect LEED pattern is observed 

for CO coverages ranging from 0.05 of a monolayer to 0.12 of a mono­

layer. Benzene coverages are always close to saturation. , If one 

assumes there is only one CO molecule per unit cell, then at 0.05 mon­

olayer of CO coverage, the observation of a c(2 l!x4)rect pattern im­

plies that about half of the surface is covered with domains of the 

c(2/!x4)rect structure. The adsorption of CO within domains at this 

low coverage is possible if the interaction energy between CO molecules 

within a c(2 13x4)rect lattice is more negative than when spread uni­

formly over the surface. 

Figure 5.3 shows that the (3x3) pattern is observed for CO cover­

ages ranging from 0.22 of a monolayer to 0.44 of a monolayer. If one 

assumes one benzene molecule and two CO molecules per unit cell, then 

the observation of a (3x3) pattern over this wide range of CO coverages 

indicates the formation of domains. Assuming all the benzene is adsorbed 
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within the (3x3) domains, we estimate the CO concentration in regions 

outside the (3x3) domains to be close to the saturation concentration 

of CO that occurs at 0.75 of a monolayer. If CO is arranged within 

the (3x3) unit cell as shown in Fig. 5.8, the CO molecules would form 

a (/3x/3)R30° lattice with one third of the sites occupied by benzene 

molecules forming the (3x3) superlattice. Therefore, the interaction 

between CO molecules should be attractive in this structure. Outside 

of the domains, the CO molecules should have a repulsive interaction 

because the high concentration of ~ in this region results in the 

molecules occupying nearest neighbor sites. The CO molecules can then 

lower their energy by occupying sites within the (3x3) domains rather 

than sites outside of the domains. For the same reason, the adsorp­

tion of the benzene molecules within the domains helps to minimize the 

CO-CO interaction energy. Essentially, the (3x3) CO-benzene structure 

enables the maximum number of CO molecules to have the same CO-CO sep­

aration distance as in the (/3x/3)R30o CO structure on Rh(111). 

The preceding arguments show that the interactions that exist be­

tween adsorbed CO on clean Rh(lll) are sufficient to explain the ob­

served LEED structures for coadsorbed CO and benzene. This does not 

rule out the possibility that the CO-CO interaction may be modified 

somewhat in the presence of coadsorbed benzene; some change is to be 

expected due to the different CO adsorption site in the coadsorbed 

structure. We argue, however, that the trend in interaction energies, 

repulsive for CO molecules separated by small distances and attractive 

for CO molecules separated by intermediate distances, does not change 
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substantially in the presence of benzene. Also, other interactions 

such as those between benzene-benzene and CO-benzene are not ruled out 

and may further stabilize the ordered CO-benzene structures. Figures 

5.2, 5.7, and 5.8 show that, while CO and benzene are closely packed 

within the ordered structures, they are still separated by approxi­

mately their Van der Waals dimensions, indicating that the main in­

teractions between them will be either Van der Waals interactions or 

indirect interactions through the substrate. The benzene-benzene in­

teractions are probably weaker than the CO-CO interactions since, in 

the absence of CO, only a tightly packed (2/3x3)rect structure is de­

tected and no loosely packed, ordered benzene structures are observed. 

An attractive CO-benzene interaction would stabilize ordered structures 

with CO and benzene intermixed in the unit cell, whereas a repulsive 

interaction would favor segregation. The following chapter further 

explores the nature of the CO-benzene interaction. However, the im­

portant point is that coadsorbed CO and benzene are likely to form an 

ordered overlayer since CO readily orders on Rh(111) due to favorable 

interaction energies. The ordered structures of CO and benzene on the 

Pt(111) surface are other possible examples of this effect. Without 

any coadsorbate, benzene does not order on Pt(111). Adsorbed CO, how­

ever, readily orders on this surface into a variety of structures 

[12,13]. Coadsorbing CO with benzene results in either the (21:3x4)rect 

or the (2 13x5)rect ordered structures. 
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5.3.2 Adsorption Sites of Co~dsorbed CO and benzene 

As mentioned earlier, the CO and benzene adsorption sites change 

when benzene is coadsorbed with CO. CO adsorbs preferentially at hol­

low sites on benzene-covered Rh(111). On initially clean Rh(111) sur­

faces, CO chemisorbs first at sites atop of metal atoms [17]. Our re­

sults suggest two possible causes for the change in CO adsorption site. 

1) When adsorbed at hollow sites, benzene blocks CO from adsorbing at 

nearby top sites. 2) Since benzene donates electrons to the metal sur­

face as detected by work function measurements described in Chapter 6, 

adsorbed benzene could cause CO adsorption at hollow sites to become 

energetically more favorable. 

Shifts of CO to more highly coordinated adsorption sites have also 

been observed for CO coadsorbed with alkali atoms, which are also 

charge donors to the metal surface [24,25,26]. When CO is adsorbed at 

bridge and hollow sites, the 2w* orbital of CO has greater overlap 

with substrate orbitals of the correct symmetry for bonding than when 

CO is adsorbed at top sites. Consequently, the 2w* CO orbital is able 

to accept more of the charge donated to the surface by benzene mole­

cules or alkali atoms when CO is bonded at bridge or hollow sites than 

when bonded at top sites. Discussed in the next chapter is evidence 

from detailed work function measurements that coadsorbed CO accepts 

electrons donated to the surface by adsorbed benzene. 

There is also a shift in adsorption site for benzene on Rh(111) 

when it is coadsorbed with CO. As discussed in Chapter 4, in the ab­

sence of CO, benzene adsorbs at saturation coverage predominantly at 
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bridge sites. When benzene is coadsorbed with CO in an ordered struc­

ture on Rh(lll), it adsorbs entirely at threefold hollow sites. As 

with the shift in CO sites, our results suggest two possible causes 

for the shift in benzene adsorption site, 1} CO adsorption in hollow 

sites, which could be caused by charge donation from the benzene to 

the substrate, blocks benzene adsorption at nearby bridge sites. 2) 

The electron accepting properties of CO adsorbed at hollow sites may 

cause benzene adsorption at hollow sites to become energetically more 

favorable than at bridge sites. 

Several previous studies of benzene on Pt(lll) and Rh(111) surfaces 

[4,8] have tried to determine the adsorption site symmetry of benzene 

using HREELS. These studies concluded that the symmetry of adsorbed 

benzene was c3v(ad) since only a small number of benzene modes are 

observed in the HREEL spectra and those modes that are observed are 

consistent with a local symmetry of c3v(ad). It was thought that 

more modes would become dipole active if benzene was bonded to a site 

of lower symmetry and that these modes would then be observed in the 

HREEL spectra. The spectra in Fig. 5.5 illustrate the difficulty, 

however, in determining the adsorption site of benzene on metal sur­

faces using only HREELS. There are only small differences in the vi­

brational spectra of benzene for the (211x3)rect and c(2/jx4}rect 

structures even though LEED results indicate that benzene bonds at 

bridge sites, which have Cs symmetry, in the (211x3}rect structure 

and at hollow sites, which have c3v(ad}' in the c(211x4)rect 

structure. This indicates that the metal surface does not significantly 
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distort the benzene molecule from c3v symmetry or that any distor­

tions do not result in any new dynamic dipole moments perpendicular to 

the surface. 

5.4 Conclusions. 

Benzene coadsorbed with CO forms a variety of ordered overlayer 

structures on Pt(lll) and Rh(lll). In the case of Pt(lll), CO-induced 

ordering of benzene enables the structure determination of benzene 

chemisorbed on this surface by a dynamical LEED analysis that would be 

difficult without the presence of CO since benzene does not order on 

Pt(lll) without CO. 

In principle, it should be possible to order any adsorbate by co­

adsorbing an appropriate ordering agent which has interactions strong 

enough to induce ordering. The surface structure of such a molecule, 

which might not otherwise order, could be determined by LEED crystal­

lography. 

The next chapter describes how CO induces many other adsorbates 

besides benzene to order on the Rh(lll) surface. Here also, the role 

of the CO -adsorbate interaction is explicitly studied. 



Tab 1 e 5.1. Assignment of observed vibrational frequencies (cm-1) for 
benzene chemisorbed on Pt(l11) and Rh(111). 

Gas phase Frequencies of chemisorbed c6H6 Mode Mode number [9 J 
frequencies [6] on Pt(l11) on Rh(lll) type and 

(2 /.fxJ)rect symm. representation 

:ll62 3000 2970 CH stretch("CH) "1 A1g 

673 830 775 CH bend(yCH) "4 A2u 

849 920 005 CH bend hcH) "11 Elg ...... 
N 

1310 13:ll 1330 ring stretch("cc) 82u 
0) 

"9 

1150 1130 1115 CH bend ( y CH) "to B2u 

1486 1420 1430 ring str. (6cc) "13 E1u 

and deform 

360 345 M-C stretch("M-C) 

545 M-C stretch("M-C) 
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FIGURE CAPTIONS 

Fig. 5.1. Vibrational spectra and LEED patterns for benzene and ben­

zene plus CO adsorbed at 300 K on Pt(111) and then cooled to 

77 K. 

Fig. 5.2. Structure of Pt(111) - (21!x4)rect - 2 c6H6 + 4 CO, in 

side view and top view, including Van der Waals contours 

with radii 1.8 A for C in benzene, 1.6 A for C and 0 in CO, 

and 1.2 A for H (the H positions are assumed, including pos­

sible CH bending away from the surface). The CO molecules 

are shown hatched. A (2/3x4)rect unit cell is shown with 

solid lines and the dash lines show the location of the glide 

planes. Bond lengths parallel to the surface are accurate 

to within ~ 0.15 A, while those perpendicular to the surface 

are accurate to within ~ 0.05 A. 
Fig. 5.3. Benzene coverage versus CO coverage when benzene is coad­

sorbed with CO. For the open circles, the surface was pre­

covered with a given CO coverage then exposed to 5.0L of 

benzene-d6• For the closed circles, the surface was pre­

dosed with a certain CO coverage then exposed to the minimum 

benzene dose needed to observe a LEED pattern. 

Fig. 5.4 Thermal-desorption spectra of A) CO and B) 02 after coad­

sorbing CO and benzene-d6 at 300 K on Rh(111). 

Fig. 5.5. Vibrational spectra for benzene and benzene plus CO adsorbed 

at 300 K on Rh(111). 
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Fig. 5.6. The CH out-of-plane bending mode of benzene is shown with an 

expanded energy scale for two of the ordered structures on 

Rh ( 111). 

Fig. 5.7 The structure of Rh(111) - c(2/3x4)rect -- c6H6 + 00 in side 

view and top view 9 including Vander Waals contours. The 

accuracy of the bond lengths as well as Vander Waals ra­

dii are the same as in Fig. 5.2. A (I~) = c(21!x4)rect 

unit cell is outlined. Dots between surface metal atoms 

denote second-layer metal atoms. 

Fig. 5.8 The structure of Rh(111) - (3x3) - c6H6 + 2 CO in side view 

and top view, including van der Waals contours. The accuracy 

of the bond lengths as well as Van der Waals radii are the 

same as in Fig. 5.2. A (3x3) unit cell is outlined. Dots 

between surface metal atoms denote second-layer metal atoms. 
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Pt(111)- (2\13X4)rect -2C6H6 + 4CO 
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Figure 5.2 
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Figure 5.7 
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Rh(111)- (3X3)- C6H6 + 2CO 
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Figure 5.8 
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CHAPTER 6 

Carbon Monoxide Induced Ordering of Absorbates 

II. Absorbates on Rh{111) 
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6.1 Introduction 

In the previous chapter» we discussed how CO induces benzene to 

order on Rh(lll) and Pt{lll) surfaces. In this chapter, we continue 

our discussion of CO induced ordering of adsorbates on the Rh(lll) 

surface. First, we discuss the adsorption of CO, fluorobenzene, 

acetylene, ethylidyne, propylidyne, and sodium alone on the Rh(lll) 

surface as well as in the presence of coadsorbed CO. We find that all 

the adsorbates that form ordered structures when coadsorbed with CO on 

Rh{lll) can be classified as net donors of electrons to the metal sur­

facec This is supported by work function measurements that show that 

these adsorbates decrease the work function of the surface when ad­

sorbed. Finally, we present a simplified theoretical discussion of 

the various effects that may be responsible for CO induced ordering of 

adsorbates. In particular, we suggest CO induced ordering is promoted 

by the combination of the electronegative character of adsorbed CO and 

the electropositive character.of the other adsorbates. 

6.2 CO Adsorbed Alone on Rh(lll) 

The adsorption of CO alone on the Rh(lll) surface has been studied 

extensively by several researchers [1-3]. Here, we briefly summarize 

their results in order to compare with our results for coadsorbed CO. 

In this chapter, adsorbate coverages are defined to be the ratio of 

adsorbate molecules to rhodium surface atoms. 
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Figure 6.1 shows the HREEL spectra and LEED patterns for CO ad­

sorbed alone on the Rh(111) surface at room temperature. For CO cov­

erages less than or equal to a third of a monolayer (i.e., CO exposures 

less than 1.0L), CO adsorbs atop of the rhodium surface atoms, as in­

dicated by a C-O stretching frequency of -2020 cm-1, which is char­

acteristic of terminally bonded CO in metal clusters [4] and on metal 

surfaces [5]. At one third of a monolayer coverage, CO orders into a 

(/j x IJ)R30• LEED structure. As discussed in Chapter 2, a dynamical 

LEED analysis [2] of this structure confirms that CO bonds atop of the 

rhodium surface atoms. Since the (/j x 13)R30• LEED pattern forms over 

a narrow range of CO coverages, we use the thermal desorption yield 

from this structure to calibrate the thermal desorption yields for 

other CO coverages. 

For CO coverages greater than one third of a monolayer, some CO 

bonds to the surface bridging two rhodium atoms, as indicated in the 

HREEL spectrum by the C-0 stretching mode at -1850 cm-1, which is 

characteristic of bridge bonded CO in metal clusters [4] and on metal 

surfaces [5]. The CO coverage saturates on Rh(111) at three quarters 

of a monolayer and, at this coverage, forms a (2x2) LEED structure. 

The dynamical LEED analysis [3] of the (2x2) LEED structure (discussed 

in Chapter 2) determined that, per unit cell, one CO molecule bonds in 

a bridge site and two CO molecules bond at sites displaced slightly 

from top sites. 
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6.3 Fluorobezene (C~5 F)/Rh(111) 
As fluorobenzene is chemically very similar to benzene, the sur-

face structure of fluorobenzene on. Rh(111) at 310 K turns out to be 

similar to that of benzene. In particular, we observe the same CO-­

induced ordered structures on Rh(111) for fluorobenzene as for benzene. 

However, the substituted fluorine atom results in some structural dif­

ferences between chemisorbed fluorobenzene and benzene at high cover­

ages, possibly due to an interaction of the fluorine atom with neigh­

boring molecules. 

Figure 6.2 shows the HREEL spectra for a low coverage {- 1/3 of 

saturation coverage) of fluorobenzene chemisorbed on the Rh{111) sur­

face at 310K. Table 6.1 gives our assignment of the observed fre­

quencies to the corresponding vibrational modes of the free fluoro­

benzene molecule. For the c6H5F/Rh{111) spectrum, the 340, 520, 

and 785 cm-1 peaks decreased in intensity in the off specular spectra, 

indicating that these peaks are from dipole scattering [7]. However, 

the 1115, 1315 and 1410 cm-1 peaks have similar intensity off specu­

lar, indicating that these peaks are from impact scattering [8]. Since 

there is little or no dipole scattering from those modes assigned to 

vibrations oriented parallel to molecular ring of fluorobenzene {i.e., 

those with A1 or s1 symmetry in the free molecule), we conclude 

that, at low coverages, fluorobenzene bonds to the Rh(111) surface 

with its molecular ring oriented parallel to the surface, in the same 

manner that we concluded in Chapter 4 the orientation of benzene bonded 

to the Rh(111) surface. 
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At saturation coverage, fluorobenzene orders [on Rh(111) at 310K] 

into a (119 x lf9}R23.4• superlattice. Figure 6.3 shows the HREEL 

spectra for c6H5F and c6o5F adsorbed in the (119 x ..'f9)R23.4• struc­

ture. Off specular measurements indicate that all the vibrational 

peaks observed for the (/19 x 119}R23.4• structure are due to dipole 

scattering. Table 6.1 gives our assignment of the vibrational fre­

quencies observed for the (1!9 x lf9)R23.4• structure to the corre­

sponding vibrations of the free fluorobenzene molecule. 

For the ({Ig x ~)R23.4• structure, the observation of more 

vibrational modes than observed at low coverages probably results 

from a slight tilting of the fluorobenzene molecules within the 

(1!9" x 1!"9")R23.4• structure. A slight tilting of the molecules 

would cause more modes to have a net dynamic dipole moment perpen­

dicular to the surface and, hence, these modes would be observable 

in the HREEL spectra by dipole scattering. The (lf9 x lf9)R23.4• 

unit cell is large enough to accommodate three fluorobenzenes per 

unit cell with only a slight overlap of neighboring molecules; a 

slight overlap could account for the tilting of the molecules. 

Therefore, the ({19 x lf9)R23.4• fluorobenzene/Rh(111) structure 

differs substantially from the (2 /:3 xl:3)rect benzene/Rh(111) struc­

ture in that, at saturation benzene coverages, only flat lying ben­

zene molecules are observed. Consequently, we suggest that the tilt­

ing of adsorbed fluorobenzene at saturation coverage is due to the 

interaction of the substituted fluorine atom with neighboring mol­

ecules. 
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Like benzene coadsorbed with CO on Rh(111), fluorobenzene on 

Rh(111) forms a c(213 x 4)rect LEED structure when the surface is 

precovered with one eighth of a monolayer of CO and a (3x3) LEED 

structure when the surface is precovered with two ninths of a mon­

olayer of CO. Unlike benzene coadsorbed with CO on Rh(111), however, 

we were unable to observe a well ordered c(2/j x 4)rect LEED pattern, 

but instead only observed a "streaky" c(213' x 4)rect LEED pattern, in­

dicating some disorder for this overlayer. 

Figures 6.4 and 6.5 show the I-REEL spectr·a for the CO plus fluoro­

benzene structures. While the observed vibrational frequencies for 

the coadsorbed structures are similar to those of the (II'9' x v'T9")R23.4• 

structure, there are differences in intensities, which we are unable 

to explain at this point. We believe, however, that the structure of 

fluorobenzene within the coadsorbed unit cell is likely to be similar 

to that found for benzene in the same unit cells (see Chapter 5), with 

possibly a slight tilting of the fluorobenzene molecule. 

6.4 Acetylene/Rh(111) 

Below 270K, acetylene chemisorbs on Rh(111) molecularly. For 

acetylene coverages near 0.25 of a monolayer, a (2x2) LEED pattern is 

observed for temperatures as low as 60K. Figure 6.6 shows the HREEL 

spectra for acetylene adsorbed in a (2x2) monolayer at 77K. Figure 

6.7 shows how we assign the chemisorbed acetylene vibrational fre­

quencies to those of the gas phase molecule. Off specular measure­

ments indicate that, for the chemisorbed c2H2 spectrum, the 1120 
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and 1260 cm-1 peaks are predominantly due to impact scattering, while 

the remaining peaks are due to dipole scattering. This, coupled with 

our assignment of the chemisorbed frequencies, indicates that chemi­

sorbed acetylene on Rh(111) has Cs symmetry with the mirror plane 

perpendicular to the C-C bond. Further, the shifts in frequencies and 

the intensities of the vibrational modes are characteristic of those 

found for acetylene "di - a+ w" bonded in metal clusters or on other 

metal surfaces [10]. Consequently, we propose the structural model 

shown in Fig. 6.8 for the (2x2) acetylene overlayer. 

When CO is coadsorbed with acetylene on Rh(111), it is possible to 

form a c(4x2) LEED structure; however, we found this LEED structure to 

be more difficult to form than other coadsorbed structures~ Figure 6.9 

shows the HREEL spectra for c2H2 and CO + c2H2 on Rh(lll). For these 

spectra, the surface, at 77K, was exposed first to CO then to c2H2• To 

form the c(4x2) structure, it was necessary to anneal the sample above 

200K. The HREEL spectra for coadsorbed acetylene and CO still exhibit 

the vibrational peaks of chemisorbed acetylene, indicating that ace­

tylene maintains its molecular integrity when coadsorbed with CO. 

However, the vibrational frequencies for coadsorbed acetylene are 

shifted slightly from those observed for the (2x2) acetylene struc­

ture, indicating that some interaction occurs between coadsorbed ace­

tylene and CO. 
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Two C-0 stretching modes at -1780 and -2025 cm-1 are observed in 

the spectra for the c(4x2) structure in Fig. 6.9c. However, we were 

also able to form the c(4x2) CO + c2H2 structure by first forming the 

(2x2) c2H2 structure, then exposing the surface, at 240K, to CO. In 

this case, only one C-0 stretching mode is observed at 1725 cm-1• 

Consequently, we believe that CO occupies only one type of site within 

the c(4x2) unit cell, rather than two sites as one would deduce from 

Fig. 6.9c. The CO adsorption site within the c(4x2) unit cell is prob­

ably a hollow site, since the C-0 stretching frequency (1725 cm-1) is 

fairly low. The C-0 stretching mode at -2025 cm-1 in Fig. 6.9c is 

probably from some disordered CO adsorbed outside the c(4x2) CO + 

c2H2 structure. 

6oS CO-induced Ordering of Ethylidyne and Propylidyne/Rh(111) 

For sample temperatures between 220 and 400K, ethylene decomposes on 

the Rh(lll) surface to form an ethylidyne (:ccH3) species [11]. For 

temperatures below 270K, ethylidyne orders into a (2x2) superlattice 

[11,12]. It has been previously reported [11,12] that the (2x2) ethyli­

dyne LEED structure transforms to a c(4x2) structure when warmed slowly 

to room temperature. In our experiments, we observed only disordering 

for temperatures above 270K. However, we did observe that the (2x2) to 

c(4x2) transformation could be induced by coadsorption of CO. Up to 0.25 

monolayers of CO can be coadsorbed with a (2x2) coverage of ethylidyne 

to produce a c(4x2) LEED structure. Best ordering is achieved by pread­

sorbing the quarter monolayer of CO followed by exposure to 10 L of 
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ethylene. Although preadsorption of CO does not change the temperature 

at which ethylidyne forms, the c(4x2) structure can be produced pref­

erentially over the (2x2) structure, even at 220K, by CO preadsorption. 

Also, CO coadsorption does not change the decomposition temperature of 

ethylidyne (400 K). 

Figure 6.10 shows three representative HREEL spectra and LEED photos 

for ethylidyne and ethylidyne plus CO on the Rh(111) surface at 310K. 

The LEED photo for ethylidyne plus 0.03 monolayers of CO is characteris­

tic of ethylidyne adsorption at 310K. Adding CO causes the blotches in 

the 1:3 x/:3 R30• positions of the LEED pattern to spread apart until the 

c(4x2) pattern shown in Fig. 6.10 is reached for 0.25 of a monolayer of 

added CO. While preadsorption of CO was necessary to form a sharp c(4x2) 

pattern, we find that adsorption of NO, a ligand similar to CO, readily 

produced a sharp c(4x2) pattern, when adsorbed after forming a disordered 

ethylidyne monolayer. 

Several features of the ethylidyne + CO vibrational spectra in 

Fig. 6.10 are noteworthy. First, the ethylidyne frequencies are un­

changed when CO is added, suggesting that ethylidyne bonding at 3-

fold hollow sites [12] is unchanged. Second, the predominant C-0 

stretching frequency at 1790 cm-1 is again characteristic of CO 

bonded at 3-fold hollow sites on this surface. These observations 

and use of Van der Waals radii to determine the most probable pack­

ing of adsorbates lead to an obvious structural model for the c(4x2) 

CCH3 + CO monolayer. Figure 6.11 shows a top view of the c(4x2) 

structure, which is consistent with the experimental observations, 
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along with the (2x2) and disordered ethylidyne overlayer structures. 

Also shown are the temperature ranges for which each structure is stable. 

Recently, the c(4x2) structure has been solved by a dynamical LEED 

analysis [13]. This analysis, consistent with our proposed structure, 

has determined that ethylidyne bonds at hcp 3-fold hollow sites with the 

same bond lengths as the CO-free (2x2) structure [12] (i.e., a C-C bond 

length of 1.45 A and a Rh-C bond length of 2.03 A). Further the coad-

sorbed CO is determined to bond at fcc 3-fnld hollow sites. 

Propylene adsorption on Rh(111) is similar to ethylene adsorption in 

that, between 220-270K, propylene decomposes to form a (2x2) propylidyne 

(:CCH2CH3) overlayer, a structure similar to the (2x2) ethylidyne 

(:CCH3) overlayer [14]. In the (2x2) propylidyne overlayer, the bot­

tom two carbon atoms of the propylidyne species are thought to be ordered 

·;n a (2x2) lattice while the methyl groups are disordered [14]. 

We find that, by postadsorbing CO to the (2x2) propylidyne over­

layer, the propylidyne methyl groups can be induced to order into a 

(21:3 x 21:3)R30• superlattice. The C-0 stretching frequency of the CO 

within the (21! x 21'3)R30• structure is 1750 cm-1, again characteristic 

of CO adsorption at a 3-fold hollow site. In Fig. 6.12, we show our pro­

posed model for the (21! x 2Jj)R30• propylidyne + CO structure, which is 

the same as that proposed by Koestner et al. [14] except for the addi­

tion of coadsorbed CO. 
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6.6 Sodium+ CO/Rh(111) 

We have also studied the CO-induced ordering of sodium on Rh(111). 

Figure 6.13 shows the HREEL spectra and several LEED patterns for a 

quarter of a monolayer of sodium on Rh(111) at 310K following various 

exposures of CO. For low CO exposures, a c{4x2) LEED pattern is ob­

served and an exceptionally low C-0 stretching frequency of 1410 cm-1 

appears in the corresponding I-REEL spectrum. With increasing CO expo­

sure, the c{4x2) LEED patte.rn disorders into a streaky, intermediate 

LEED pattern before reforming another c(4x2) ·LEED pattern. Between the 

formation of the low CO coverage c(4x2) LEED pattern and the high CO 

coverage c(4x2) LEED pattern, the CO to Na ratio increases from less one 

CO per Na to two CO's per Na, as determined from the CO thermal desorp-

tion yield. With further increase in CO exposure~ a series of compli-

cated LEED patterns occurs until, finally, a (I! x 7)rect LEED pattern 

is observed for a saturation CO exposure on the quarter monolayer sodium 

covered Rh(111) surface. 

With increasing CO exposure, the C-0 stretching increases continu­

ously from 1410 to 1695 cm-1 when coadsorbed with a quarter monolayer 

of sodium on Rh(111). While for low CO exposures only one, narrow C-0 

stretching mode is observed, indicating only one type of CO adsorption 

site, for higher CO exposures, the C-0 stretch is somewhat broader and 

has a low frequency shoulder, indicating possibly more than one type of 

CO adsorption site is occupied at higher CO coverages. For all CO ex­

posures, however, the C-0 stretching frequency is substantially lower 

than either that of gas phase CO (2145 cm-1) or of CO adsorbed alone 
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on the Rh(111) surface. We attribute the low C-0 stretching frequency 

to charge transfer from the sodium adatoms through the substrate and into 

the 2w* orbital of CO. This model has been proposed previously to ex­

plain reduced C-0 stretching frequencies for CO coadsorbed with alkali 

adatoms on numerous metal surfaces [1,15-17] and has been substantiated 

by other experimental techniques [18]. This model will be elaborated on 

in the following sections. 

It is interesting that sodium, along with acetylene and ethylidyne, 

orders into a (2x2) lattice on Rh(lll) without coadsorbed CO and a c(4x2) 

lattice with coadsorbed CO. In the hexagonal (2x2) lattice, the adsor­

bates have the maximum number of nearest neighbors, which helps to 

reduce total energy of the ordered overlayer. However, a CO molecule 

cannot fit into a (2x2) unit cell that already has one Na, acetylene, or 

ethylidyne, so the adsorbates must reorder into a c(4x2) lattice, where 

the unit cell has the same area as the (2x2) unit cell, but now has room 

for a CO molecule to adsorb in the center due to the rectangular shape 

of the c(4x2) unit cell. 

6.7 Work Function Measurements 

Table 6.2 lists the various combinations of adsorbates that we have 

coadsorbed on the Rh(lll) surface. From Table 6.2, one sees that all 

the ordered, coadsorbed structures contain CO or a CO like ligand, NO. 

In part, the prevalence of CO in the coadsorbed structures comes from CO 

being so successful at inducing order in our initial studies that we 

tended to prefer it in subsequent studies. Another, but less obvious 
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common characteristic of the ordered, coadsorbed structures is that each 

pair of coadsorbates can be classified as a donor-acceptor pair. [By 

donor, we mean that an adsorbate is a net donor of electrons to the sur­

face and, by acceptor, that an adsorbate (e.g., CO or NO) is a net ac­

ceptor of electrons from the surface.] We believe that the combination 

of donor-acceptor pairs plays an important role in the ordering of in­

termixed surface structures. This becomes more apparent when one con­

siders the combinations of coadsorbates on Rh(lll) that form disordered 

or segregated overlayers; these combinations can be classified as ac­

ceptor-acceptor or donor-donor pairs. 

To further investigate the donating or accepting character of the 

coadsorbates on Rh(lll), we have measured the work function changes that 

occur during the adsorption of those adsorbates that form ordered, coad­

sorbed structures on Rh(lll) at room temperature. The experimental set 

up used for measuring work function changes is described in Section 2.2.6. 

In the following sections, we present the results of our work function 

measurements, first for the various adsorbates alone on Rh(lll) and 

then for them coadsorbed in ordered structures. Finally, we present a 

simplified theoretical discussion for how CO can induce order in an 

adsorbed overlayer and the role donor-acceptor pairs play in this or­

dering. 
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6.7.1 Work Function Measurements: Adsorption Alone 

When an atom or molecule is adsorbed on a surface, the work func-

tion can change due to a transfer of electronic charge between the ad­

sorbate and the surface. Figure 6.14 illustrates a simplified model 

of the physical basis for this effect. Basically, the charge transfer 

creates a surface dipole layer that results in an increase or decrease 

in the energy needed to remove an electron from the bulk, depending on 

the direction of charge transfer. Generally, an adsorbate that accepts 

electrons from the surface increases the work function; whereas, an 

adsorbate that donates electrons to the surface decreases the work 

function. 

Figure 6.15 shows the work function change as a function of CO 

coverages on Rh(lll). The positive increase in the work function in-

dicates that adsorbed CO is a net acceptor of electrons from the 

Rh(ll1) surface. For CO coverages less than 0.33, where CO adsorbs 

only at top sites, the work function change may be fit with a sim­

plified model for mobile adsorption. If we consider an isolated ad­

sorbed species with surface density N, an effective dipole moment p, · 

and polarizability a, then the work function change (60) is given (in 

SI units) by [19,20] 

(1) 

where e
0 

is the vacuum permittivity. A good fit for eco ~ Oo33 

(shown by the dashed curve in Fig. 6.15) can be obtained with Pea = 

1 -30 1 -28 3 -0.67 x 0 C.m and ace= 0.34 x 0 m o 
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For &co> 0.33, A~ increases dramatically until reaching a value 

of 1.05 eV at a saturation CO coverage (&co= 0.75). To achieve the 

(2x2) LEED structure that occurs at saturation, we found it necessary 
• J 

to cool the sample to -100 C, while the other CO coverages could be 

done at room temperature. We attribute the dramatic increase in A~ 

for &co > 0.33 to bridge bonded CO molecules on the Rh(111) having 

a much larger effective dipole moment than top bonded CO. For 

&co > 0.33, CO bonds at both bridge and top sites; but, since we are 

unable to determine the relative coverages of bridge and top bonded CO 

for CO coverages between 0.33 and 0.75, we are unable to model this 

system in order to determine the effective dipole moment or polariz-

ability for bridge bonded CO on this surface. 

Figure 6.16 shows the work function of the Rh(lll) surface as a 

function sodium coverage. The value of 5.4 eV for the work function 

for the clean Rh(111) surface is from Ref. 21. Sodium coverages were 

determined from the sodium thermal desorption yield and calibrated 

against the (13 x 13)R30• and close-packed LEED structures [22]. The 

dashed line shows that the work function change is linear at low so­

dium coverages; from this line, we deduce an effective dipole moment, 

1 1 -30 PNa' of 6 x 0 C.m. Consequently, we see that sodium adatoms 

are strong electron donors to the surface. Also by assuming a polar­

izability, aNa' of 3.0 x 1o-28 m3, we can achieve a good fit for the 

work function changes, for &Na < 0.2, using the same model as for ad­

sorbed CO. 
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Figure 6.17 shows the work function of the Rh(111) surface as a 

function benzene and fluorobenzene exposure. The decrease in work 

function upon benzene and fluorobenzene adsorption indicates that both 

molecules donate electrons to the surface. For benzene adsorbed on 

Rh(111), we determined from the H2 desorption yield that the benzene 

coverage is linear as a function of exposure up to saturation coverage. 

(Only a small fraction of benzene desorbs molecularly.) If we assume 

that the fluorobenzene coverage is also linear as a function of ex-

posure, then we can deduce, for benzene and fluorobenzene, effective 

d . d 1 1 -30 28 ynam1c ipo e moments, Pben = 6.7 x 0 em and pfb = 6.5 x 10 C.m, 

1 1 1 -30 3 -28 3 and po arizabi ities, aben = .3 x 10 m and afb = 1.5 x 10 m , 

respectively. (It should be noted that the benzene-fluorobenzene val-

ues are within experimental error of each other.) 

Figure 6.18 shows the work function of the Rh(111) surface at 310K 

as a function of ethylene exposure. At this temperature ethylene de­

composes to form ethylidyne, which saturates at a coverage of 0.30 of 

a monolayer [23]. If we assume that the ethylidyne coverage is linear 

with ethylene exposure up to saturation coverage, then we find that 

3 1 1 -30 -28 3 Peth = . x 0 C.m and aeth • 0.62 x 10 m • If the ethylene 

sticking probability actually decreases with increasing coverage, as 

often occurs for adsorption processes, then Peth and aeth would be 

smaller than determined here. 

Table 6.3 summarizes the results of our work function measurements 

for adsorption alone on the Rh(l11) surface at room temperature. As 

already mentioned, the sign of the effective dipole moment indicates 
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the direction of charge transfer to the surface, with adsorbed CO being 

a net acceptor of electrons and the other adsorbates being net donors 

of electrons. 

6.7.2 Work Function Measurements: Coadsorption with CO 

When CO is adsorbed on metal surfaces, the C-0 stretching frequency 

is generally observed to be reduced from the value of 2145 cm-1 of gas 

phase CO. Also, a further reduction in the C-0 stretching frequency 

has been observed when CO is coadsorbed with alkali atoms [1,15-17). 

In both cases, the reduction in the C-0 stretching frequency has been 

explained in terms of charge transfer into the antibonding, 2w* orbital 

of the adsorbed CO ~olecule [1,15-18, 25]. Consequently, it is inter­

esting to see if the reduction in stretching frequency of coadsorbed 

CO correlates to the amount of charge donated to the surface by the 

coadsorbate. To study this idea, we will assume the magnitude of the 

effective dipole moment of an adsorbate alone on Rh{111) to be a mea­

sure of how much charge the adsorbate donates to the surface in a co­

adsorbed structure. In Fig. 6.19, we plot, for the coadsorbed, ordered 

structures where there is one CO molecule per coadsorbate, the C-0 

stretching frequency of coadsorbed CO versus the effective dipole mo­

ment of the coadsorbate. While more data points are needed to confirm 

the trend, it appears that the more the coadsorbate donates electrons 

to the surface, the greater the reduction in the C-0 stretching fre-

quency. 
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Our measurements of the work function of the CO coadsorbed struc­

tures also indicates that CO accepts electrons from the surface within 

these surface structures. Table 6.4 lists the changes in work func­

tion, relative to the clean Rh(111) surface, that we observed for 00 

coadsorbed with organic adsorbates on Rh(111). As can be seen from 

Table 6.4, the absolute value of the work function increases (i.e., 

the work function change from the clean surface decreases) as the ra­

tio of CO's to coadsorbates increases, indicating that CO acts as a 

net acceptor of electrons from the surface within these coadsorbed, 

ordered structures. 

Figure 6.20 shows the work function of Rh(111) surface as a func­

tion of exposure to CO when the surface has been precovered with 0.15 

and 0. 25 .of a monel ayer of sodi urn. For both sodi urn coverages, the 

work function increases toward the clean metal value with increasing 

CO exposure, indicating the CO acts as an electron acceptor when coad­

sorbed with sodiume For &Na = 0.25, the initial dip in work function 

can be explained using a model developed by Albano [25]. This model 

shows that a dip in the work function can occur, due to cross depolar­

ization effects, when a surface p'recovered with an el ectropos iti ve 

adsorbate (i.e., an electron donor) is exposed to an electronegative 

adsorbate (i.e., an electron acceptor). The dip occurs if the elec­

tropositive adsorbate (i.e., Na) has a much larger polarizability than 

the electronegative adsorbate {i.e., CO). In this case, the dipole 

moment of adsorbed CO induces a much larger increase in the dipole 
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moment of adsorbed Na than Na induces in CO, leading to the initial 

decrease in work function with the addition of CO. 

It is interesting to note that the same series of LEED patterns 

were observed for CO exposure to a &Na = 0.15 covered surface as for 

&Na = 0.25, including the two c(4x2) patterns. The observation of a 

c(4x2) pattern, which implies a sodium coverage of 0.25 within the or­

dered domains for CO coadsorbed with &Na = 0.15, indicates that an 

interaction exists that draws the coadsorbed CO's and Na's together to 

form domains of the coadsorbed, ordered structures. In the next sec­

tion, we discuss how the interaction between coadsorbates may be re­

lated to the donor and acceptor properties of coadsorbed Na and CO. 

6.8 Theoretical Basis for CO-induced Ordering 

A necessary condition for the formation of intermixed, ordered 

structures when CO is coadsorbed with other adsorbates is that the 

Helmholtz free energy is less for the ordered structure compared to 

that of a disordered overlayer: 

Fordered- Fdisordered = (Uordered- Udisordered) 

- T(Sordered - 5disordered) < 0 

The difference in free energy, AF = Fordered Fdisordered' between 

an ordered and disordered overlayer is composed of two terms--an 

entropy term, TAS = T(Sordered - Sdisordered) that drives the system 

toward disorder and a interaction energy term, AU = Uordered -

udisordered that drives the system toward order. 
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Since adsorbed a CO molecule blocks several neighboring adsorption 

sites as well as its own adsorption site, coadsorbed CO will reduce 

the entropy of a disordered overlayer reducing the number of adsorption 

sites accessible to the coadsorbate. Consequently, CO site blocking 

reduces the difference in entropy between a disordered and ordered co­

adsorbed overlayer, thereby making an ordered overlayer more likely. 

This reduction in entropy, therefore, helps the 0.25 monolayers of so­

dium and ethylidyne, which are disordered at room temperature, to or­

der at this temperature in a c(4x2) structure when coadsorbed with CO. 

Coadsorbed systems can be further promoted to form ordered struc­

tures by the interaction energies between adsorbates. As mentioned in 

Section 5.3.2, calculations of the interaction energy between CO's ad­

sorbed on Rh(lll) by Ruckenstein and Halachev [26] indicate that the 

interaction energy is positive (repulsive) for small separation dis­

tances and negative (attractive) for intermediate distances. Within 

the coadsorbed, ordered structures the CO molecules are separated by 

intermediate distanced {4 to 8 A), so the CO-CO interaction should 

help to stabilize these ordered structures. Likewise, the coadsor­

bate coadsorbate interactions may also help to stabilize the ordered 

structures; but these interactions have not yet been extensively in­

vestigated, either theoretically or experimentally, for adsorbates on 

Rh(lll), so we are unable to comment further on the role of these in­

teractions in the ordering of the coadsorbed overlayer. • 



161 

Another interaction, which we believe plays an important role in 

the formation of ordered, coadsorbed structures, is the 00-coadsorbate 

interaction. As mentioned earlier, the combinations that form ordereq, 

coadsorbed structures can be classified as donor-acceptor pairs, while 

those combinations that do not form ordered, coadsorbed structures can 

be classified as donor-donor or acceptor-acceptor pairs. This corre­

lation suggests that the interactions between unlike adsorbates may be 

related to their donor-acceptor character. 

The interactions between coadsorbed donor and acceptor adsorbates 

have been investigated theoretically by Norskov et al. [27]. The in­

teraction energy between two coadsorbates can be divided into two 

terms. The first term describes the direct interaction due to an 

overlap between the molecule and coadsorbate orbitals as well as the 

indirect interaction mediated through the surface electrons. The sec­

ond term describes the interaction energy between one adsorbate and 

the electrostatic potential induced by the other adsorbate. Norskov 

et al. [27] consider only the contribution of the second term to the 

interaction energy. They find an electropositive (electronegative) 

adsorbate induces an electrostatic potential that makes it energetic­

ally favorable for an electronegative (electropositive) adsorbate to 

occupy a nearest neighbor adsorption site. They also find that the 

metal quickly screens the induced electrostatic potential for dis­

tances much further away from the adsorbate than the nearest neighbor 

sites, so the interaction is only strong between.coadsorbates sitting 

next to each other. ForK and CO coadsorbed on Fe(110), Norskov et al. 
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calculate an interaction energy in the range between 0.1 and 0.3 eV. 

We can use this result to obtain an order of magnitude feel for the 

electrostatic interaction energy between CO and the coadsorbates on 

Rh(l11)e We can do this by assuming that adsorbed sodium behaves sim­

ilarly to adsorbed potassium and that the interaction energy scales 

with effective dipole moment of the coadsorbate. In this case, the 

interaction energy should range from a few tenths of an eV for CO co-
l 

adsorbed Na to a few hundredths of an eV for CO coadsorbed with CCH3• 

If one compares these values with the values of a few hundredths of an 

eV calculated by Ruckenstein and Halachev [26] for the CO-CO interac-

tion energy, one can see that the 00-coadsorbate interaction energy is 

at least the same order of magnitude and usually greater than the CO-CO 

interaction energy. Consequently, the 00-coadsorbate interaction can 

strongly stabilize an intermixed, ordered structure if the coadsorbate 

is a net donor of electrons to the surface. 

CO induced ordering on the Rh(111) surface has been observed for 

numerous adsorbates: benzene, fluorobenzene, acetylene, ethylidyne, 

propylidyne, and sodium. Work function measurements indicate that a 

common characteristic of these coadsorbates with CO is that they donate 

electrons to the surface. Work function measurements also indicate 

that the C-0 stretching frequency of coadsorbed CO is correlated to 

amount of the electron charge donated to the surface by the coadsor­

bate. Since CO is a net acceptor of electrons from the surface as 
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indicated by work function measurements, we suggest that the ability 

of coadsorbed CO to induce order in the adsorbed overlayer is related 

to the formation of donor-acceptor pairs. 

Two important questions still remain to be fully answered. The 

first question is whether CO can promote ordering on other crystal 

surfaces besides Rh(111) and Pt(111). Here, we note that Hiroko Ohtani 

of our group has recently observed CO induced ordering of benzene on 

the Pd(111) surface and that Brian Bent, Chi-Tzu Kao, and Al Slavin, 

also of our group, have recently observed CO induced ordering of ben­

zene and ethylidyne on the Rh(100) surface. The second question is 

whether or not the ordering of donor-acceptor pairs is a general phe­

nomenon on surfaces. So far there have been only a few reports [17,28] 

of coadsorbed species forming long range ordered structures; largely 

we believe because coadsorption of adsorbates has not been extensively 

studied by LEED. Consequently, more LEED studies are necessary, par­

ticularly with a wider variety of electropositive and electronegative 

adsorbates, to determine if ordering of donor-acceptor pairs is a gen­

eral phenomenon. 
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Table 6.1. Assignment of observed vibrational frequencies for 
fluorobenzene adsorbed on Rh(111) at 310K. 

low Coverage (1!9" X ln)R23.4° Liquid Mode Liquid Phase 
c6H5F(D6o5F) c6H5F( c6o5F) c6H5F[6] Type Symmetry 

Representation 

225 ( 215) "Rh-FB 
340 ( 330) 345 ( 355) "Rh-F8 
520 (not obs.) 510 ( 510) 501 YcF 82 

785 ( 575) 760 ( 580) 752 YCH 82 

not obs. not obs. (700) 685 "cc 82 

not obs. 1015 ( 990) 1009 ring A1 

( 1050) 

1115 ( 835) 1105 ( 765) 1156 8cH 81 

not obs. not obs. (1220) 1220 "CF Al 

1315 ( 1300) 1345 (not obs.) 1326 "cc 81 

1410 ( 1375) 1405 ( 1365) 1460 "cc 81 

Al 

3015 ( 2225) 3015 ( 2220) "CH Al 

3040 A1 

3100 81 

FB = flourobenzene 
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Table 6.2. Combinations of adsorbates coadsorbed on the Rh(lll) 
surface. 

Intermixed, Ordered 
Coadsorbates 

CO + c6H6 

CO + C6H5F 

CO + C2H2 
co + =ccH3 
NO + :ccH3 
CO + Na 

Nonintermixed or Disordered 
Coadsorbates 

CO +NO 

Na + c2H2 

Na + =ccH3 
Na + c6H6 

LEED Pattern(s) 
Observed 

c(2/3 x 4)rect, (3x3) 

streaky c(2/3 x 4)rect, (3x3) 

c(4x2) 

c(4x2) 

c ( 4x2) 

c(4x2), (/3 x 7)rect, plus several others 

( 2/3 X 2/3)R30° 

Disorder 

Disorder 

Disorder 

LEED Patterns 
Observed 

(/j x /l}R30° + (213 x 3)rect* 

*Since the (/3 x /3)R30° and (2/3 x 3)rect are observed for Na and 
benzene, respectively, adsorbed alone on Rh(lll), the observation of a 
mixture of these two LEED structures implies that these two coadsorbates 
segregate on the surface. 
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Table 6.3. Effective dipole moments, 1.1, and polarizability, a,' for 
adsorbates alone on Rh(lll). 

Adsorbate 1J ( 10-3° C.m) a {lo-28 m3) 

co (top site) - 0.67 0. 34 

Na + 16 3.0 

C606 + 6.7 L3 

c6o5F + 6.5 1.5 

:CCH3 
+ 3e1 0.62 
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Table 6.4. Work function changes (in eV) relative to the clean 
Rh(111} surface for various ordered structures, with 
and without coadsorbed CO 

Coadsorbate Number of CO's per Coadsorbate 

:CCH3 

0 

( 2/3 x 3)rect 

-1.36 

(/19 X lf9)R23.4o 

-1.24 

disorder 

-1.23 

1 

c(213 x 4)rect 

-0.64 

c(213 x 4)rect 

-0.61 

c(4x2) 

-0.32 

2 

(3x3) 

-0.26 

(3x3) 

-0.24 
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FIGURE CAPTIONS 

Fig. 6.1 The left hand side shows vibrational spectra obtained using 

HREELS for CO chemisorbed on Rh(ll1) at 300K as a function 

of CO exposure (from ref. 1). The right hand side shows 

the LEED patterns observed for the clean Rh(111) surface 

and the two ordered structures of CO on Rh(lll). 

Fig. 6.2 Vibrational spectra obtained by HREELS in the specular 

direction for a -1/3 of a saturation coverage of fluoro-

benzene chemisorbed on Rh(lll) at 310K: (A) c6H5F; 

(B) c
6
o

5
F. 

Fig. 6.3 Vibrational spectra obtained by HREELS in the specular 

direction for the saturation coverage, (119 x /f9)R23.4° 

structure of fluorobenzene chemisorbed on Rh(111) at 310K: 

(A) C6H5F; (B) c6o5F. 

Fig. 6.4 Vibrational spectra for c6H5F coadsorbed with CO on 

Rh(lll) at 310K: (A) the surface was precovered with a 1/8 

monolayer CO then exposed to 30 L of c6H5F to form a 

streaky c(2/3 x 4)rect LEED pattern; (B) the surface was first 

exposed to 2.0 L of c6H5F then to 1.0 L of CO to form a 

(3x3) LEED pattern. 



171 

Fig. 6.5 Vibrational spectra for c6o5F coadsorbed with CO on Rh(111) 

at 310K. For both spectra, the surface was first precov­

ered.with CO then exposed to enough c6o5F to saturate the 

surface: (A) &co = 0.12, streaky (213 x 4)rect LEED pat­

tern; (B) &co = 0.22, (3x3) LEED pattern. 

Fig. 6.6 Vibrational spectra obtained by HREELS in the specular 

direction the (2x2) structure of c2H2 and c2o2 on 

Rh( 111) at 77K. 

Fig. 6.7 Assignment of the observed frequencies of chemisorbed 

c2H2 on Rh(111) to the corresponding vibrations of gas 

phase c2H2 [9]. 

Fig. 6.8 Proposed structure for the (2x2) structure of acetylene on 

Rh(lll). Large, open circles represent the rhodium surface 

atoms, smaller, open circles represent carbon atoms, and the 

small, b 1 ack circles represent hydrogen atoms. 

Fig. 6.9 Vibrational spectra of c2H2 and c2H2 plus CO on Rh(lll). 

{A) is the same spectra in Fig. 6.8. For (B) and (C) the 

surface, at 77K, was first exposed to CO, then exposed to 

c2H2, and annealed to 220K. All the spectra were taken at 

a sample temperature of 77K. 

Fig. 6.10 HREEL spectra and LEED patterns obtained for ethylidyne and 

ethylidyne plus CO adsorbed on Rh(111) at 310K. 
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Fig. 6.11 Top view of the proposed models for the (2x2), c(4x2), and 

disordered ethylidyne overlayers on Rh(111). Also indicated 

are the temperature ranges that the structures are stable 

and how the structures transform from one to the other. 

Fig. 6.12 Proposed models for the (2/l x 21l)R30o propylidyne 

(:CCH2CH3) plus CO structure. The open circles represent 

rhodium surface atoms, and the black circles represent the 

CO molecule viewed end on. In the upper part of the figure, 

the hatch circles represent the Van der Waals dimensions of 

the propylidyne hydrogen atoms, while, on the lower part of 

the figure, the hydrogen atoms are represented by black dots 

in order to make the rhodium surface atoms and the propyli­

dyne carbon skelton more visible. 

Fig. 6.13 Vibrational spectra of CO coadsorbed with a quarter mono­

layer of sodium on Rh(111) at 310K. 

Figo 6.14 Formation of a dipole layer for a (A) donor adsorbate and 

an {B) acceptor adsorbate. 

Fig. 6.15 Work function change of the Rh(111) surface as a function 

of CO coverage. The dashed curve shows the fit with the 

model discussed in the text. 

Fig. 6.16 The work function of the Rh{111) surface as a function of 

sodium coverage. The clean Rh{111) work function is from 

Ref. 21. 
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Fig. 6.17 Work function of the Rh(111) surface at 310K as a function 

of benzene and fluorobenzene exposure. The clean Rh(111) 

work function is from Ref. 21. 

Fig. 6.18 Work function of the Rh(111) surface at 310K as a function 

of ethylene exposure. The clean Rh(111) work function is 

from Ref. 21. 

Fig. 6.19 The C-0 stretching frequency of CO coadsorbed in structures 

that have one CO per coadsorbate is plotted against the ef­

fective dipole moment of the coadsorbate alone on Rh(111). 

Fig. 6.20 The work function of the Rh(111) surface at 310K as a func­

tion of CO exposure when the surface was first precovered 

with &Na = 0.0, 0.15, and 0.25. 
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Proposed Structure: 

(2x2)-C2H2 on Rh( 111) 
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7.1 Introduction 

Vibrational spectra for hydrogen adsorption on metal surfaces have 

usually been interpreted as resulting from the harmonic motion of the 

hydrogen atoms at well localized adsorption sites [1]. In this chapter 

we present evidence, obtained by high resolution electron energy loss 

spectroscopy (I-REELS), indicating that hydrogen atoms, adsorbed on the 

Rh(111) crystal surface, exhibit delocalized quantum behavior in their 

motion. This behavior can be described as the existence of a two­

dimensional band structure for motion parallel to the surface. 

Evidence for this quantum motion of adsorbed hydrogen atoms includes: 

1) The absence of a deuterium isotope shift for the lowest energy loss 

excitation [this excitation is associated with quantum motion of hydro­

gen atoms parallel to the Rh(111) surface]. 2) Broadened energy loss 

peaks as a result of the delocalized nature of hydrogen adsorption. 

And 3) good agreement with theoretical predictions for hydrogen adsorp­

tion on the Ni(111) surface by Puska, et al. [2], whose calculations 

indicate that quantum behavior needs to be taken into consideration in 

the appropriate description for the motion of hydrogen atoms on metal 

surfaces. 

The possibility of quantum motion of atoms on surfaces was origi­

nally proposed by Christmann et al. [3] in connection with hydrogen 

chemisorption. They pointed out that, if diffusion barriers are 

ignored, the de Broglie wavelength resulting from the thermal energy 

of hydrogen atoms moving parallel to a surface is on the order of 1 A. 

Consequently, these authors proposed that the motion of hydrogen atoms 
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parallel to a surface should be described in terms of a band structure 

with band gaps arising from the diffraction of hydrogen atoms from the 

two-dimensional periodic potential. In the limit of small diffusion 

barriers, the band gaps would be approximately equal to twice the 

appropriate Fourier component of the periodic potential. 

More recently, Puska et al. [2] have reported the results of de­

tailed calculations for the quantum motion of hydrogen adsorbed on 

nickel surfaces. As well as supporting the delocalized quantum nature 

of adsorbed hydrogen, these calculations also indicate that the motion 

of hydrogen perpendicular to the surface couples strongly to the motion 

parallel to the surface because of the anharmonicity of the combined 

perpendicular and parallel potentials and the delocalized nature of hy­

drogen adsorption. The coupling between the perpendicular and parallel 

motions results in both these motions having bandlike properties. 

The delocalized quantum model of hydrogen adsorption is in many 

ways analogous to the nearly-free electron gas model, which is com­

monly used to describe the formation of electronic bands in simple 

metals. Since hydrogen is bound in a deep potential well perpendicular 

to the surface, it might form a 11hydrogen fog 11 along the surface, a 

term we use to describe the delocalized quantum behavior of hydrogen 

adsorption on a metal surface in the same way as an 11 electron gas .. is 

used to describe conduction electrons in a metal. 
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7.2 Results and Interpretation 

7.2.1 HREEL Spectra for Ebeam = 2.0 eV 

Figure 7.1a shows the electron energy loss spectra obtained in the 

specular direction for several coverages of hydrogen and deuterium on 

the Rh(111) surface at 80 K, as well as for the clean Rh(111) surface. 

Coverages were determined by comparing the hydrogen thermal desorption 

yield with that of a (2x2) ethylidyne overlayer [6]. A coverage of 

&H = 1.0 corresponds to one adsorbed hydrogen atom per surface rhodium 

atom. For these spectra, the incident electron beam energy was 2.0 eV. 

At this beam energy, the Rh(111) surface has an exceptionally high 

electron reflectivity making it impossible to measure accurately the 

intensity of the elastic electrons due to saturation of our counting 

electronics. However, only at beam energies near 2.0 eV was the lowest 

energy excitation at 450 cm-1 clearly visible. No vibrational modes 

-1 were observed above 1450 em that could be attributed to the H-H 

vibration of molecularly adsorbed hydrogen, indicating the hydrogen 

adsorbs dissociatively at 80 K on Rh(111). 

First, we discuss the & = 0.4 hydrogen spectrum, which is charac­

teristic of the spectra for low hydrogen coverages. The most promi­

nent feature of this spectrum is the loss peak at 450 cm-1• Great 

care was taken to ensure that this excitation was not due to an impur­

ity on the surface. We assign the 450 cm-1 loss to transitions from 

the ground-state band to the first excited-state band for the motion 
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of hydrogen on the Rh(111) surface. For hydrogen on Ni(111), a sur­

face with the same structure as Rh(111), the calculations of Puska et 

al. [2] indicate that the first excited-state band has E symmetry, 

corresponds mainly to quantum motion parallel to the surface and is 

-1 centered 320 em above the ground-state band, close to the frequency 

of 450 cm-1 we observe on Rh(111). 

If the 450 cm-1 excitation does indeed correspond to transitions 

to an E symmetry band, then this excitation should have little or no 

contribution from dipole scattering [7]. This was checked by monitor­

ing the angular dependence of the 450 cm-1 loss intensity, as shown 

in Fig. 7.lb. The intensity decreases at angles away from the specular 

scattering directions, but in a manner uncharacteristic of dipole scat-

tering (exemplified by a Rh-CO stretch in Fig. 7.lb), indicating that 

impact scattering dominates for this loss. 

A surprising characteristic of the 450 cm-1 loss peak is that no 

corresponding loss peak exists in the deuterium spectrum at a frequency 

reduced by a factor /2, which would be expected if hydrogen and deute­

rium were bound in a totally harmonic potential; instead, the 450 cm-1 

loss appears to shift only slightly in the corresponding deuterium 

spectrum (Fig. 7.1a). The calculations by Puska et al ., [2] predict 

that all bands, for hydrogen adsorbed on Ni(111), should shift in 

energy by about a factor of ~- However a suitably anharmonic 

potential for hydrogen adsorption on Rh(111) could provide a possible 

explanation for the lack of an observed shift in the 450 cm-1 loss. 

If the potential is suitably anharmonic in the direction perpendicular 
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to the surface, the hydrogen position wavefunctions can extend further 

above the surface than the deuterium wavefunctions due to the larger 

zero point motion of hydrogen. Consequently, hydrogen atoms can see a 

substantially smaller barrier to delocalized motion parallel to the 

surface than deuterium atoms; this· effect tends to cancel the expected 

isotopic shift. A similar effect has been reported for the motion of 

the different isotopes of helium on graphite surfaces [8]. Recent 

calculations by Tomanek et al. [9] for hydrogen adsorbed on Pd(lOO) 

indicate that the large interatomic spacing between palladium atoms 

contributes to the anharmonicity of the hydrogen potential on Pd(lOO). 

Therefore, the larger lattice spacing of rhodium compared to nickel 

should result in a more anharmonic potential for hydrogen adsorption 

on Rh(lll) compared to Ni(lll). However, more detailed calculations 

for both the potential and the motion of hydrogen and deuterium 

adsorbed on Rh(lll) are needed to confirm this interpretation. 

Next, we discuss the higher energy loss peaks that appear in the 

spectra for adsorbed hydrogen and deuterium. In the & = 0.4 spectra, 

these excitations are broad and weak. For coverages greater than 0.4, 

these become narrower and more intense as well as shifting slightly to 

higher energies. The reduction in bandwidth at higher coverages can 

be explained within the delocalized model of hydrogen adsorption as 

resulting from a reduction in hydrogen mobility due to blocking by 

neighboring hydrogen atoms [2]. The shifts in energies of the excita­

tions may be due to hydrogen-hydrogen interactions, which become 
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apparent at higher coverages. No ordered overlayers were observed by 

low energy electron diffraction (LEED) for hydrogen and deuterium on 

Rh (111) down to T = 80 K. 

Within the "hydrogen fog" model, we interpret these higher energy 

excitations centered at 750, 1100, and 1450 cm-1 as corresponding to 

transitions from the ground-state band to excited-state bands, which 

result from the combination of motion both perpendicular and parallel 

to the surface. Evidence that the 750 and 1100 cm-1 excitations 

correspond to a significant amount of motion perpendicular to the 

surface comes from off-specular measurements of the loss intensities 

shown in Fig. 7.1c. These two losses decreased in intensity at angles 

away from the specular scattering direction in a manner characteristic 

of dipole scattering. Dipole scattering is expected if these excita-

tions are associated with motion perpendicular to the surface and with 

transitions between the ground-state band and A1 symmetry states [7]. 

Consequently, we assign the 750 and 1100 cm-1 losses to transitions 

from the ground-state band to the Ai and Ai bands, respec-
-1 tively, which are predicted to occur at 590 and to the 1100 em for 

hydrogen adsorption on Ni(111) [2]. Because of the low intensity of 

the 1450 cm-1 loss, it was not possible to determine the scattering 

mechanism of this loss. We assign this loss to transitions to the E2 

band, even though there may be overlapping contributions from transi-

tions to the A~ bands. E2 and A~ bands are predicted to 

occur at 10~ and 1040 cm-1, respectively, for hydrogen adsorbed on 

Ni(111) [2]. If these excitations do indeed correspond to a large 
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degree of motion perpendicular to the surface, then their observed 

deuterium shift of about /2 is not surprising, since the potential 

perpendicular to the surface, even though anharmonic, approximates 

that of a harmonic oscillator. 

The higher excited-state bands, as well as the 450 cm-1 band, 

involve a significant amount of quantum motion parallel to the sur-

face, as indicated by the broadness of the loss peaks in the HREEL 

spectra. The excited-state bands are expected to be fairly broad 

within the "hydrogen fog" model, since the delocalized quantum nature 

of hydrogen adsorption results in extensive overlap of hydrogen posi-

tion wavefunctions for excited states centered over neighboring adsorp-

tion sites [2]. Further, the calculations by Puska et al., indicate 

that, for hydrogen on a close-packed surface (like Ni(lll) or Rh(lll)), 

the ground-state energy band is fairly narrow, -4 meV. Consequently, 

at the temperature for which the spectra in Fig. 7.1a were taken 

(00 K), all the states of the ground-state band should be thermally 

populated, and vertical transitions {~k = 0} between the ground-state 

band and the excited-state bands should be observable at any point in 

the Brillouin zone. Therefore, the observed excitations in the HREELS 

spectra should have a width dominated by that of the excited-state 

band. For the &H = 1.0 spectra in Fig. 7.1a, the FWHM widths of the 

450, 750, 1100, and 1450 cm-1 excitations are, respectively, 110, 

110, 95, and 160 cm-1 after deconvolution of the instrumental reso­

lution of 65 cm-1• These experimental values give approximate val­

ues of 220, 220, 190, and 320 cm-1 for the energy bandwidths of 
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hydrogen on Rh(111), which agree reasonably well with the values of 

350, 320, 210, and 470 cm-1 predicted for similar energy bands for 

hydrogen on Ni(111) [2]. The discrepancies may be due to the differ-

ence in metals, to finite coverage effects, or to the dependence of the 

measured widths on the incident beam energy, as is discussed below. 

Other mechanisms, besides delocalization, that can broaden vibra-

tional lines of adsorbates have been considered quite generally by 

Gadzuk and Luntz [10] and are often found to have a characteristic 

temperature and/or isotope dependence. Where it was possible to 

measure the bandwidths for hydrogen (deuterium) on Rh(111) under 

similar conditions, the 750 cm-1 (560 cm-1) and 1100 cm-1 

(830 cm-1) bandwidths showed, within experimental error, no isotope 

or temperature dependence over the 80 - 200 K temperature range. This 

isotope and temperature dependence points away from mechanisms such as 

inhomogenous broadening from defects or exchange-coupling dephasing, 

which are expected to have a strong isotope or temperature depend­

ence [10]; other broadening mechanisms, however, cannot be completely 

ruled out. The observed isotope dependence is consistent though with 

the irregular changes in band shapes predicted by Froyen et al. [11] 

for the quantum motion of hydrogen and deuterium on Ni(100). 
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7.2.2 Energy Dependence of HREEL Spectra 

For hydrogen adsorbed on Rh(111), we have also observed a remark­

able dependence of the intensity and widths of the HREELS losses on 

the beam energy at which the HREEL spectra are taken. First, the 

450 cm-1 loss is only clearly visible at beam energies near 2 eV • 

Second, the dipole active 750 and 1100 cm-1 losses go through a 

strong resonance near a beam energy of 4.7 eV as is shown in Fig. 7.2. 

This figure shows the loss intensities as a function of beam energy, 

along with the elastically reflected electron intensity and the mea-

sured widths of the transitions. Off specular measurements indicate 

that the impact scattering is the predominant scattering mechanism for 

beam energies > 3 eV. Similar resonances in inelastic scattering in-

tensities have been observed for adsorbed molecules on other metal 

surfaces [12], where the resonances are thought to be due to the in-

cident electrons, at particular beam energies, being trapped for a 

short period of time in surface or molecular electron states. Fur-

ther, a dramatic decrease in band widths of the dipole active 750 and 

1100 cm-1 excitations is observed as the beam energy goes from ener­

gies (< 3 eV) where the principal scattering mechanism is dipole scat­

tering to energies (> 3 eV) where the principal scattering mechanism 

is impact scattering. As far as we can ascertain, this is the first 

report of an energy dependent linewidth for an excitation in an elec-

tron energy loss spectrum and as yet is not understood. 
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7.3 Comparison to Other Metals 

Finally, we examine whether results previously reported for hydro-

gen adsorbed on other close packed surfaces can also be interpreted 

within the delocalized, "hydrogen fog" model. Gomer and coworkers 

[13] have observed, using field emission microscopy, temperature 

independent diffusion of the three hydrogen isotopes adsorbed on the 

W(110) surface for temperatures in the range 27-120 K. These 

experiments imply that tunneling is the dominant mechanism for 

hydrogen diffusion on W(110) for temperatures less than 120 K. 

However, tunneling is some physical mechanism as "quantum motion .. , but 

in the tunneling diffusion process only quantum motion within the 

ground state band is important. The tunneling rate is directly 

related to the ground state bandwidth [14], but calculations by Whaley 

et al. [14] indicate that a very narrow ground state band width 

(- 10-9 rneV), much narrower than those calculated by Puska et al. 

[2], can explain the diffusion results for hydrogen on W(l10). 

Further evidence for delocalized hydrogen on other closed packed 

surfaces with the same surface structure as Rh(111) can be found in 

previously reported HREELS results. Table 7.1 lists the experimen-

tally observed excitation energies, which are assigned by us to 

transitions between the energy bands expected for del oca 1 i zed hy-

drogen. Also listed in Table 7.1 are the calculated transition 

energies and widths for hydrogen on Ni(111). In Table 7.1, the 

notation A~, E1, etc. refers to the symmetry of the bands, with 

the superscript referring to the order of the bands relative to 
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other bands of the same symmetry. The 750 and 1100 cm-1 excitations 

of hydrogen on Rh(111), the 820 and 1140 cm-1 of hydrogen on Ru(OOl) 

and the 550 cm-1 excitation on Pt(111) are assigned to A~ ~A~ 

transitions since off-specular measurements indicate they are dipole 

active. The remaining observed excitations listed in Table 7.1 occur 

predominantly by impact scattering. Since there could be a small di­

pole scattering contribution to these losses, it is not clear whether 

they should be assigned to non-dipole active A~ ~ En transitions or 

to dipole active A~ ~ A~ transitions. Consequently, these frequencies 

have been assigned by us simply to transitions that are closest to 

those predicted theoretically for hydrogen on Ni(111). Since many of 

the excitations observed are very broad, they could also be due to 

transitions to several overlapping bands rather than to single band as 

assigned in Table 7.1. 

Table 7.1 shows that previously reported experimental results for 

hydrogen adsorbed on closed packed surfaces can be interpreted in a 

consistent manner within a delocalized, quantum description of hydrogen 

adsorption. Further, where bandwidths have been reported, they are 

fairly large, which also supports a delocalized, quantum description 

for hydrogen adsorption on these surfaces. That not all the predicted 

transitions have been observed for hydrogen adsorbed on these various 

surfaces may be due to the very low HREELS excitation probabilities 

for hydrogen. We have only been able to observe a relatively large 

number of transitions by HREELS by choosing an appropriate incident 

beam energy (2.0 eV). ·Consequently, we feel that hydrogen adsorption 
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on these surfaces, as well as on other metal surfaces, should be re­

examined more carefully by vibrational spectroscopy for features char­

acteristic of delocalized, quantum behavior. 

7.4 Conclusions 

We have made HREELS observations that strongly favor a delocalized, 

quantum description of adsorbed hydrogen ("hydrogen fog") over the 

classical harmonic-oscillator model. Specifically, we have been able 

to observe excitations between the ground-state band and the broad, 

low energy bands expected for quantum motion of hydrogen on a close 

packed surface. We also observe that the lowest energy excitation in 

the hydrogen spectra appears not to shift in energy in the corre­

sponding deuterium spectra; this excitation is interpreted to result 

from quantum motion parallel to.the surface. 



Tab 1 e 7 .1. 
· hydrogen 

Calculated 

Ni(lll) [2] 

Experimental 

Rh ( 111) 

Ni(111) [15] 

Ru(001) [16] 

Pt ( 111 ) [ 17] 
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Transition energies (and band widths) in cm-1 for 
adsorbed on hexagonally closed-packed surfaces. 

0 1 
A1 ~ A1 

590( 350) 

750(220) 

710 

820 

550 

0 2 
A1 ~ A1 

1100 ( 320) 

1100( 190) 

1120 

1140 

1230 

A~ ~ E
1 A~ ~ E

2 

320(210) 10~( 770) 

450 ( 220) 1450 ( 320) 

1550 
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FIGURE CAPTIONS 

Fig. 7.1. a) Electron energy loss spectra for hydrogen and deuter­

ium adsorbed on Rh(111). The instrumental resolution is 

Fig. 7.2. 

-1 ) -1 65 an • b Angular dependence of the 450 em loss in ten-

sity for yH = 0.4. For comparison, the angular dependence 

of the dipole active Rh-C mode for CO adsorbed on Rh(111) 

is a 1 so shown. c) Angular dependence of the 750 and 

llOO cm-1 loss in tens it i es for eH = 1. 0. 

a) Elastic peak intensity, b) 1 ass peak intensities, and 

c) band widths observed in the eH = 1.0 HREEL spectra. 

Band widths are given after deconvoluting out the 

instrumental resolution of 55 cm-1• 

... 
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8.1 Back ground 

In many practical situations, an oil film separates two surfaces 

moving relative to each other with the coefficient of friction depend-

ing on the hydrodynamic properties of the oil. As the load is in-

creased and the relative speed is decreased, the separation distance 

between the two surfaces becomes smaller, and increasing contact occurs 

between the two surfaces; as the surfaces come into contact, the coef-

ficient of friction increases dramatically. This phenomenon can be 

described by what is known as the Stribeck curve [1], which is il­

lustrated in Fig. 8.1; the abscissa quantity, (viscosity) (speed)/ 

(load), is known as the generalized Sommerfeld number [3]. 

When the surfaces are in actual contact, the type of lubrication, 

is then called boundary lubrication. In this region the mechanism of 

lubrication should be suitable for study by surface science techniques. 

Most surfaces, even smooth appearing ones, are actually very rough 

and irregular on the atomic scale. Consequently, when two surfaces 

come into contact, only the asperities actually touch, resulting in 

the real area of contact being much smaller than the apparent area. 

At these initial points of contact, the pressure is extremely large 

and the material around the contact points flows plastically until the 

local pressure falls to the yield pressure, Pm, of the softer mater­

ial. Therefore, the actual area of contact is proportional to the 

load and is given by 

w 
A= -p-

m 
where W is the load. For most metals, Pm is in the range of 10 to 

.... 
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100 Kg/mm2, so in a friction experiment with a load of 100 gm, the 

true area of contact would be in the range of 10-4 to 10-5 cm2• 

When the twb surfaces are moved relative to each other, there is a 

frictional force, F, opposing this motion. This force can, in general, 

be expressed as the sum of two terms [4]: 

F = F + F s p 

One term is the shearing force, Fs, required to shear the junctions at 

the points of actual contact. This is given by 

Fs = Asm 

where sm is the shear strength per unit area. The second term is 

called the plowing force since it is the force required to displace 

the softer material from the front of the harder one; however, if both 

materials are hard, the friction is due mostly to the shearing term. 

Then 

or 

This result is just Amontons' law, which states that the coefficient 

of friction ~ is independent of the apparent area of contact. For 

most metals, sm/Pm is close to 1/3 [4]. 

In many cases, the surfaces are covered with a strongly bound film 

of lubricant, such as an oxide film or a fatty acid film, through 

which the asperities have to break in order to make contact with the 

other surface. Consequently, the load is supported over two areas: 



216 

A1, the area of film-film contacts and A2, the area of metal-metal 

contacts. The total frictional force then is 

F = Fs = A1sf + A2sm 

where sf is the shear strength per unit area of the film-film 

contacts. Therefore, a good lubrication film should have a low sf 

and should also be hard for the asperities to break through in order 

that A2 remains as small as possible. 

In these descriptive terms, the mechanism of metallic friction is 

fairly well understood; however, a good quantitative understanding is 

still lacking. Next, we briefly review some of the relevent experi­

ments on metallic friction under the well characterized conditions 

necessary to obtain such an understanding. 

There is ample evidence that clean metals if pressed together can 

adhere very strongly [5]. The force required to 11pull off 11 one metal 

from the other clearly depends on the strength of the interfacial 

bond. Buckley and his group have shown that with similar metals the 

pull off force and the friction fall off very rapidly as the amount of 

d-bonding in the bulk is increased [6]. These results for friction 

are shown in Fig. 8.2 and have been interpreted in terms of reduced 

bond strengths. The adhesion and friction between two surfaces have 

also been found to be correlated with other bulk properties such as 

ductility [7], tensile strength and shear strength [8]. Another 

general result for when two clean metals are brought into contact is 

that transfer of the cohesively weaker metal to the cohesively 

stronger metal is always observed [5]. 
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Practically all published work agrees that small amounts of con­

taminants on surfaces can greatly reduce the adhesion between 

metals [4,5]. For example, Fig. 8.3 shows the effect of H2S ad­

sorption on the Fe(Oll) surface. Even for a low coverage c(2x4) 

structure, the adhesion force is dramatically less that of the clean 

surface. Another dramatic example, shown in Fig. 8.4, is the reduc­

tion of the coefficient of friction between two W(OOl) surfaces after 

oxygen adsorption. Here the coefficient of friction drops by a factor 

of two even for small oxygen coverages (& < 0.5). 

However, an atomic scale understanding of how these contaminants 

dramatically reduce adhesion and friction is still lacking. In par­

ticular, several questions remain unresolved: Do the contaminants 

change the way the metals deform or workharden in the surface region? 

How does the break-down of the lubrication film occur? Does shear 

sliding or tearing occur at the film-film contacts? 

8.2 Objectives and Results 

In our studies of friction and lubrication, our principal ob­

jective is to determine how the structure of a chemisorbed overlayer 

influences the coefficient of friction. An apparatus (discussed in 

section 2.2.7) has been built and tested that is capable of measuring 

the coefficient of friction between two well characterized surfaces 

under ultra-high vacuum conditions. The plan is to study the effect 

on friction of a wide variety of adsorbate surface structures under 

conditions where the only variable changed is the bonding of the 
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adsorbate to the surface. By concentrating on those adsorbates, such 

as ones described in this thesis, whose surface structures have been 

well characterized by other surface science techniques, it is hoped 

that a deduction of the underlying mechanisms for lubrication by chem­

isorbed monolayers will be possible. 

In Fig. 8.5 we show the preliminary results of experiments done 

with a rhodium pin sliding over a Rh(lll) single crystal sample under 

several conditions. In these experiments, the pin slides back and 

forth several times over the same track, which accounts for the os­

cillatory behavior of the coefficient of friction. Figure 8.5a shows 

the coefficient of friction as a function of time for the pin sliding 

over the sample in air with a 50 gm load and a sliding speed of 

0.005 cm/s. The "noise" in the coefficient of friction is most likely 

from the pin sticking briefly then slipping across the surface. In 

Fig. 8.5a, the average value of the coefficient of friction for 

sliding in air is 0.24. 

Figure 8.5b shows the coefficient of friction as a function of 

time for the pin sliding across a Rh(lll) sample that was first 

cleaned in UHV then exposed to air. During this experiment the back­

ground pressure was 3xlo-7 torr, the load is 50 gm, the sliding 

speed is 0.005 cm/s, and only a carbon Auger peak is visible in the 

Auger spectrum of the Rh(lll) surface. From Fig. 8.5b, it is apparent 

that the nature of the slip-stick has changed and the average coef­

ficient of friction has increased to 0.74 compared to the experiment 

done in air. 
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Figure 8.5C shows the coefficient of friction as a function of time 

for the pin sliding across the sample with an ambient pressure of 10-9 

torr. Before the experiment, the Rh(lll) sample was cleaned by cycles 
+ 

of Ar sputtering, heating in 02 and annealing in vacuum to the point 

where only small amounts of surface impurities (P, B, and C) were de-

tectable by AES; a submonolayer of adsorbed CO may also be present on 

the surface during the experiment. The rhodium pin was cleaned by 
+ 

cycles of Ar sputtering; AES indicated the presence of about one mono-

layer of carbon as well as a substantial amount of oxygen on the pin sur-

face. Again, the load was 50 gm and the sliding speed was 0.005 cm/s. 

The average coeffitient of friction is 0.9. 

From the results in Fig. 8.5, one can see that the cleaner the rho-

dium surfaces become, the higher the coefficient of friction between 

them, in agreement with experiments with other metal surfaces. To 

achieve the high coefficients observed for atomically clean metal sur­

faces in contact (see Figs. 8.2 and 8.4} further cleaning of the two 

rhodium surfaces, particularly the rhodium pin, is needed. Modifi-

cations that make it possible to heat the pin should enable us to 

achieve better cleaning of the pin surface. 

Experiments are currently in progress by Peter McAnally of our group 

using the "friction apparatus" described in this thesis to study the ef-

feet that adsorbates on Rh(lll) have on the coefficient of friction. 

These experiments will concentrate on those adsorbates studied in this 

thesis in order to make use of the body of knowledge already gained; 

consequently, these experiments should be regarded as a continuation of 

this thesis. 
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FIGURE CAPTIONS 

Fig. 8.1 Regions of hydrodynamic and boundary lubrications. (From 

Ref. 2.) 

Fig. 8.2 Coefficient of friction of the indicated metals against a 

gold (111) surface at 25°C. (From Ref. 6.) 

Fig. 8.3 Influence of hydrogen sulfide on adhesion of between two 

Fe(011) surfaces. (From Ref. 5.) 

Fig. 8.4 Oxygen adsorption and friction for tungsten sliding on tungs-

ten, both (100) planes. Load, 50 gm; speed, 0.001 cm/s; 

0 -10 ( ) temperature, 20 C; pressure, 10 torr. From Ref. 5. 

Fig. 8.5 The coefficient of friction as a function of time for a rho-

dium pin sliding on a Rh(111) crystal surface. The sliding 

speed is 0.005 cm/s and the temperature is 310 K. 

(a) Sliding in air; (b) sliding in 3 x 10-7 torr; and 

(c) sliding in 10-9 torr after some cleaning of the pin 

and sample surfaces. Note the scale for the coefficient of 

friction is different for each plot. The oscillatory behav­

ior is from the pin sliding back and forth over the same 

track. 
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