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ABSTRACT OF THE DISSERTATION

Learning-Augmented Online Decision Making With Guaranteed Trustworthiness

by

Jianyi Yang

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, September 2023

Dr. Shaolei Ren, Chairperson

Many mission-critical systems need to solve online decision-making problems such as

workload scheduling in datacenters, power allocation in edge computing, battery management

for EV charging, demand response in power systems, etc. Decision-making algorithms in

these systems are expected to achieve a high expected reward while guaranteeing some

important trustworthiness metrics such as robustness, safety, fairness, etc. Recently, machine

learning (ML) for decision processes, utilizing available statistical information to achieve

a high expected reward, has been attracting growing interests. However, ML algorithms

usually suffer from the lack of trustworthiness guarantees, which hinders their deployments

in real systems. On the other hand, domain expert algorithms have been programmed

in many real systems for a long time and can be trusted in terms of some performance

metrics, but they may not achieve a high enough expected reward. In this dissertation, given

various decision processes, we design algorithms to exploit corresponding expert knowledge

to achieve both high expected reward and provably-guaranteed worst-case performances, and

validate the performance of the proposed algorithms on applications of computing systems.
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Specifically, the dissertation includes learning-augmented algorithms and theory

in the following aspects. First, the dissertation consider bandit decision making with

imperfect context and proposes robust algorithms to maximize the worst-case reward

minimize the worst-case regret, respectively. The simulations of the algorithms on online

edge datacenter selection validate our theoretical analysis. Then, the dissertation considers

online optimization/control problems with known dynamic models and proposes expert

calibrated ML algorithms with provable guarantees for anytime competitiveness. The

theoretical analysis highlights the tradeoff between any-time competitiveness and average

performance. The empirical results on electric vehicle charging station management are

used to demonstrate the performance. Furthermore, without the knowledge of dynamic

models, the dissertation designs reinforcement learning algorithms to optimize the expected

reward while guaranteeing the anytime cost constraints for any episode. Experiments on the

application of carbon-intelligent computing verify the reward performance and cost constraint

guarantee for the proposed algorithm. Beyond that, the dissertation considers online decision

making with multiple budget constraints and proposes machine learning (ML) assisted

unrolling approach which unrolls the online decision pipeline and leverages an ML model for

updating the Lagrangian multiplier online. For efficient training via backpropagation, we

derive gradients of the decision model. Finally, the dissertation gives a theoretical analysis on

general domain knowledge informed learning, quantitatively demonstrating the two benefits

of do- main knowledge in informed learning — regularizing the label-based supervision and

supplementing the labeled samples.

ix



Contents

List of Figures xiii

List of Tables xiv

1 Introduction 1
1.1 Motivation and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Learning-Augmented Decision Making . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Learning to Optimize . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Decision-Focused Learning . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.3 Learning-Augmented Algorithms . . . . . . . . . . . . . . . . . . . . 3
1.2.4 Constrained/Conservative RL . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Machine Learning With Domain Knowledge . . . . . . . . . . . . . . . . . . 5
1.3.1 Preliminaries of Knowledge Informed Learning . . . . . . . . . . . . 5
1.3.2 Algorithm Unrolling . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 Dissertation Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Robust Bandit Decision Making With Imperfect Context 11
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3.1 Context Imperfectness . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Reward Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Robustness Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.1 Type-I Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.2 Type-II Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.3 Comparison of Two Robustness Objectives . . . . . . . . . . . . . . 23

2.5 Robust Bandit Arm Selection . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.1 MaxMinUCB: Maximize Minimum UCB . . . . . . . . . . . . . . . . 24
2.5.2 MinWD: Minimize Worst-Case Degradation . . . . . . . . . . . . . . 26
2.5.3 Summary of Main Results . . . . . . . . . . . . . . . . . . . . . . . . 30

2.6 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

x



3 Learning-Augmented Online Decision Making With Known Dynamic
Models 33
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3.1 Finite-Horizon Control Model . . . . . . . . . . . . . . . . . . . . . . 37
3.3.2 Objective and Performance Metrics . . . . . . . . . . . . . . . . . . . 39

3.4 Algorithm Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4.1 Safe Action Set for Per-Episode Competitiveness . . . . . . . . . . . 41
3.4.2 Learning-Augmented Competitive Control . . . . . . . . . . . . . . . 43
3.4.3 Training the ML Policy . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.5 Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5.1 Expected Regret . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5.2 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.6 Simulation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4 Learning-Augmented Online Decision Making With Unknown Dynamic
Models 54
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.3.1 Anytime-Constrained MDP . . . . . . . . . . . . . . . . . . . . . . . 59
4.3.2 Motivating Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4.1 Guarantee the Anytime Constraints . . . . . . . . . . . . . . . . . . 64
4.4.2 Anytime-Constrained RL . . . . . . . . . . . . . . . . . . . . . . . . 67

4.5 Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.5.1 Regret Due to Constraint Guarantee . . . . . . . . . . . . . . . . . . 70
4.5.2 Regret of ACRL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.6 Empirical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.6.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.6.2 Baselines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.6.3 Experiment Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5 Learning-Assisted Online Optimization With Budget Constraints 81
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.3 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.4 Learning-Assisted Algorithm Unrolling . . . . . . . . . . . . . . . . . . . . . 88

5.4.1 Relaxed Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.4.2 Algorithm Unrolling . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.5 Training the Unrolling Architecture . . . . . . . . . . . . . . . . . . . . . . . 92

xi



5.5.1 Offline Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.5.2 Online Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.6 Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.7 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6 Theoretical Understanding of Domain Knowledge Informed Learning 105
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.3 Informed Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.3.1 Preliminaries of Neural Networks . . . . . . . . . . . . . . . . . . . . 109
6.3.2 Integration of Knowledge . . . . . . . . . . . . . . . . . . . . . . . . 110

6.4 Effects of Domain Knowledge . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.4.1 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.4.2 Generalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.5 A Generalized Training Objective . . . . . . . . . . . . . . . . . . . . . . . . 121
6.5.1 Population Risk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.5.2 Sampling Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.6 Further Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.7 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.7.1 Problem Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

7 Conclusions 130

Bibliography 131

xii



List of Figures

2.1 Illustration of reward and regret functions that Type-I and Type-II robustness
objectives are suitable for, respectively. The golden dotted vertical line
represents the imperfect context cI, and the gray region represents the defense
region B∆(cI). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Different cumulative regret objectives for different algorithms. . . . . . . . . 29

3.1 Comparisons of LACC with baselines. . . . . . . . . . . . . . . . . . . . . . . 53

4.1 Regret of different algorithms. . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 QoS costs of different algorithms. . . . . . . . . . . . . . . . . . . . . . . . 78

5.1 Architecture of LACC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2 Average utility with different episode lengths . . . . . . . . . . . . . . . . . 102
5.3 Average utility with different Wasserstein distances. . . . . . . . . . . . . . 102

6.1 Test MSE under different hyper-parameters. . . . . . . . . . . . . . . . . . . 126

xiii



List of Tables

2.1 Summary of Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

xiv



Chapter 1

Introduction

1.1 Motivation and Challenges

Machine learning (ML) especially deep neural networks has achieved great success

in multiple fields, such as computer vision, natural language processing, etc [396]. In recent

year, the potential of ML in intelligently solving many difficult problems in mission-critical

computing systems has attracted increasing attention from both academia and industry.

However, this presents new challenges for algorithm design. First, it is well-known that

ML based on statistical learning lacks robustness/trustworthiness guarantee and can have

unsatisfactory performance especially for adversarial examples or out of distribution (OOD)

testing [141]. This impedes the applicability of ML for real computing systems. Besides,

domain knowledge can come from various sources in multiple forms. This brings challenges

about utilizing domain knowledge and integrating it into ML models to improve the ML

performance for computing systems. To solve these challenges, a series of learning-augmented

algorithms are being developed to promote the applicability of ML in computing systems.
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In mission critical computing systems, there is always the need to solve sequen-

tial/online decision-making problems. Examples include online workload scheduling and

resource management in sustainable computing [326, 213], battery management for electrical

vehicle (EV) charging [374], online demand response with renewables [275, 376], etc. In

these problems, the actions at each time round rely on future unavailable information, which

makes them difficult to be solved by traditional algorithms. Despite this, ML can solve these

online problems well by exploiting enough training data to approximate the relationships

between actions and available inputs. However, computing systems usually have a high

requirement for robustness/trustworthiness to guarantee safety, quality of service, or fairness.

Pure ML-based solutions lack the robustness/trustworthiness guarantee, which limits their

applicability for online decision making problems in real systems. In this dissertation, we

focus on the learning-augmented algorithm design for online decision making problems in

mission-critical computing systems.

1.2 Learning-Augmented Decision Making

The learning augmented decision making design in this dissertation is related to

the following research directions.

1.2.1 Learning to Optimize

The dissertation is closely related to the quickly expanding area of learning to

optimize (L2O), which pre-trains an ML-based optimizer to directly solve optimization

problems [238, 96, 406]. Most commonly, L2O focuses on speeding up the computation for

2



otherwise computationally expensive problems, such as as DNN training [28], nonconvex op-

timization in interference channels [257, 116] and combination optimization [117]. Moreover,

ML-based optimizers have also been integrated into traditional algorithmic frameworks for

faster and/or better solutions [96, 227].

Studies that apply L2O to solve difficult online optimization problems where the

key challenge comes from the lack of complete offline information have been generally

under-explored. In [228], an ML model is trained as a standalone end-to-end solution for

a small set of classic online problems, such as online knapsack. In this dissertation, we

give L2O algorithms for various online decision making problems and design algorithms to

provably improve performance robustness.

1.2.2 Decision-Focused Learning

This dissertation is relevant to the recent decision-focused learning framework

[7, 23, 407, 399]. Decision-focused learning train an ML model by and end-to-end manner

to improve the decision-making performance. Decision-focused learning algorithms have

been designed for convex optimization [7], combinatorial optimizations [407], and general

optimizations [347]. In this dissertation, we apply the methodology of decision-focused

learning and train the ML models aware of the downstream calibration/robustification

procedure.

1.2.3 Learning-Augmented Algorithms

More recently, by combining ML-predicted actions with expert knowledge, ML-

augmented algorithm designs have been emerging in the context of online optimization,

3



control and decision making [402, 70, 284, 106, 31, 339, 110]. The goal of ML-augmented

online algorithms is to combine potentially untrusted ML predictions with robust poli-

cies (i.e., control priors). ML-augmented algorithms have been developed for online con-

trol/optimization by combining ML predictions and control priors through online switching

[340, 31] or adaptively setting a confidence on the ML prediction [248, 246]. However, many

learning-augmented algorithms for online decision making lacks the robustness guarantee

given a sequence. Although some of the existing studies [248, 340, 111, 244, 241] provide

provable competitive bounds, they cannot guarantee any-step trustworthiness constraints

that is needed for real decision making [282]. Moreover, these studies typically assume a

pre-trained ML model as a black box, whereas we study the policy learning process subject

to the competitiveness constraint against a control prior.

1.2.4 Constrained/Conservative RL

Constrained RL algorithms have been designed to solve various Constrained MDP

(CMDP) with reward objective and cost constraints. Among them, some are designed to

guarantee the expected cost constraints [139, 392], some can guarantee the cost constraints

with a high probability [97], and others guarantee a bounded violation of the cost constraints

[168, 130, 131, 5]. In addition, conservative RL algorithms [157, 423, 217, 422, 411] also

compare the cost performance with a policy prior, but they only guarantee the cost constraints

against a policy prior in expectation. In real mission-critical systems, however, the cost

constraints are often required to be satisfied at each round in any instance even in the worst

case, which hinders the deployment of these constrained/conservative RL policies. This

dissertation provide

4



1.3 Machine Learning With Domain Knowledge

The dissertation also contributes to machine learning with domain knowledge whose

preliminaries are given as below.

1.3.1 Preliminaries of Knowledge Informed Learning

Domain knowledge informed machine learning is rapidly emerging as a broad

paradigm that incorporates domain knowledge, either directly or indirectly, to augment the

purely data-driven approach and better accomplish a machine learning task. We provide a

summary of how domain knowledge is integrated with machine learning [396].

• Training Dataset. A straightforward approach to utilizing domain knowledge is to

generate (sometimes synthetic) data and enlarge the otherwise limited training dataset.

For example, based on the simple knowledge of image invariance, cropping[154],

scaling[436], flipping[59] and many other image pre-processing methods have been

used to augment the training data for image classification tasks. As another example,

in reinforcement learning (e.g., robot control and autonomous driving) where initial

pre-training is crucial to avoid arbitrarily bad decisions in the real world, simulated

environments can be built based on domain knowledge, providing simulations or

demonstrations to generate training data [156, 193]. Additionally, generative models

constructed based on specific knowledge have been shown useful for increasing training

data to improve model performance and robustness [154, 177].

• Hypothesis Set. The goal of a machine learning task is to search for an optimal

hypothesis that correctly expresses the relationships between input and output. To

5



reduce the training complexity, the target hypothesis set (decided by, e.g., different

neural architectures) should contain the optimal hypothesis and preferably be small

enough. Thus, domain knowledge can be employed for hypothesis set selection. For

example, [99] makes use of the prior knowledge from the existing neural architectures

to design new architectures (and hence, new hypothesis sets) for DNNs. As implicit

domain knowledge, long short-term memory recurrent neural networks are commonly

used for time series prediction [177]. Also, the structure of a knowledge graph helps to

determine the hypothesis set of graph learning [289, 56], while [385] maps the domain

knowledge represented in propositional logic into neural networks.

• Model Training. Domain knowledge can be integrated, either implicitly or explicitly,

with the model training procedure in various ways. First, domain knowledge can assist

with the initialization of training. For example, [332] provides a case-based method to

initialize genetic algorithms (i.e., generating the initial population based on different

cases), while [199, 230, 198] initialize neural network training with various domain

knowledge such as label co-occurrence and decision trees. Second, domain knowledge

can be used to better tune the hyper-parameters [52, 389, 285, 50]. In [52], implicit

knowledge from previous training is incorporated to improve hyper-parameter tuning,

and [389] extracts knowledge from multiple datasets to determine the most important

hyper-parameters. In addition, a more explicit way to integrate domain knowledge is

to directly modify the training objective function (i.e., risk function) based on rigorous

characterization of the model output [396]. For example, in [302], the knowledge of

constraints is incorporated into neural networks expressing the knowledge based loss

6



by the ReLu function. For another example, when learning to optimally schedule

transmissions for rate maximization in multi-user wireless networks, the communication

channel capacity can be added as domain knowledge to the standard label-based loss to

guide scheduling decisions; in physics, the analytical expression of a partial differential

equation can be utilized as domain knowledge on top of labeled data to better learn

the solution to the equation given different inputs

Such integration of explicit and rigorous domain knowledge can significantly benefit

machine learning tasks (e.g., fewer labels needed than otherwise). Thus, it is crucial

and being actively studied in informed machine learning [396, 408], which is also the

focus of our work. Note that using domain knowlege to generate pseudo labeled data

to augment the training dataset is a special case of integrating domain knowledge into

the training risk function (i.e., the knowledge-based risk is the same as the data-based

risk, except that its labels are generated based on domain knowledge).

• Final Hypothesis. Domain knowledge can also be used for consistency check on the

final learnt hypothesis or model [396]. For example, [216] employs physics domain

knowledge to construct the final model, [318] builds simulators to validate results of

learned model, and [145] leverages semantic consistency is used to refine the predicted

probabilities.

In this dissertation, we utilize the methodology of informed machine learning for

online decision making problems, provide a theoretical analysis of informed machine learning

to understand the benefits of domain knowledge.
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1.3.2 Algorithm Unrolling

Many aspects in this dissertation rely on the techniques of algorithm unrolling

which integrate ML into traditional algorithmic frameworks for better trustworthiness, better

generalization, lower sampling complexity and/or smaller ML model size [6, 96, 227, 300, 272].

Algorithm unrolling has been used for sparse coding [183], signal and image processing

[300, 255], and solving inverse problems [226] and ordinary differential equations (ODEs)

[94]. Also, algorithm unrolling is important for Learning to Optimize (L2O) [96, 406]. These

studies have their own challenges orthogonal to our problem where the key challenge is

the lack of complete offline information. Thus, in this dissertation, we apply the idea of

algorithm unrolling to online decision making problems with the aim to achieve guaranteed

trustworthiness/robustness and better generalization than generic RL-based optimizers to

directly obtain end solutions [17, 134, 228].

1.4 Dissertation Outline

The dissertation focuses on learning augmented algorithms for online decision

making problems in computing systems and include the following aspects.

In Chapter 2, the dissertation considers bandit problems with imperfect context

and designs robust algorithms to optimize the worst-case performances. Bandit decision

problems model many practical problems in recommendation systems, mobile health, cloud

resource provisioning, etc. In many cases, however, the context observed by the agent is

imperfect and uncertain. This presents challenges for robust decision making. We design

robust bandit learning algorithms for different robustness objectives with provably bounded

8



regrets. The regret analysis shows that the proposed robust bandit algorithms achieves the

optimal worst-case performances as time goes to infinity.

In Chapter 3, we design Learning-augmented algorithms for online optimiza-

tion/control with known dynamic models. The considered settings including smoothed

online optimization and online control, is important to numerous applications such as robot

tracking, datacenter resource provisioning, battery management for EV charging station,

online renewable aggregation, etc. ML algorithms have been increasingly applied in various

online decision problems to achieve high average performance, but they lack worst-case per-

formance guarantee (competitiveness). We addresses this challenge by a learning-augmented

algorithm which minimizes the average cost under the provable anytime performance guar-

antee comparing with a trusted prior for each instance. Our results formally highlight the

tradeoff between the worst-case and average cost performance.

In Chapter 4, we design learning-augmented algorithms for online decision making

with unknown dynamic models. The goal is to optimize the average reward while guaranteeing

the anytime cost constraints comparing with a policy prior. This problem models many

real decision-making problems in mission critical systems without an exact dynamic model.

The problem is challenging since only the information regarding the selected actions is

fed back. With some assumptions on the dynamics, we propose the Anytime-Constrained

Reinforcement Learning to provably guarantee the anytime constraints.

In Chapter 5, we consider online optimization with budget constraints which

models problems including online virtual machine resource allocation, resource management

in wireless networks, and data center server provisioning. The problem is challenging due
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to the strict budget constraints and the online nature. Existing online learning algorithms

like dual mirror descent have bounded average and worst-case performance only when the

contexts are independently distributed and the episodic length is long enough. Existing

competitive algorithms like CR-Pursuit have worst-case guarantee but are too conservative to

achieve satisfactory performance. This dissertation gives a deep unrolling model with better

average performance under general assumptions about context distribution and episode

length.

In Chapter 6, We give a rigorous analysis about the role of domain knowledge

in machine learning and how the quality of domain knowledge affect the generalization.

We define the metrics of the imperfectness of labels and domain knowledge and show

the dependency of the generalization bound on the imperfectness. Also, the analysis of

sampling complexity for informed ML establishes a quantitative equivalence between domain

knowledge and labeled samples. Based on the analysis, we provide a generalized training

objective to better exploit the benefits of knowledge and balance the label and knowledge

imperfectness. The study highlights the two benefits of do- main knowledge in informed

learning — regularizing the label-based supervision and supplementing the labeled samples.
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Chapter 2

Robust Bandit Decision Making

With Imperfect Context

2.1 Introduction

Contextual bandits [280, 112] concern online learning scenarios such as recom-

mendation systems [239], mobile health [236], cloud resource provisioning [89], wireless

communications [344], in which arms (a.k.a., actions) are selected based on the underlying

context to balance the tradeoff between exploitation of the already learnt knowledge and

exploration of uncertain arms [40, 39, 73, 118].

The majority of the existing studies on contextual bandits [112, 388, 344] assume

that a perfectly accurate context is known before each arm selection. Consequently, as long

as the agent learns increasingly more knowledge about reward, it can select arms with lower

and lower average regrets. In many cases, however, the perfect (or true) context is not
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available to the agent prior to arm selection. Instead, the true context is revealed after taking

an action at the end of each round [223], but can be predicted using predictors, such as time

series prediction[72, 164], to facilitate the agent’s arm selection. For example, in wireless

communications, the channel condition is subject to various attenuation effects (e.g., path

loss and small-scale multi-path fading), and is critical context information for the transmitter

configuration such as modulation and rate adaption (i.e., arm selection) [175, 344]. But,

the channel condition context is predicted and hence can only be coarsely known until the

completion of transmission. For another example, the exact workload arrival rate is crucial

context information for cloud resource management, but cannot be known until the workload

actually arrives. Naturally, context prediction is subject to prediction errors. Moreover, it

can also open a new attack surface — an outside attacker may adversarially modify the

predicted context. For example, a recent study [100] shows that the energy load predictor in

smart grid can be adversarially attacked to produce load estimates with higher-than-usual

errors. More motivating examples are provided in [419]. In general, imperfectly predicted

and even adversarially presented context is very common in practice.

As motivated by practical problems, we consider a bandit setting where the agent

receives imperfectly predicted context and selects an arm at the beginning of each round

and the context is revealed after arm selection. We focus on robust arm optimization given

imperfect context, which is as crucial as robust reward function estimation or exploration in

contextual bandits [138, 305, 446]. Concretely, with imperfect context, our goal is to select

arms online in a robust manner to optimize the worst-case performance in a neighborhood

domain with the received imperfect context as center and a defense budget as radius. In
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this way, the robust arm selection can defend against the imperfect context error ( from

either context prediction error or adversarial modification) constrained by the budget.

Importantly and interestingly, given imperfect context, maximizing the worst-case

reward (referred to as type-I robustness objective) and minimizing the worst-case regret

(referred to as type-II robustness objective) can lead to different arms, while they are the

same under the setting of perfect context [344, 239, 365]. Given imperfect context, the

strategy for type-I robustness is more conservative than that for type-II robustness in terms

of reward. The choice of the robustness objective depends on applications. For example,

some safety-aware applications [378, 159] intend to avoid extremely low reward, and thus

type-I objective is suitable for them. Other applications [239, 90, 184] focus on preventing

large sub-optimality of selected arms, and type-II objective is more appropriate. As a

distinction from other works on robust optimization of bandits [66, 222, 307], we highlight

the difference of the two types of robustness objectives.

We derive two algorithms — MaxMinUCB (Maximize Minimum UCB), which

maximizes the worst-case reward for type-I objective, and MinWD (Minimize Worst-case

Degradation), which minimizes the worst-case regret for type-II objective. The challenge of

algorithm designs is that the agent has no access to exact knowledge of reward function but

the estimated counterpart based on history collected data. Thus, in our design, MaxMinUCB

maximizes the lower bound of reward, while MinWD minimizes the upper bound of regret.

We analyze the robustness of MaxMinUCB and MinWD by deriving both regret and

reward bounds, compared to a strong oracle that knows the true context for arm selection

as well as the exact reward function. Importantly, our results show that, while a linear
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regret term exists for both MaxMinUCB and MinWD due to imperfect context, the added

linear regret term is actually the same as the amount of regret incurred by respectively

optimizing type-I and type-II objectives with perfect knowledge of the reward function. This

implies that as time goes on, MaxMinUCB and MinWD will asymptotically approach the

corresponding optimized objectives from the reward and regret views, respectively.

Finally, we apply MaxMinUCB and MinWD to the problem of online edge datacenter

selection and run synthetic simulations to validate our theoretical analysis.

2.2 Related Work

Contextual Bandits. Linear contextual bandit learning is considered in LinUCB

by [239]. . The study [4] improves the regret analysis of linear contextual bandit learning,

while the studies [8, 9] solve this problem by Thompson sampling and give a regret bound.

There are also studies to extend the algorithms to general reward functions like non-linear

functions, for which kernel method is exploited in GP-UCB [369], Kernel-UCB [388], IGP-

UCB and GP-TS [109, 124]. Nonetheless, a standard assumption in these studies is that

perfect context is available for arm selection, whereas imperfect context is common in many

practical applications [222].

Adversarial Bandits and Robustness. The prior studies on adversarial bandits

[41, 214, 18, 271] have primarily focused on that the adversary maliciously presents rewards

to the agent or directly injects errors in rewards. Moreover, many studies [38, 162] consider

the best constant policy throughout the entire learning process as the oracle, while in our

setting the best arm depends on the true context at each round.
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Recently, robust bandit algorithms have been proposed for various adversarial

settings. Some focus on robust reward estimation and exploration [18, 184, 138], and others

train a robust or distributionally robust policy [411, 380, 362, 361]. Our study differs from

the existing adversarial bandits by seeking two different robust algorithms given imperfect

(and possibly adversarial) context.

Optimization and Bandits With Imperfect Context. [331] considers online

optimization with predictable sequences and [205] focuses on adaptive online optimization

competing with dynamic benchmarks. Besides, [88, 211] study the robust optimization of

mini-max regret. These studies assume perfectly known cost functions without learning.

A recent study [66] considers Bayesian optimization and aims at identifying a worst-case

good input region with input perturbation (which can also model a perturbed but fixed

environment/context parameter). The study [398] considers the linear bandit where certain

context features are hidden, and uses iterative methods to estimate hidden contexts and model

parameters. The relevant papers [222] and [307] consider robust Bayesian optimizations

where context distribution information is imperfectly provided, and propose to maximize

the worst-case expected reward for distributional robustness. Although the objective of

MaxMinUCB in our paper is similar to the robust optimization objectives in the two papers,

we additionally derive a lower bound for the true reward in our analysis, which provides

another perspective on the robustness of arm selection. More importantly, considering that

the objectives in the two relevant papers are equivalent to minimizing a pseudo robust regret,

we propose MinWD and derive an upper bound for the incurred true regret.
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2.3 Problem Formulation

In this section, we give the problem formulation for the contextual bandit with

imperfect context. We model the context imperfectness captured by an error budget. Also,

we provide the preliminaries for reward estimation by kernel ridge regression,

Assume that at the beginning of round t, the agent receives imperfect context

x̂t ∈ X which is exogenously provided and not necessarily the true context xt. Given the

imperfect context x̂t ∈ X and an arm set A, the agent selects an arm at ∈ A for round t.

Then, the reward yt along with the true context xt is revealed to the agent at the end of round

t. Assume that X × A ⊆ Rd, and we use xat,t to denote the d-dimensional concatenated

vector [xt, at].

The reward yt received by the agent in round t is jointly decided by the true context

xt and selected arm at, and can be expressed as follows

yt = f(xt, at) + nt, (2.1)

where f : X × A → R is the reward function, X is the context domain, and nt is the

noise term. We assume that the reward function f belongs to a reproducing kernel Hilbert

space (RKHS) H generated by a kernel function k : (X ×A) × (X ×A) → R. In this

RKHS, there exists a mapping function ϕ : (X ×A) → H which maps context and arm

to their corresponding feature in H. By reproducing property, we have k ([x, a], [x′, a′]) =

⟨ϕ (x, a) , ϕ (x′, a′)⟩ and f (x, a) = ⟨ϕ (x, a) , θ⟩ where θ is the representation of function f(·, ·)

in H. Further, as commonly considered in the bandit literature [365, 239], the noise nt

follows b-sub-Gaussian distribution for a constant b ≥ 0, i.e. conditioned on the filtration

Ft−1 = {xτ , ya,τ , aτ , τ = 1, · · · , t− 1}, ∀σ ∈ R, E [eσnt |Ft−1] ≤ exp
(
σ2b2

2

)
.
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Without knowledge of reward function f , bandit algorithms are designed to decide

an arm sequence {at, t = 1, · · · , T} to minimize the cumulative regret

RT =
T∑
t=1

f(xt, A
∗(xt)) − f(xt, at), (2.2)

where A∗ (xt) = arg maxa∈A f(xt, a) is the oracle-optimal arm at round t given the true

context xt. When the received contexts are perfect, i.e. x̂t = xt, minimizing the cumulative

regret is equivalent to maximizing the cumulative reward FT =
∑T

t=1 f(xt, at).

2.3.1 Context Imperfectness

The context error can come from a variety of sources, including imperfect context

prediction algorithms and adversarial corruption [222, 100] on context. We simply use

context error to encapsulate all the error sources without further differentiation. We assume

that context error ∥xt − x̂t∥, where ∥ · ∥ is a certain norm [66], is less than ∆. Also, ∆ is

referred to as the defense budget and can be considered as the level of robustness/safeguard

that the agent intends to provide against context errors: with a larger ∆, the agent wants

to make its arm selection robust against larger context errors (at the possible expense of its

reward). A time-varying error budget can be captured by using ∆t. Denote the neighborhood

domain of context x as B∆ (x) = {y ∈ X | ∥y − x∥ ≤ ∆}. Then, we have the true context

xt ∈ B∆ (x̂t), where x̂t is available to the agent.

2.3.2 Reward Estimation

Reward estimation is critical for arm selection. Kernel ridge regression, which

is widely used in contextual bandits [365] serves as the reward estimation method in our
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algorithm designs. By kernel ridge regression, the estimated reward given arm a and context

x is expressed as

f̂t(x, a) = kT
t (x, a)(Kt + λI)−1yt (2.3)

where I is an identity matrix, yt ∈ Rt−1 contains the history of yτ , kt(x, a) ∈ Rt−1 contains

k([x, a], [xτ , aτ ]), and Kt ∈ R(t−1)×(t−1) contains k([xτ , aτ ], [xτ ′ , aτ ′ ]), for τ,τ ′∈{1, · · · , t− 1}.

The confidence width of kernel ridge regression is given in the following concentration

lemma followed by a definition of reward UCB.

Lemma 1 (Concentration of Kernel Ridge Regression). Assume that the reward function

f(x, a) satisfies |f(x, a)| ≤ B, the noise nt satisfies a sub-Gaussian distribution with pa-

rameter b, and kernel ridge regression is used to estimate the reward function. With a

probability of at least 1 − δ, δ ∈ (0, 1), for all a ∈ A and t ∈ N, the estimation error satisfies

|f̂t(x, a)−f(x, a)| ≤ htst(x, a), where ht =
√
λB+b

√
γt − 2 log (δ), γt = log det(I+Kt/λ) ≤

d̄ log(1 + t
d̄λ

) and d̄ is the rank of Kt. Let Vt = λI+
∑t

s=1 ϕ(x, a)ϕ(x, a)⊤, the squared confi-

dence width is given by s2t (x, a) = ϕ(x, a)⊤V−1
t−1ϕ(x, a) = 1

λk([x, a], [x, a]) − 1
λkt(x, a)T (Kt +

λI)−1kt(x, a).

Definition 2. Given arm a ∈ A and context x ∈ X , the reward UCB (Upper Confidence

Bound) is defined as Ut (x, a) = f̂t (x, a) + htst(x, a).

The next lemma shows that the term st (xt, at) has a vanishing impact on regret

over time.

Lemma 3. The sum of confidence widths given xt for t ∈ {1, · · · , T} satisfies
∑T

t=1 s
2
t (xt, at)≤

2γT , where γT = log det(I + KT /λ) ≤ d̄ log(1 + T
d̄λ

) and d̄ is the rank of KT .
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Figure 2.1: Illustration of reward and regret functions that Type-I and Type-II robustness
objectives are suitable for, respectively. The golden dotted vertical line represents the
imperfect context cI, and the gray region represents the defense region B∆(cI).

Then, we give the definition of UCB-optimal arm which is important in our

algorithm designs.

Definition 4. Given context x ∈ X , the UCB-optimal arm is A†
t (x) = arg maxa∈A Ut (x, a) .

Note that if the received contexts are perfect, i.e. x̂t = xt, the standard contextual

UCB strategy selects arm at round t as A†
t (xt). Under the cases with imperfect context,

a naive policy (which we call SimpleUCB) is simply oblivious of context errors, i.e. the

agent selects the UCB-optimal arm regarding imperfect context x̂t, denoted as a†t = A†
t (x̂t),

by simply viewing the imperfect context x̂t as true context. Nonetheless, if we want to

guarantee the arm selection performance even in the worst case, robust arm selection that

accounts for context errors is needed.
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2.4 Robustness Objectives

In the existing bandit literature such as [41, 189, 239], maximizing the cumulative

reward is equivalent to minimizing the cumulative regret, under the assumption of perfect

context for arm selection. In this section, we will show that maximizing the worst-case

reward is equivalent to minimizing a pseudo regret and is different from minimizing the

worst-case true regret.

2.4.1 Type-I Robustness

With imperfect context, one approach to robust arm selection is to maximize

the worst-case reward. With perfect knowledge of reward function, the oracle arm that

maximizes the worst-case reward at round t is

āt = arg max
a∈A

min
x∈B∆(x̂t)

f(x, a). (2.4)

For analysis in the following sections, given āt, the corresponding context for the worst-case

reward is denoted as

x̄t = arg min
x∈B∆(x̂t)

f (x, āt) , (2.5)

and the resulting optimal worst-case reward is denoted as

MFt = f (x̄t, āt) . (2.6)

Next, Type-I robustness objective is defined based on the difference
∑T

t=1MFt−FT ,

where FT =
∑T

t=1 f(xt, at) is the actual cumulative reward.
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Definition 5. If, with an arm selection strategy {a1, · · · , aT }, the difference between the

optimal cumulative worst-case reward and the cumulative true reward
∑T

t=1MFt − FT is

sub-linear with respect to T , then the strategy achieves Type-I robustness.

If an arm selection strategy achieves Type-I robustness, the lower bound for the

true reward f (xt, at) approaches the optimal worst-case reward MFt in the defense region

as t increases. Therefore, a strategy achieving type-I robustness objective can prevent very

low reward. For example, in Fig. 2.1(a), arm 1 is the one that maximizes the worst-case

reward, which is not necessarily optimal but always avoids extremely low reward under any

context in the defense region.

Note that maximizing the worst-case reward is equivalent to minimizing the robust

regret defined in [222], which is written using our formulation as

R̄T =
T∑
t=1

min
x∈B∆(x̂t)

f (x, āt)− min
x∈B∆(x̂t)

f (x, at) . (2.7)

However, this robust regret is a pseudo regret because the rewards of oracle arm āt and

selected arm at are compared under different contexts (i.e., their respective worst-case

contexts), and it is not an upper or lower bound of the true regret RT . To obtain a robust

regret performance, we need to define another robustness objective based on the true regret.

2.4.2 Type-II Robustness

To provide robustness for the regret with imperfect context, we can minimize the

cumulative worst-case regret, which is expressed as

R̃T =

T∑
t=1

max
x∈B∆(x̂t)

[f (x,A∗(x))−f (x, at)] . (2.8)
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Clearly, the true regret RT ≤ R̃T , and minimizing the worst-case regret is equivalent to

minimizing an upper bound for the true regret. Define the instantaneous regret function

with respect to context x and arm a as r (x, a) = f(x,A∗ (x)) − f(x, a). Since given the

reward function the optimization is decoupled among different rounds, the robust oracle

arm to minimize the worst-case regret at round t is

ãt = arg min
a∈A

max
x∈Bt(x̂t)

r(x, a). (2.9)

For analysis in the following sections, given ãt, the corresponding context for the worst-case

regret is denoted as

x̃t = arg max
x∈B∆(x̂t)

r(x, ãt), (2.10)

and the resulting optimal worst-case regret is

MRt = r(x̃t, ãt). (2.11)

Now, we can give the definition of Type-II robustness as follows.

Definition 6. If, with an arm selection strategy {a1, · · · , aT }, the difference between the

cumulative true regret and the optimal cumulative worst-case regret RT −
∑T

t=1MRt is

sub-linear with respect to T , then the strategy achieves Type-II robustness.

If an arm selection strategy achieves Type-II robustness, as time increases, the

upper bound for the true regret r(xt, at) also approaches the optimal worst-case regret MRt.

Hence, a strategy achieving type-II robustness objective can prevent a high regret. As shown

in Fig. 2.1(b), arm 1 is selected by minimizing the worst-case regret, which is a robust arm

selection because the regret of arm 1 under any context in the defense region is not too high.
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2.4.3 Comparison of Two Robustness Objectives

The two types of robustness correspond to the algorithms maximizing the worst-

case reward and minimizing the worst-case regret, respectively. In many cases, they result

in different arm selections. Take the two scenarios in Fig. 2.1 as examples. In the scenario

of Fig. 2.1(a), given the defense region, arm 1 is selected by maximizing the worst-case

reward and arm 2 is selected by minimizing the worst-case regret. It can be observed that

the worst-case regrets of the two arms are very close, but the worst-case reward of arm 2 is

much lower than that of arm 1. Thus, the strategy of maximizing the worst-case reward is

more suitable for this scenario. Differently, in the scenario of Fig. 2.1(b), arm 2 is selected

by maximizing the worst-case reward and arm 1 is selected by minimizing the worst-case

regret. Since the worst-case rewards of the two arms are very close and the worst-case regret

of arm 2 is much larger than arm 1, it is more suitable to minimize the worst-case regret.

2.5 Robust Bandit Arm Selection

In this section, we propose two robust arm selection algorithms: (1) MaxMinUCB

(Maximize Minimum Upper Confidence Bound), which aims to maximize the minimum

reward (Type-I robustness objective); and (2) MinWD (Minimize Worst-case Degradation),

which aims to minimize the maximum regret (Type-II robustness objective). We derive the

regret and reward bounds for both algorithms and the proofs are available in [419]. The

regret and reward bounds show that both algorithms achieve the corresponding types of

robustness.
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Algorithm 1 Robust Arm Selection with Imperfect Context

Require: Context error budget ∆

for t = 1, · · · , T do

Receive imperfect context x̂t.

Select arm aIt to solve Eqn. (2.12) in MaxMinUCB; or select arm aIIt to solve Eqn. (2.16)

in MinWD

Observe the true context xt and the reward yt.

end for

2.5.1 MaxMinUCB: Maximize Minimum UCB

To achieve type-I robustness, MaxMinUCB in Algorithm 1 selects an arm aIt by

maximizing the minimum UCB within the defense region B∆(x̂t):

aIt = arg max
a∈A

min
x∈B∆(x̂t)

Ut (x, a) . (2.12)

The context that attains the minimum UCB in Eqn.(2.12) is xIt = minx∈B∆(x̂t) Ut

(
x, aIt

)
.

Analysis

The next theorem gives a lower bound of the cumulative true reward of MaxMinUCB

in terms of the optimal worst-case reward and a sub-linear term.

Theorem 2.5.1. If MaxMinUCB is used to select arms with imperfect context, then for any

true contexts xt ∈ B∆(x̂t) at round t, t = 1, · · · , T , with a probability of 1 − δ, δ ∈ (0, 1), we

have the following lower bound on the worst-case cumulative reward

FT ≥
T∑
t=1

MFt − 2hT

√
2T d̄ log(1 +

T

d̄λ
) (2.13)
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where MFt is the optimal worst-case reward in Eqn. (2.6), d̄ is the rank of Kt and hT is

given in Lemma 1.

Remark 7. Theorem 2.5.1 shows that by MaxMinUCB, the difference between the optimal

cumulative worst-case reward and the cumulative true reward is sub-linear and thus effec-

tively achieves Type-I robustness according to Definition 5. This means that the reward

by MaxMinUCB has a bounded sub-linear gap compared to the optimal worst-case reward∑T
t=1MFt obtained with perfect knowledge of the reward function. □

We are also interested in the cumulative true regret of MaxMinUCB which is given

in the following corollary.

Corollary 8. If MaxMinUCB is used to select arms with imperfect context, then for any

true contexts xt ∈ B∆(x̂t) at round t, t = 1, · · · , T , with a probability of 1 − δ, δ ∈ (0, 1), we

have the following bound on the cumulative true regret defined in Eqn. (2.2):

RT ≤
T∑
t=1

MRt + 2hT

√
2T d̄ log(1 +

T

d̄λ
) (2.14)

where MRt = maxx∈B∆(x̂t) f (x,A∗ (x)) − MFt, MFt is the optimal worst-case reward in

Eqn. (2.6) .

Remark 9. Corollary 8 shows that the worst-case regret by MaxMinUCB can be quite larger

than the optimal worst-case regret MRt given in Eqn. (2.11) (Type-II robustness objective).

Actually, despite being robust in terms of rewards, arms selected by MaxMinUCB can still

have very large regret as shown in Fig. 2.1(b). Thus, to achieve type-II robustness, it is

necessary to develop an arm selection algorithm that minimizes the worst-case regret.
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2.5.2 MinWD: Minimize Worst-Case Degradation

MinWD is designed to asymptotically minimize the worst-case regret. Without the

oracle knowledge of reward function, MinWD performs arm selection based on the upper

bound of regret. Denote Da (x) = Ut

(
x,A†

t (x)
)
− Ut (x, a) referred to as UCB degradation

at context x. By Lemma 1, the instantaneous true regret can be bounded as

r(xt, at)≤ [Dat (xt)+2htst (xt, at)]

≤Dat +2htst (xt, at) ,

(2.15)

where Dat = maxx∈B∆(x̂t)Da (x) is called the worst case degradation, and 2htst (xt, at) has

a vanishing impact by Lemma 3. Thus, to minimize worst-case regret, MinWD minimizes its

upper bound Dat excluding the vanishing term 2htst (xt, at), i.e.

aIIt = min
a∈A

max
x∈B∆(x̂t)

{
Ut

(
x,A†

t (x)
)
− Ut (x, a)

}
. (2.16)

The context that attains the worst case in Eqn. (2.16) is written as xIIt = arg maxx∈B∆(x̂t)DaIIt
(x).

Analysis

Given arm aIIt selected by MinWD, the next lemma gives an upper bound of

worst-case degradation.

Lemma 10. If MinWD is used to select arms with imperfect context, then for each t =

1, 2, · · · , T , with a probability at least 1 − δ, δ ∈ (0, 1), we have

DaIIt ,t ≤ MRt + 2htst

(
ẋt, A

†
t (ẋt)

)
, (2.17)

where MRt is the optimal worst-case regret defined in Eqn. (2.11), ẋt = arg maxx∈B∆(x̂t)Dãt (x)

is the context that maximizes the degradation given the arm ãt defined for the optimal worst-

case regret in Eqn. (2.10).
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Then, in order to show that DaIIt ,t approaches MRt, we need to prove that

2htst

(
ẋt, A

†
t (ẋt)

)
vanishes as t increases. But, this is difficult because the considered

sequence
{
ẋt, A

†
t (ẋt)

}
is different from the actual sequence of context and selected arms{

xt, a
II
t

}
under MinWD. To circumvent this issue, we first introduce the concept of ϵ−

covering [412]. Denote Φ = X × A as the context-arm space. If a finite set Φϵ is an ϵ−

covering of the space Φ, then for each φ ∈ Φ, there exists at least one φ̄ ∈ Φϵ satisfying

∥φ− φ̄∥2 ≤ ϵ. Denote Cϵ (φ̄) = {φ | ∥φ− φ̄∥2 ≤ ϵ} as the cell with respect to φ̄ ∈ Φϵ. Since

the dimension of the entries in Φ is d, the size of the Φϵ is |Φϵ| ∼ O
(
1
ϵd

)
. Besides, we assume

the mapping function ϕ is Lipschitz continuous, i.e. ∀x, y ∈ Φ, ∥ϕ(x) − ϕ(y)∥ ≤ Lϕ∥x− y∥.

Next, we prove the following proposition to bound the sum of confidence widths.

Proposition 11. Let XT = {xa1,1, · · · , xaT ,T } be the sequence of true contexts and selected

arms by bandit algorithms and ẊT = {ẋȧ1,1, · · · , ẋȧT ,T } be the considered sequence of contexts

and actions. Suppose that both xat,t and ẋȧt,tbelong to Φ. Besides, with an ϵ− covering

Φϵ ⊆ Φ, ϵ > 0, there exists κ ≥ 0 such that two conditions are satisfied: First, ∀φ̄ ∈ Φϵ,

∃t ≤
⌈
κ/ϵd

⌉
such that xat,t ∈ Cϵ (φ̄). Second, if at round t, xat,t ∈ Cϵ (φ̄) for some φ̄ ∈ Φϵ,

then ∃t ≤ t′ < t +
⌈
κ/ϵd

⌉
such that xa′t,t′ ∈ Cϵ (φ̄). If the mapping function ϕ is Lipschitz

continuous with constant Lϕ, the sum of squared confidence widths is bounded as

T∑
t=1

s2t (ẋȧt,t)≤
√
T

(
4d̃ log

(
1+

T

d̃λ

)
+

1

λ

)
+

8L2
ϕκ

2/d

λ
T 1−1/d,

where d is the dimension of xat,t, d̃ is the effective dimension defined in the proof, s2t (ẋȧt,t)=

ϕ(ẋȧt,t)
⊤V−1

t−1ϕ(ẋȧt,t) and Vt=λI +
∑t

s=1 ϕ(xas,s)ϕ(xas,s)
⊤.

Remark 12. The conditions in Proposition 11 guarantee that the time interval between the

events that true context-arm feature lies in the same cell is not larger than
⌈
κ/ϵd

⌉
, which is
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proportional to the size of the ϵ-covering |Φϵ|. That means, similar contexts and selected

arms occur in the true sequence repeatedly if T is large enough. If contexts are sampled from

a bounded space X with some distribution, then similar contexts will occur repeatedly. Also,

note that the arm in our considered sequence A†
t (ẋt) is the UCB-optimal arm, which becomes

close to the optimal arm for ẋt if the confidence width is sufficiently small. Hence, there

exists some context error budget sequence {∆t} such that, starting from a certain round

T0, the two conditions are satisfied. The two conditions in Proposition 11 are mainly for

theoretical analysis of MinWD.

By Lemma 10 and Proposition 11, we bound the cumulative regret of MinWD.

Theorem 2.5.2. If MinWD is used to select arms with imperfect context and as time goes

on, and the conditions in Proposition 11 are satisfied, then for any true context xt ∈ B∆(x̂t)

at round t, t = 1, · · · , T , with a probability of 1 − δ, δ ∈ (0, 1), we have the following bound

on the cumulative true regret:

RT ≤
T∑
t

MRt + 2hTT
3
4

√(
4d̃ log

(
1 +

T

d̃λ

)
+

1

λ

)
+

4

√
2

λ
Lϕκ

1
dhTT

1− 1
2d + 2hT

√
2T d̄ log(1+

T

d̄λ
),

where MRt is the optimal worst-case regret for round t in Eqn. (2.11), d is the dimension

of xat,t, d̃ is the effective dimension defined in the proof of Proposition 11, d̄ is the rank of

Kt and hT is given in Lemma 1.

Remark 13. Theorem 2.5.2 shows that by MinWD, RT −
∑T

t=1MRt is sub-linear w.r.t. T

and thus Type-II robustness is effectively achieved according to Definition 6. This means the

true regret bound approaches
∑T

t MRt, the optimal worst-case regret, asymptotically.
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Figure 2.2: Different cumulative regret objectives for different algorithms.

Next, in parallel with MaxMinUCB, we derive the bound of true reward for MinWD.

Corollary 14. If MinWD is used to select arms with imperfect context and as time goes on,

and the true sequence of context and arm obeys the conditions in Proposition 11, then for

any true contexts xt ∈ B∆(x̂t) at round t, t = 1, · · · , T , with a probability of 1 − δ, δ ∈ (0, 1),

we have the following lower bound of the cumulative reward

FT ≥
T∑
t=1

[MFt−MRt]−2hTT
3
4

√(
4d̃ log

(
1 +

T

d̃λ

)
+

1

λ

)

− 4

√
2

λ
Lϕκ

1
dhTT

1− 1
2d − 2hT

√
2T d̄ log(1+

T

d̄λ
),

where MRt is the optimal worst-case regret for round t in Eqn. (2.11), d is the dimension

of xat,t, d̃ is the effective dimension defined in the proof of Proposition 11, d̄ is the rank of

Kt, and hT is given in Lemma 1.

Remark 15. Corollary 14 shows that as t becomes sufficiently large, the difference between

the optimal worst-case reward and the true reward of the selected arm is no larger than

the optimal worst-case regret MRt. With perfect context, we have MRt = 0, and hence

MaxMinUCB and MinWD both asymptotically maximize the reward, implying that these two

types of robustness are the same under perfect context.
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Table 2.1: Summary of Analysis

Algorithms Regret Reward

MaxMinUCB
∑T

t=1MRt +
O(

√
TlogT)

∑T
t=1MFt −

O(
√
TlogT)

MinWD
∑T

t=1MRt +

O(T
3
4
√

logT +

T 1− 1
2d +

√
TlogT)

∑T
t [MFt−MRt]−

O(T
3
4
√

log T +

T 1− 1
2d +

√
TlogT)

2.5.3 Summary of Main Results

We summarize our analysis of MaxMinUCB and MinWD in Table 2.1, while the

algorithms details are available in Algorithm 1. In the table, d is the dimension of context-

arm vector [x, a], MRt = maxx∈B∆(x̂t) f (x,A∗ (x)) −MFt, and MFt and MRt are defined

in Eqn. (2.6) and (2.11), respectively. Type-I and type-II robustness objectives are achieved

by MaxMinUCB and MinWD respectively.

2.6 Simulation

Edge computing is a promising technique to meet the demand of latency-sensitive

applications [357]. Given multiple heterogeneous edge datacenters located in different

locations, which one should be selected? Specifically, each edge datacenter is viewed as an

arm, and the users’ workload is context that can only be predicted prior to arm selection.

Our goal is to learn datacenter selection to optimize the latency in a robust manner given

imperfect workload information. We assume that the service rate of the edge datacenter a,

a ∈ A, is µa, the computation latency satisfies an M/M/1 queueing model and the average

communication delay between this datacenter and users is pa. Hence, the average total
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latency cost can be expressed as l(x, a) = pa · x+ x
µa−x which is commonly-considered in the

literature [262, 416, 261]. The detailed settings are given in [419].

In Fig. 2.2, we compare different algorithms in terms of three cumulative regret

objectives: robust regret in Eqn. (2.7), worst-case regret in Eqn. (2.8) and true regret

in Eqn. (2.2). We consider the following algorithms: SimpleUCB with imperfect context,

MaxMinUCB with imperfect context and MinWD with imperfect context. Given a sequence of

true contexts, imperfect context sequence is generated by sampling i.i.d. uniform distribution

over B∆(xt) at each round. In the simulations, Gaussian kernel with parameter 0.1 is used

for reward (loss) estimation. λ in Eqn. (2.3) is set as 0.1. The exploration rate is set as

ht = 0.04.

As is shown in Fig. 2.2(a), MaxMinUCB has the best performance of robust regret

among the three algorithms. This is because MaxMinUCB targets at type-I robustness

objective which is equivalent to minimizing the robust regret. However, MaxMinUCB is not

the best algorithm in terms of true regret as is shown in Fig. 2.2(c) since robust regret is

not an upper or lower bound of true regret. Another robust algorithm MinWD is also better

than SimpleUCB in terms of robust regret, and it has the best performance among the three

algorithms in terms of the worst-case regret, as shown in Fig. 2.2(b). This is because the

regret of MinWD approaches the optimal worst-case regret (Theorem 2.5.2). MinWD also

has a good performance of true regret, which coincides with the fact that the worst-case

regret is the upper bound of the true regret. By comparing the three algorithms in terms

of the three regret objectives, we can clearly see that MaxMinUCB and MinWD achieve

performance robustness in terms of the robust regret and worst-case regret, respectively.

31



2.7 Conclusion

In this chapter, considering a bandit setting with imperfect context, we propose:

MaxMinUCB which maximizes the worst-case reward; and MinWD which minimizes the

worst-case regret. Our analysis of MaxMinUCB and MinWD based on regret and reward

bounds shows that as time goes on, MaxMinUCB and MinWD both perform as asymptotically

well as their counterparts that have perfect knowledge of the reward function. Finally, we

consider online edge datacenter selection and run synthetic simulations for evaluation.
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Chapter 3

Learning-Augmented Online

Decision Making With Known

Dynamic Models

3.1 Introduction

We consider an online control problem with time-varying dynamics and cost

functions that are revealed sequentially to the control agent. This model has practical

applications to numerous problems such as control of cooling systems [282], online renewable

aggregation [246], battery management for electrical vehicle (EV) charging [374], workload

scheduling in datacenters [342], among others.

By exploiting the statistical information, machine learning (ML) has been widely

applied for various online decision problems [17, 134, 243, 421]. In the context of online
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control/optimization, ML has been leveraged to discover novel policies that often exceed the

performance of manually-designed policies [246, 249, 251, 242]. While ML can progressively

improve its policy for online control and achieve a low average cost in the long run, it suffers

from the lack of performance guarantees in each step of an episode, especially when the

amount of training data is insufficient and/or the ML model is not well designed. This

potentially hinders the deployment of learning-based controller in real systems.

On the other hand, control priors, such as human-designed online algorithms

or rule-based heuristic controllers, have provably worst-case performance guarantees or

certified performances in real-world control systems. For example, competitive online

control/optimization algorithms [233, 103, 356, 355, 170, 427, 172, 356, 171, 316] can achieve

bounded worst-case cost ratio relative to the offline optimal control policy (a.k.a competitive

ratio). In addition, heuristic controllers have been widely adopted in real systems (e.g.,

Sequence of Operations for industrial/commercial cooling [282, 104]), providing certified

performance as the ground truth. That being said, these competitive algorithms or herustics

typically cannot achieve as good average cost performance as ML-based algorithms due to

the limited ability to utilize available statistical information.

To address the critical need for worst-case guarantees and good average performance

in control systems, learning-augmented control/optimization algorithms [248, 246, 435, 340,

111, 244, 241], which combine the ML output with a robust control prior, have been developed

in recent years. Among them, [248] provides a learning-augmented algorithm for Linear

Quadratic Control (LQC) with performance bounds under both imperfect and perfect ML

predictions. In addition, learning-augmented algorithms [340, 111, 244, 241] are also designed
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for a finite-memory control problem, called Smoothed Online Convex Optimization (SOCO),

where switching costs are included in the cost function and the state dynamic is a known

and fixed function of the previous finite-step actions. Nonetheless, these studies typically

focus on simple settings where the system dynamic follows a linear or fixed model completely

known in advance, which may not capture real complex systems (e.g., industrial cooling

[104]). Moreover, they only guarantee performance robustness for an entire episode, whereas

the performance within an episode can still be much worse compared to running the control

prior alone.

This paper considers a more general and challenging online control problem with

non-linear and time-varying dynamic models that are sequentially revealed online. Impor-

tantly, to provide stronger performance robustness, we consider any-step competitiveness

(Definition 16): given any λ > 0, the total cost cannot exceed that of the control prior

scaled by (1 + λ) at any step within any episode. The key challenges for utilizing ML-based

controllers to improve the average performance while still being able to guarantee any-step

competitiveness come from uncertainties of time-varying dynamics and cost functions that

are revealed sequentially over the online control process. To address these challenges, we

design a novel competitiveness-constrained online policy learning algorithm, called LACC

(Learning-Augmented Online Competitive Control). Concretely, LACC leverages construc-

tion of novel reservation costs to provably guarantee any-step (1 + λ)-competitiveness and

meanwhile trains the ML-based policy based on available data to improve the average

performance. Our analysis quantifies highlights the impact of the any-step competitiveness

constraint on the average cost performance of LACC, revealing the tradeoff between the
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average performance with worst-case competitiveness governed by λ > 0. Finally, we also

show the convergence of LACC as the number of episodes increases and empirically validate

LACC using battery management in charging stations.

3.2 Related Work

Online Competitive Control/Optimization. Our work is relevant to the

literature of online competitive control/optimization. In our problem setting, the target

is to minimize the cumulative cost in the nonlinear dynamics, which is different from the

traditional control literature that uses measures for stabilization purposes [321, 147, 148, 218].

Like the recent works on competitive control [170, 169, 427, 172, 356, 171, 316], our work

considers guarantees on the worst-case competitiveness, but our main focus is different —

we leverage ML to explore policies with low average cost while enforcing competitiveness

guarantees for any step in any episode. This enables the use of the existing competitive

control policies as priors. Achieving our objective requires novel design of safe action sets

and new analysis techniques to find the trade-off between the average performance and

worst-case competitiveness.

Conservative Learning. The literature on conservative learning uses a policy

prior to guide the exploration process [423, 5, 422, 84, 97, 20, 130, 103]. They consider

an average constraint or a total T -episode constraint (with respect to a policy prior) with

a high probability. Additionally, any-step constraints have also been considered in other

contexts [274, 314], but these studies only require any-step constraints in expectation instead

of our any-step competitiveness for any instance. Thus, our any-step competitiveness
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provides stronger robustness that is desired in real mission-critical control systems such

as industrial cooling. Other studies consider orthogonal constraints such as safe states or

per-step (non-commulative) constraints [84, 20, 97].

ML-Augmented Online Algorithms. Our study is most relevant to the emerging

ML-augmented online algorithms [402, 70, 284, 106, 110]. The goal of ML-augmented online

algorithms is to combine potentially untrusted ML predictions with robust policies (i.e., con-

trol priors). ML-augmented algorithms have been developed for online control/optimization

by combining ML predictions and control priors through online switching [340, 31] or

adaptively setting a confidence on the ML prediction [248, 246]. Compared to these stud-

ies, we make contributions by considering a more challenging setting, i.e., non-linear and

time-varying dynamic models that are sequentially revealed online. Although some of the

existing studies [248, 340, 111, 244, 241] provide provable competitive bounds, they cannot

guarantee any-step competitiveness that is needed for real control [282]. Moreover, these

studies typically assume a pre-trained ML model as a black box, whereas we study the policy

learning process subject to the competitiveness constraint against a control prior.

3.3 Problem Formulation

3.3.1 Finite-Horizon Control Model

We consider a general finite-horizon control problem with time-varying nonlinear

dynamics. More specifically, at time h ∈ [H − 1], the control agent observes the current

state xh ∈ X ∈ Rn, chooses an action uh ∈ U ⊆ Rd and incurs a non-negative system cost

ch(xh, uh) : Rn × Rd → R+. Given xh and uh, the system transitions to xh+1 at time h + 1
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following system dynamics as:

xh+1 = fh(xh, uh) + wh, h = 0, . . . ,H − 1, (3.1)

where fh : Rn×Rd → Rn denotes a time-varying function, and wh is an additive perturbation

noise. At the last time H, the terminal cost cH(xH) only relies on the final state xH .

Unlike the prior literature [316, 340, 248, 325, 249, 435] that focuses on simple

linear or fixed models completely known a priori, we consider a more general setting and

assume that the dynamics fh and cost function ch are sequentially revealed to the control

agent before choosing uh, while the additive noise wh is not revealed or observed and can

only be calculated as wh = xh+1 − fh(xh, uh) after xh+1 is observed at time h + 1. For

convenience, we denote yh := (fh, ch, wh) and y0:H = (y1, · · · , yH) as the information of an

entire episode. Importantly, y0:H ∈ Y is sampled from an unknown distribution Py0:H . An

online control policy denoted by π is a function which outputs the action uh ∈ U . With an

initial state x0, the cumulative cost up to round h is expressed as

Jπ
h =

h∑
i=0

ci(xi, ui) for h ∈ [H − 1], and Jπ
H(y0:H) :=

H∑
h=0

ch(xh, uh) + CH(xH), (3.2)

We summarize the standard assumptions on the system dynamics and costs below.

Our first assumption is the Lipschitz continuity assumption on the functions (fh : h =

0, . . . ,H − 1) and it is common in finite-horizon control models [248, 249, 427].

Assumption 1 (Lipschitz continuity of dynamics). For each time h, the function fh is

Lipschitz continuous with respect to xh and uh with Lipschitz constants σx ≥ 0 and σu ≥ 0,

respectively, i.e., for any (x, u) and (x′, u′), fh satisfies ∥fh(x, u) − fh(x′, u)∥ ≤ σx∥x− x′∥

and ∥fh(x, u) − fh(x, u′)∥ ≤ σu∥u− u′∥.
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The second assumption is the smoothness of the costs (ch : h = 0, . . . ,H), which is

a common regularity condition on control system costs [249, 269, 355, 267].

Assumption 2 (Well-conditioned costs). For each time h, the cost function ch is non-

negative, convex, and β-smooth with respect to (xh, uh).

Note that, if the Lipschitz continuous fh is the linear dynamics xh+1 = Dxxh +

Duuh + wh where Dx and Du are controllable matrices, and the smooth cost functions ch

is the quadratic function, i.e. ch(xh, uh) = x⊤hQxh + u⊤hRuh, CH(xH) = x⊤HQxH where Q,

R ≻ 0 are all positive definite, our control model reduces to the classic setting of linear

quadratic control [248, 325, 249, 435].

3.3.2 Objective and Performance Metrics

We seek to design a control policy π to minimize the average cost Ey0:H [Jπ
H(y0:H)]

while ensuring a competitiveness guarantee for any step in each instance/episode against

a control prior π†. Let Jπ
h =

∑h
i=0 ci(xi, ui) and Jπ†

h =
∑h

i=0 ci(x
†
i , u

†
i ) are respectively the

cumulative costs of the policy π and control prior π† defined in Eqn.(3.2). We first give the

formal definition of competitiveness.

Definition 16 (Any-step competitiveness). A policy π is (1 + λ)-competitive against a

control prior π† for λ > 0 if Jπ
h ≤ (1 + λ)Jπ†

h for all h ∈ [H] is satisfied for any episode

y0:H ∈ Y.

Any-step competitiveness requires that, given any instance y0:H ∈ Y, the cost of a

controller never exceeds (1 +λ) times the cost of a control prior π† at any time h. Compared

to the per-episode constraint considered in the literature [248], any-step competitiveness is
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stricter and also more practical in practical control systems, because the control process

might stop at any round h ≤ H while the agent does not know the stopping time in advance.

Our competitiveness constraint is also strongly motviated by real-world control

systems. For example, in industrial cooling, a control agent decides to turn on/off various

pieces of equipment to optimize the energy efficiency [282, 104, 409]. Control priors, such as

Sequence of Operations (SOO), have been programmed into systems with a long history

and provide certified performance. To deploy a new learning-based controller, strong

performance robustness compared to the control prior is required. In another example of

workload scheduling in datacenters, the learning-based control agent needs to decide the

number of active servers for carbon efficiency while ensuring that its performance always

stays competitive against a control prior. For this application, there exist both empirically-

strong [326] and theoretically-competitive [171, 356] online control policies that can readily

serve as control priors. Thus, by using a control policy that is competitive against the

offline-optimal cost, our any-step competitiveness also immediately translates into guaranteed

competitiveness against the offline-optimal algorithm with a scaling of (1 + λ).

Under any-step competitiveness constraints, a learning-based controller is utilized

to optimize the average performance over the distribution of y0:H ∈ Y. Thus, our objective

is to find an online policy that optimizes the following:

min
π

Ey0:H [Jπ
H(y0:H)] , s.t., Jπ

h ≤ (1 + λ)Jπ†
h , ∀h ∈ [H], ∀y0:H ∈ Y. (3.3)

For convenience, we define the collection of all (1 + λ)-competitive control policies as

Πλ = {π | Jπ
h ≤ (1 + λ)Jπ†

h , ∀h ∈ [H], ∀y0:H ∈ Y}. If λ is larger, then the size of Πλ is

also larger and we have more flexibility to optimize the average cost. With episodic data
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{y0:H ∈ Y} collected online, we use ML to learn a control policy πλ ∈ Πλ while satisfying

the any-step competitiveness. In the online setting, we update our policy πt
λ in each episode

t = 1, . . . , T , with each episode corresponding to an instance of our finite-horizon control

problem in Section 3.3.1.

We define the unconstrained-optimal policy as π∗ = arg maxπ∈Π∞ Ey0:H [Jπ
T (y0:H)],

which minimizes the expected cost without considering any-step competitiveness. Next, we

define the expected regret defined as follows.

Definition 17 (Expected regret). Given the any-step competitiveness constraint in (3.3)

for each episode, the expected regret of an online competitive control policy πλ with respect

to the unconstrained-optimal policy π∗ = arg maxπ∈Π∞ Ey0:H [Jπ
T (y0:H)] is defined as

R(πλ, π
∗) = Ey0:H

[
Jπλ
T (y0:H) − Jπ∗

T (y0:H)
]
. (3.4)

The expected regret R(πλ, π
∗) quantifies the tradeoff between the average cost

performance and the competitiveness requirement with respect to a control prior. The

tradeoff between average and worst-case performance is inevitable and well-known in the

online optimization literature [110, 284], but algorithm designs are needed to achieve a lower

R(πλ, π
∗).

3.4 Algorithm Design

3.4.1 Safe Action Set for Per-Episode Competitiveness

Our goal is to find a policy satisfying any-time competitiveness with a low expected

cost. In online control, however, it is challenging to guarantee the any-step competitiveness
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constraint in (3.3) for any episode. This is because the competitiveness constraint relies

on the cost Jπ
h of the control policy and the cost Jπ†

h of the control prior π† which can

both be evaluated only after the information (f0:h, c0:h, x0:h) is observed at step h. If the

competitiveness constraint is violated at some step h, the selected online actions before h

cannot be revised. As a result, we must construct a safe action set Uλ,h for each round

h ∈ [0, H − 1] within an episode: if actions are selected from the safe action sets, any-step

competitiveness is always satisfied even in the worst case.

A naive design is to directly ensure the competitiveness constraint (3.3) for each

step h, i.e.

Uλ,h =

{
uh |

h∑
i=0

ci(xi, ui) ≤ (1 + λ)
h∑

i=0

ci(x
†
i , u

†
i )

}
. (3.5)

In online control, however, the naive safe action set Uλ,h can be empty at some step h,

resulting in no feasible actions to meet any-step competitiveness, which we explain as follows.

Suppose that
∑h

i=0 ci(xi, ui) = (1 + λ)
∑h

i=0 ci(x
†
i , u

†
i ) is satisfied at time h. If xh+1 = x†h+1

holds at round h + 1, the agent can always choose uh+1 = u†h+1 to satisfy (3.5) at round

h + 1. However, when xh+1 ̸= x†h+1, it is possible that the control prior has a low cost for

its state x†h+1 at time h + 1 such that for any action u ∈ U the true cost ch+1(xh+1, u) is

lager than the prior cost (1 + λ)ch+1(x
†
h+1, u

†
h+1). In such a case, the naive safe action set

Uλ,h is empty and the control agent cannot maintain the inequality in (3.5), thus potentially

violating the subsequent any-step competitiveness constraints.

Consequently, if an action in the safe action set Uλ,h leads to a state xh+1 different

from the state x†h+1 of the control prior, the resulting cumulative cost should satisfy∑h
i=0 ci(xi, ui) + ϕh ≤ (1 + λ)

∑h
i=0 ci(x

†
i , u

†
i ) with an added reservation cost ϕh > 0 for

42



hedging. For the design of the reservation cost, we must consider all the possible future

control environments yh+1:H before the decision at each time h =∈ [H−1] and hedge against

the worst case for competitiveness. To this end, we design a reservation cost in the next

proposition.

Proposition 18. With Assumptions 1 and 2, if the action uh at round h is selected from

the safe set Uλ,h, λ > 0 defined as

Uλ,h :=
{
u ∈ U |Jh−1 + ch(xh, u) + ϕh(u) ≤ (1 + λ)Jπ†

h

}
(3.6)

where Jh−1 =
∑h−1

i=0 ci(xi, ui) and Jπ†
h =

∑h
i=0 ci(x

†
i , u

†
i ) are the true costs and the cost of

control prior, respectively, with the reservation cost function defined as

ϕh(u) = qh∥fh(xh, u) − fh(x†h, u
†
h)∥2 (3.7)

where qh = C1(1+ 1
λ)β2

∑H−h−1
h′=0 (C2σ

2
x)h

′
for constants C1 ≥ 1 and C2 ≥ 1, then the any-step

(1 + λ)-competitiveness (3.3) is guaranteed.

The key insight for the reservation cost ϕh(u) in (3.7) is to account for the worst-

case future cost gap between the control policy πλ and the control prior π† resulting from the

current state/action difference at each round h = 0, . . . ,H − 1. By adding the reservation

cost at each time h, there always exists a non-empty safe action set Uλ,h in the subsequent

steps, ensuring any-step competitiveness.

3.4.2 Learning-Augmented Competitive Control

By Proposition 18, any-step competitiveness in (3.3) is strictly satisfied if the action

at each time h is chosen from the safe action set Uλ,h. Therefore, given an ML policy π̃
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Algorithm 2 Online Competitive Control with LACC

Require: ML Policy π̃ and policy prior π†

1: for time horizon h = 0, · · · , H − 1 do

2: Observe state xh and information {ch, fh}, and calculate last-step noise wh−1.

3: Update the policy prior’s state x†h = fh−1(x
†
h−1, u

†
h−1) + wh−1

4: Obtain an action u†h by the prior π†, and update prior cost Jπ†
h = Jπ†

h−1 + ch(x†h, u
†
h)

5: Obtain the ML action ũh via the ML model π̃

6: if the ML action ũh ∈ Uλ,h then take uh = ũh

7: else take uh = m(ũh) end if // Map to a safe action set Uλ,h (3.6) using m

8: Update true cost Jh = Jh−1 + ch(xh, uh)

9: end for

and a control prior π†, we design a learning-augmented competitive controller as shown in

Algorithm 2.

At each round h within an episode, the control agent first evaluates the cost of the

control prior. To achieve this, after observing the true state xh and the dynamics fh−1, we

first inversely calculate the noise at the last round as wh−1 = xh − fh−1(xh−1, uh−1), which

implies a “virtual state” corresponding to the control prior for the same online information

y0:h−1, denoted by x†h = fh−1(x†h−1, u
†
h−1) + wh−1. Next, we query the control prior π† with

a state x†h and obtain an action u†h, which can be used to update the cumulative cost at

round h, denoted by J†
h = J†

h−1 + ch(x†h, u
†
h). By doing so, a safe action set Uλ,h can be

constructed as in Proposition 18.

It remains to select an action from the safe action set. If the ML action ũh is in

the safe action set Uλ,h, then we simply select uh = ũh. Otherwise, we can use a projection
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Algorithm 3 Online Policy Training

1: Initialize the ML policy π̃(0)

2: for episode t = 1, . . . , T do

3: Implement Algorithm 2 with π̃(t−1) and record y
(t)
0:H .

4: Append y
(t)
0:H to the replay buffer Dt

5: Update the ML policy π̃(t) by (3.9).

6: end for

function m : Rd → Uλ,h that projects the ML action ũh into an action in the safe action set.

Thus, the selected action can be represented as

uh = m(ũh,Uλ,h) = arg min
u∈Uλ,h

∥ũh − u∥. (3.8)

When the safe action set is a convex set (e.g. the dynamic functions {fh : h ∈ [H]} are

linear [170, 427, 169, 435]), the projection can be efficiently solved by convex optimization.

Otherwise, projection can be performed by alternative low-complexity algorithms [256, 87].

Algorithm 2 strictly guarantees any-time (1+λ)-competitiveness against the control

prior π† even when the ML policy π̃ has an arbitrarily bad performance (e.g., when only

limited data is collected), thus ensuring a strong any-step competitiveness than the existing

constrained learning-based control that focuses on average constraints or constraints over a

horizon.

3.4.3 Training the ML Policy

With the any-step competitiveness constraint, training the ML policy becomes

significantly different compared with an unconstrained (or only average-constrained) setting,
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and is shown in Algorithm 3. Specifically, the ML policy π̃ interacts with the control

environment through a mapping onto the safe action set Uλ,h. Denoting the mapping in (3.8)

by uh = m(ũh,Uλ,h), given the ML action ũh, the dynamics is xh+1 = fh(xh,m(ũh,Uλ,h))+wh

and the cost becomes ch = (xh,m(ũh,Uλ,h)). We update the ML policy π̃ by Algorithm 3 in

an episodic setting, i.e., whenever an episode is solved by Algorithm 2 after the episode t, we

append the information y0:H of the full episode to the replay buffer Dt. Then, the ML policy

denoted by π̃
(t)
λ is updated by minimizing the empirical cost on the replay buffer Dt as

π̃
(t)
λ = arg min

π̃∈Π

∑
y0:H∈Dt

H∑
h=0

ch
(
xh,m (π̃(sh),Uλ,h)

)
, (3.9)

where the ML input sh consists of the current system state xh, available environment

information {fi, ci, i ∈ [0, h]} and {wi, i ∈ [0, h− 1]}, and the actions {u†i , i ∈ [0, h]} of the

control prior π†. The updated ML policy π̃
(t+1)
λ is then used for the (t + 1)−th episode.

To train an ML policy based on (3.9), we can directly parameterize the ML policy

using an ML model with trainable weights (e.g. neural networks) and use gradient descent

to optimize the weights in the minimization (3.9). To be more precise, we perform the back-

propagation through the online control process where all the operations are differentiable

(e.g. the projection operator can be implicitly differentiated by the KKT conditions, as

shown in [7]). The ML policy can also be obtained by value-based methods wherein, e.g., a

Qh(s, u) function that evaluates the expected long-term cost given the input s and action u

is learned and the ML action is chosen as ũh = arg maxuQh(s, u).
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3.5 Performance Analysis

With any-step competitiveness of LACC guaranteed by design, we now bound its

expected regret.

3.5.1 Expected Regret

To highlight the impact of λ on the tradeoff between the average performance and

any-step competitiveness, we first consider a case where the ML model is optimally trained

(with a sufficiently large mumber of training samples) to minimize the expected cost of

the online control process, i.e., π̃∗
λ = arg minπ̃∈Π Ey0:H

[∑H
h=0 ch(xh,m(π̃(sh),Uλ,h))

]
. The

convergence of online training in Algorithm 3 to π̃∗
λ as the number of episodes increases will

be studied in Section 3.5.2.

Given the ML model π̃∗
λ(sh), for notation convenience, we denote the corresponding

optimal competitive policy as π∗
λ : π∗

λ(sh) = m(π̃∗
λ(sh),Uλ,h). Due to the irreducible gap

introduced by the any-step competitiveness constraint, the expected cost of π∗
λ is no less

than that of the optimal-unconstrained policy π∗ = arg minπ∈Π Ey0:H

[∑H
h=0 ch(xh, π(sh))

]
.

Thus, we bound the expected regret between our competitive policy π∗
λ and the optimal

policy π∗, showing the tradeoff between the worst-case and the average performances. For

the sake of analysis, we first make the following Lipschitz assumption which is not overly

restrictive. The policy space Π can be a space of neural networks which satisfy Lipschitz

continuity by using spectrum normalization [53, 296, 221].

Assumption 3. The optimal-unconstrained policy π∗ = arg minπ∈Π∞ Ey0:H [Jπ
T (y0:H)] is

Lπ-Lipschitz continuous in terms of the input sh for any h ∈ [H − 1].
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Theorem 3.5.1. With Assumption 3, by choosing ϕh(u) = qh∥fh(xh, uh)−ft(x
†
h, u

†
h)∥2 with

qh =
(√

1+λ+1
λ + 1

)
β
2

∑H−h−1
i=0

(
2σ2

x

)i
, the expected regret is bounded by

R(π∗
λ, π

∗) ≤ min

{
BE

[
H−1∑
h=0

[
ηh − (

√
1 + λ− 1)2Gc†h

]+]
, R(π†, π∗)

}
(3.10)

where ηh = ∥u∗h − u†h∥ is the action discrepancy between the optimal unconstrained pol-

icy and the control prior, G = 2
(
βA
(
1 + 2σ2

u(1 − (2σ2
x)H−h)/(1 − 2σ2

x)
))−1

and B =

βA
(

1 + (1 + 2Lπ)σu
∑H−1

i=0 (σx + 2σuLπ)h−i−1
)
are constants that only depend on the con-

trol system, in which β is the smoothness parameter of the cost function ch, the size of the

state-action set is A = max(x,u),(x′,u′)∈X×U ∥(x, u) − (x′, u′)∥, Lπ is the Lipschitz constant of

the unconstrained-optimal policy π∗, σx and σu are the Lipschitz constants of the dynamics

model fh (Assumption 1).

The results in Theorem 3.5.1 can be interpreted as follows. First, the any-step

competitiveness constraint naturally creates a gap of expected cost between the competitive

optimal policy π∗
λ and the unconstrained optimal policy π∗. More specifically, given a control

prior π†, when λ > 0 becomes smaller, the competitiveness constraint is more stringent,

which thus makes the actions of control policy π∗
λ potentially deviate more from those of the

unconstrained-optimal policy π∗ and increases the first term inside the minimum operator

(3.10). On the contrary, when λ > 0 becomes larger, the competitiveness constraint is more

relaxed, reducing the expected regret of the control policy π∗
λ to the optimal unconstrained

policy π∗. In particular, if c†h > 0 for all h ∈ [H] and λ is sufficiently large, the terms[
ηh − (

√
1 + λ− 1)2Gc†h

]+
can reduce to zero, voiding the competitiveness constraint and

resulting in a zero expected regret. In any case, the expected regret of π∗
λ is always bounded

by the control prior’s regret R(π†, π∗), because the actions of both π∗
λ and π† are in the safe
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action sets Uλ,h and π∗
λ is the optimal policy with such constraints. Note that the tradeoff

in Theorem 3.5.1 comes from conservativeness to address the worst-case problem instance

and is unavoidable for online control and optimization in general [110].

We now discuss the intrinsic impact of the control system parameters on the

expected regret bound. The bound increases with the episode length H (inside the constant

B) because the competitiveness-induced state perturbation compared to the optimal uncon-

strained policy π∗ accumulates as we use a constrained online policy π∗
λ different from π∗.

Another parameter that affects the expected cost ratio is ηh, i.e. the discrepancy between

the action of the optimal policy π∗ and that of the control prior π†. The intuition is that

given a larger η, the control prior π† is more different than the unconstrained-optimal policy

π∗, naturally making it more difficult for our control policy to approach π∗ while meeting

any-step competitiveness.

3.5.2 Convergence

In this section, we denote the competitive policy at the end of episode t as

π
(t)
λ (sh) = m(π̃

(t)
λ (sh),Uλ,t) with π̃

(t)
λ obtained by Algorithm 3 and bound its expected regret.

Theorem 3.5.2. If ML policy is trained by Eqn. (3.9), with probability at least 1−δ, δ ∈ (0, 1),

the expected regret of our competitive policy is bounded by

R
(
π
(T )
λ , π∗) ≤ BE

[
H−1∑
h=0

[
ηh − (

√
1 + λ− 1)2Gc†h

]+]
+ O

√ 1

T
ln

N(ϵ,Πλ, L̂
T
1 )

δ

 ,

where the system-related parameters B,G and η have the same definition as in Theorem

3.5.1, N(ϵ,Πλ, L̂
T
1 ) is the ϵ-covering number of the competitive policy space Πλ with L1-

norm as the distance measure (the distance of two policies π and π′ is ∥π − π′∥L̂T
1

=
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1
T

∑T
t=1

∑H
h=1 ∥π(s

(t)
h ) − π′(s

(t)
h )∥1), and O indicates the scaling with cost upper bound c̄ and

episode length H.

Theorem 3.5.2 shows that our policy with the online-trained ML model converges

with a rate of
√

1/T . In particular, the convergence rate is affected by λ through the

covering number N(ϵ,Πλ, L̂
T
2 ) which indicates the richness of the competitive policy class Πλ.

The covering number of the competitive policy class Πλ is no larger than the unconstrained

policy set Π∞. This is because with the same ML model, the competitiveness constraint

reduces the set of feasible actions — with a smaller λ > 0, the competitiveness policy space

becomes smaller, making it easier for the convergence of LACC.

3.6 Simulation Study

In this section, we evaluate the empirical performance of our competitiveness-

constrained policy by performing a simulation study for battery management in electric

vehicle (EV) charging stations [382].

Setup. We consider the EV charging problem described as follows. At each time

h, suppose that xh ∈ Rn
+ represents the State of Charge (SoC) and uh ∈ Rd represents

the decision for battery charging/discharging. The battery dynamics are xh+1 = Axxh +

Auuh−wh, where the matrices Ax and Au are positive definite and capture the effects of self

leakage and charging efficiency, respectively; wh is the additive demand, and uh represents the

charging/discharging rate (kW). The goal is to decide the online charging/discharging rates to

minimize the total charging cost while maintaining the battery SoC around a nominal value x̄

[248, 316, 247, 382]. Formally, the control objective is minuh:h∈[H−1]

∑H−1
h=0 ∥xh−x̄∥2+b∥uh∥2.
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In our case study, we use a recently open-sourced dataset for an EV charging

station at Caltech [235]. We use data containing records from April to August of 2018. Each

charging record contains the start time and end time of the EV charging session, and the

total energy demand during this session. Without details of the batteries, we consolidate

the energy demand within each hour as wh. We consider each problem episode as one day

(H = 24 hours) and generate 2856 problem episodes with a sliding window moving one hour

ahead each time. We set Ax = Au = 1 and b = 5 for the control model. For fair comparison,

we use the same neural network architecture for different policies with the same initialized

weights. Specifically, for learning, we use a neural network with 2 hidden layers, each with 8

neurons, and train the model using PyTorch. After each episode, we sample 14 available

history instances from the dataset and train the model in an online manner. We use the

reservation function in Theorem 3.5.1. We use the first 200 episodes as a warm-up stage for

pre-training the baselines.

Baselines. For empirical comparison, we consider the the baseline algorithms

as follows. Offline Optimal Policy (OPT) is the optimal offline policy that knows all the

information in advance for each episode. Model Predictive Control (MPC)[158] solves the

control problem by leveraging predictions of the future information. Linear Quadratic

Regulator without Predictions (LQR) is a classic competitive controller that performs online

control without predictions [426]. The control problem for EV charging can be formulated

in the form of smoothed online convex optimization, for which Regularized Online Balanced

Descent (ROBD) is the order-optimal online algorithm with the best-known competitive ratio.

We also compare with a standard ML for control (ML) without competitiveness constraints.
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Results. In Fig. 3.1, we show the simulation results for the setting with the

competitiveness parameter λ = 0.5. The shadow region around the lines indicates the

variance for each performance metric for different runs. Fig. 3.1(a) shows the empirical

average cost. As LQR essentially assumes wh = 0 which is not satisfied in our problem, its

episodic cost is too high (greater than 200) to be included in the figure and hence it is

omitted. The costs for our competitiveness-constrained policy LACC described in Algorithm 3

are highlighted in a thickened blue curve. We can find that the costs of ML and LACC both

decrease when the number of episode increases. Among the early episodes (e.g. 200-300),

both ML and LACC have higher costs than the policy prior ROBD, because ML and LACC need

more data samples to learn a good policy. Nevertheless, LACC significantly outperforms ML at

these early episodes due to its guarantee of (1 + λ)-competitiveness against the prior policy

ROBD (Proposition 18). Moreover, as the number of episodes increases, both ML and LACC

can achieve a low cost close to that of OPT, which shows the empirically good performance

of LACC while being able to formally guarantee (1 + λ)-competitiveness against the control

prior.

Fig. 3.1(b) shows the violation percentage that an algorithm exceeds the cost

of (1 + λ)JROBD
H where ROBD is used as the control policy prior due to its order-optimal

competitive ratio. Note that LACC is guaranteed to have a zero violation rate for all episodes.

We see that ML has a high violation probability at the beginning. In the training process,

when the number of episodes increases, the violation rate of ML decreases, but the average

violation probability over 800 episodes of ML is still as high as 0.212, even though we exclude

the first 200 episodes during which ML is warmed up. MPC-0.04 and MPC-0.08 have average
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Figure 3.1: Comparisons of LACC with baselines.

violation probabilities of 0.096 and 0.540, respectively. The results shows the necessity to

guarantee the competitiveness for each episode, especially when ML or ML predictions (for

MPC) cannot be fully trusted yet.

Fig. 3.1(c) shows the per-episode cost ratios of different policies to OPT, comple-

menting the results in Fig. 3.1(a).

3.7 Concluding Remarks

This chapter considers an online control problem with time-varying dynamics and

cost functions. We focus on a novel setting where the goal is to minimize the average

cost subject to the any-step competitiveness against a given control prior. We design

a competitiveness-constrained algorithm, LACC, that uses reservation functions to ensure

competitiveness. Our analysis formally highlights the impact of the competitiveness factor

λ > 0 that trades off the average cost performance with worst-case competitiveness. We also

show the convergence of LACC as the number of episodes increases and empirically validate

LACC using simulations.
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Chapter 4

Learning-Augmented Online

Decision Making With Unknown

Dynamic Models

4.1 Introduction

In mission-critical online decision-making problems such as cloud workload schedul-

ing [326, 122], cooling control in datacenters [409, 104, 282], battery management for

Electrical Vehicle (EV) charging [374, 373], and voltage control in smart grids [358, 443],

there is always a need to improve the reward performance while meeting the requirements

for some important cost metrics. In these mission-critical systems, there always exist some

policy priors that meet the critical cost requirements, but they may not perform well in

terms of the rewards. In the application of cooling control, for example, some rule-based
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heuristics [120, 282] have been programmed into the real system for a long time and have

verified performance in maintaining a safe temperature range, but they may not achieve a

high energy efficiency. In this paper, we design a Reinforcement Learning (RL) algorithm

with the goal of optimizing the reward performance under the guarantee of cost constraints

against a policy prior for any round in any episode.

Constrained RL algorithms have been designed to solve various Constrained MDP

(CMDP) with reward objective and cost constraints. Among them, some are designed to

guarantee the expected cost constraints [139, 392], some can guarantee the cost constraints

with a high probability [97], and others guarantee a bounded violation of the cost constraints

[168, 130, 131, 5]. In addition, conservative RL algorithms [157, 423, 217, 422, 411] also

compare the cost performance with a policy prior, but they only guarantee the cost constraints

against a policy prior in expectation. In real mission-critical systems, however, the cost

constraints are often required to be satisfied at each round in any instance even in the worst

case, which hinders the deployment of these constrained/conservative RL policies. Recently,

learning-augmented online control algorithms [248, 246, 435, 340, 111, 244] have been

developed to exploit machine learning predictions with the worst-case control performance

guarantee. Nonetheless, the learning-augmented control algorithms require the full knowledge

of the dynamic models, which limits their application in many systems with unknown random

dynamic models.

To fill in this technical blank, we model the mission-critical decision-making problem

as a new Markov Decision Process (MDP) which is called the Anytime-Constrained MDP

(A-CMDP). In A-CMDP, the environment feeds back a reward and a cost corresponding to
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the selected action at each round. The next state is updated based on a random dynamic

model which is a function of the current action and state and is not known to the agent.

The distribution of the dynamic model is also unknown to the agent and needs to be learned.

Different from CMDP, at each round h in any episode, the policy of A-CMDP must guarantee

that the cumulative cost Jh is upper bounded by a scaled cumulative cost of the policy prior

π† plus a relaxation, i.e. Jh ≤ (1 + λ)J†
h + hb with λ, b > 0, which is called an anytime

constraint. Under these anytime cost constraints for all rounds, the RL agent explores the

policy to optimize the expected reward.

The anytime constraint guarantee is much more strict than the requirements of

constraints in typical CMDPs, which presents new challenges for RL algorithm design. First

of all, the anytime constraints are required to be satisfied for any episode, even for the

early episodes when the collected sequence samples are not enough. Also, to guarantee the

constraints for each round, we need to design a safe action set for each round to ensure

that feasible actions exist to meet the constraints in subsequent rounds. Last but not

least, without knowing the full transition model, the agent has no access to the action sets

defined by the anytime constraints, which makes it more difficult to guarantee the anytime

constraints than the setting with known transition model [248].

Contributions. In this paper, we design algorithms to solve the novel problem

of A-CMDP. The contributions are summarized as follows. First, we propose an Anytime-

Constrained Decision-making (ACD) algorithm to provably guarantee the anytime constraints

given any ML policy by projection to safe action sets. The safe action sets are updated at

each round according to a designed rule to gain as much flexibility as possible to optimize
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the reward. Then, we develop a new model-based RL algorithm (ACRL) to learn the optimal

ML policy to be used in ACD. The proposed model-based RL can effectively utilize the new

dynamic defined by ACD to reduce the learning complexity. Last but not least, we give

rigorous analysis on the reward regret of ACRL comparing with the optimal-unconstrained

policy. The analysis shows that the learned policy performs as well as the optimal ACD policy

and these exist a fundamentally-irreducible performance gap between ACD policy and the

optimal-unconstrained policy which is resulted from the anytime constraint guarantee.

4.2 Related Work

Conservative/Constrained RL. Compared with the existing literature on conser-

vative/constrained RL [423, 5, 422, 84, 20, 130, 168, 139, 131, 392], our study has important

differences. Concretely, the existing constrained RL works consider an average constraint

with or without constraint violation. In addition, existing conservative RL works [423]

consider an average constraint comparing with a policy prior. However, the constraints

can be violated especially at early exploration episodes. In sharp contrast, our anytime

constraint ensures a strict constraint for any round in each episode. In fact, with the same

policy prior, our anytime-constrained policy can also meet the average constraint without

violation in conservative/constrained RL [423, 137].

Our study is also relevant to safe RL. Some studies on safe RL [84, 20, 97] focus

on constraining that the system state or action at each time h cannot fall into certain

pre-determined restricted regions (often with a high probability), which is orthogonal to

our anytime constraint requirement that constrains the cumulative cost at each round of
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an episode. Our study is related to RL with safety constraints [84, 250], but is highlighted

by the strict constraint guarantee for each round in each episode. In a study on safe RL

[84], the number of safety violation events is constrained almost surely by a budget given in

advance, but the safety violation value can still be unbounded. By contrast, our work strictly

guarantee the anytime constraints by designing the safety action sets. In a recent study

[20], the safety requirement is formulated as the single-round cost constraints. Differently,

we consider a cumulative cost constraints which has direct motivation from mission-critical

applications.

Learning-Augmented Online Decision-Making. Learning-based policies can

usually achieve good average performance but suffer from unbounded worst-case performance.

To meet the requirements for worst-case performance for learning-based policy, learning-

augmented algorithms are developed for online control/optimization problems [248, 340, 111,

244, 241]. To guarantee the performance for each problem instance, learning-augmented

algorithm can perform an online switch between ML policy and prior [340], combine the ML

policy and prior with an adaptive parameter [248], or project the ML actions into safe action

sets relying on the prior actions [244]. Comparing with learning-augmented algorithms, we

consider more general online settings with unknown dynamic model and the safe action set

design does not rely on any model information. Also, our problem can guarantee the cost

performance for each round in any episode comparing with a policy prior, which has not

been studied by existing learning-augmented algorithms.
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4.3 Problem Formulation

4.3.1 Anytime-Constrained MDP

In this section, we introduce the setting of a novel MDP problem called Anytime-

Constrained Markov Decision Process (A-CMDP), denoted as M(X ,A,F , g,H, r, c, π, π†). In

A-CMDP, each episode has H rounds. The state at each round is denoted as xh ∈ X , h ∈ [H].

At each round of an episode, the agent selects action ah from an action set A. The environment

generates a reward rh(xh, ah) and a cost ch(xh, ah) with rh ∈ R and ch ∈ C. We model

the dynamics as xh+1 = fh(xh, ah) where fh ∈ F is a random transition function drawn

from an unknown distribution g(fh | xh, ah) with the density g ∈ G. The agent has no

access to the random function fh but can observe the state xh at each round h. Note

that we model the dynamics in a function style for ease of presentation, and this dynamic

model can be translated into the transition probability in standard MDP models [383, 36]

as P(xh+1 | xh, ah) =
∑

fh
1(fh(xh, ah) = xh+1)g(fh | xh, ah). A policy π is a function

which gives the action ah for each round h ∈ [H]. Let V π
h (xh) = E

[∑H
i=h ri(xi, ai))

]
denote

the expected value of the total reward from round h by policy π. One objective of A-

CMDP to maximize the expected total reward from the first round which is denoted as

Ex1 [V π
1 (x1)] = E

[∑H
h=1 rh(xh, ah))

]
.

Besides optimizing the expected total reward as in existing MDPs, A-CMDP also

guarantees the anytime cost constraints comparing with a policy prior π†. The policy prior

can be a policy that has verified cost performance in real systems or a heuristic policy with

strong empirically-guaranteed cost performance, for which concrete examples will be given

in the next section. Denote yh = (fh, ch, rh), and y1:H = {yh}Hh=1 ∈ Y = F × R × C is
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a sampled sequence of the models in an A-CMDP. Let Jπ
h (y1:H) =

∑h
i=1 ci(xi, ai) be the

cost up to round h ∈ [H] with states xi, i ∈ [h] and actions ai, i ∈ [h] of a policy π. Also,

let Jπ†
h (y1:H) =

∑h
i=1 ci(x

†
i , a

†
i ) be the cost of the prior with states x†i , i ∈ [h] and actions

a†i , i ∈ [h] of the prior π†. The anytime constraints are defined as below.

Definition 19 (Anytime constraints). If a policy π satisfies (λ, b)−anytime constraints, the

cost of π never exceeds the cost of the policy prior π† relaxed by parameters λ ≥ 0 and b ≥ 0,

i.e. Jπ
h (y1:H) ≤ (1 + λ)Jπ†

h (y1:H) + hb,∀h ∈ [H], ∀y1:H ∈ Y.

Now, we can formally express the objective of A-CMDP with Π being the policy

space as

max
π∈Π

Ex1 [V π
1 (x1)] , s.t. Jπ

h (y1:H) ≤ (1 + λ)Jπ†
h (y1:H) + hb, ∀h ∈ [H],∀y1:H ∈ Y. (4.1)

Let Πλ,b be the collection of policies that satisfy the anytime constraints in (4.1). We design

an anytime-constrained RL algorithm that explores the policy space Πλ,b in K episodes to

optimize the expected reward Ex1 [V π
1 (x1)]. Note that different from constrained/conservative

MDPs [139, 168, 392, 423, 5, 422], the anytime constraints in (4.1) must be satisfied for

any round in any sampled episode y1:H ∈ Y given relaxed parameters λ, b ≥ 0. To evaluate

the performance of the learned policy πk ∈ Πλ,b, k ∈ [K] and the impact of the anytime

constraints, we consider the regret performance metric defined as

Regret(K) =

K∑
k=1

Ex1

[
V π∗
1 (x1) − V πk

1 (x1)
]
,with πk ∈ Πλ,b (4.2)

where π∗ = arg maxπ∈Π Ex1 [V π
1 (x1)] is the optimal policy without considering the anytime

constraints. When λ or b becomes larger, the constraints get less strict and the algorithm
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has more flexibility to minimize the regret in (4.2). Thus, the regret analysis will show the

trade-off between optimizing the expected reward and satisfying the anytime cost constraint.

In this paper, we make additional assumptions on the cost functions, transition

functions, and the prior policy which are important for the anytime-constrained algorithm

design and analysis.

Assumption 4. All the cost functions in the space C have a minimum value ϵ ≥ 0, i.e.

∀(x, a),∀h ∈ [H], ch(x, a) ≥ ϵ ≥ 0, and are Lc-Lipschitz continuous with respect to action ah

and the state xh. All the transition functions in the space F are Lf -Lipschitz continuous

with respect to action ah and the state xh. The parameters ϵ, Lc and Lf are known to the

agent.

The Lipschitz continuity of cost function space C and transition function space F

can also be found in other works on Lipschitz MDP [36, 161]. The Lispchitz assumptions

actually apply to many continuous mission-critical systems like cooling systems, power

systems and carbon-aware datacenters [104, 98, 326]. In these systems, the agents have no

access to concrete cost and transition functions, but they usually have the knowledge of the

minimum cost values and the Lipschitz constants of cost and dynamic functions by system

evaluation, and thus can utilize the information to satisfy anytime constraints.

Definition 20 (Telescoping policy). A policy π satisfies the telescoping property if the policy

is used from round h1 to h2 with initialized states xh1 and x′h1
, the corresponding states xh2

and x′h2
at round h2 satisfies

∥xh2 − x′h2
∥ ≤ p(h2 − h1)∥xh1 − x′h1

∥, (4.3)

where p(h) is called a perturbation function with h and p(0) = 1.
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Assumption 5. The prior policy π† satisfies the telescoping property with some perturbation

function p. Furthermore, π† is Lipschitz continuous.

The telescoping property in Definition 20 is useful, because if it is satisfied by a

policy, then with an initial state perturbation at a fixed round, the maximum divergence

of the states afterwards by employing the policy can be bounded. The telescoping policies

are assumed or verified for many policy priors for online control and decision makings

[387, 269, 268, 245]. A stable policy typically satisfies the telescoping property with small

enough perturbations p(h), h ∈ [H] [387, 253].

4.3.2 Motivating Examples

The anytime constraints have direct motivations from many mission-critical control

systems.

Constrained Cooling Control in Data Centers. In mission-critical infrastruc-

tures like data centers, the agent needs to make decisions on cooling equipment management

to maintain temperature range and achieve high energy efficiency. Over many years, rule-

based policies have been used in cooling systems and have verified cooling performance

in maintaining a suitable temperature for computing [282]. Recently, RL algorithms are

developed for cooling control in data centers to optimize the energy efficiency [409, 104, 282].

The safety concerns of RL policies, however, hinder their deployment in real systems. In

data centers, an unreliable cooling policy can overheat devices and denial critical services,

causing a huge loss [120, 282]. The safety risk is especially high at the early exploration

stage of RL in the real environment. Therefore, it is crucial to guarantee the constraints
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on cooling performance at anytime in any episode for safety. With the reliable rule-based

policies as control priors, A-CMDP can accurately model the critical parts of the cooling

control problem, opening a path towards learning reliable policy for cooling of data centers.

Workload Scheduling in Carbon-Intelligent Computing. The world is

witnessing a growing demand for computing power due to new computing applications like

AI. The large carbon footprint of computing has become a problem that cannot be ignored

[326, 410, 345, 132]. Studies find that the amount of carbon emission per kilowatt-hour on

electricity grid varies with time and locations due to the various types of electricity generation

[240, 219, 77]. Exploiting the time-varying property of carbon efficiency, recent studies are

developing workload scheduling policies (e.g. delay some temporally flexible workloads)

to optimize the total carbon efficiency [326]. However, an unreliable workload scheduling

policy in warehouse-scale computers can cause a large computing latency, resulting in an

unsatisfactory Quality of Service (QoS). Thus, to achieve a high carbon efficiency while

guaranteeing a low computing latency, we need to solve an A-CMDP which leverages RL to

improve the carbon efficiency while always guaranteeing the QoS requirement compared with

a policy prior focusing on computing latency [122, 174, 95, 442, 441]. This also resembles

the practice of carbon-intelligent computing adopted by Google [326].

4.4 Methods

In this section, we first propose a projection-based algorithm to guarantee the

anytime constraints given any RL policy. Then, we model a new MDP based on the

projection-based algorithm and give an RL algorithm to solve it.
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4.4.1 Guarantee the Anytime Constraints

It is challenging to guarantee the anytime constraints in (4.1) for an RL policy

in any episode due to the following. First of all, in MDPs, the agent can only observe the

real states {xh}Hh=1 corresponding to the truly-selected actions {ah}Hh=1. The agent does not

select the actions a†h of the prior, so the states of the prior x†h are virtual states that cannot

be observed. Thus, the agent cannot evaluate the costs of the prior jπ
†

h which is in the

anytime constraint at each round h. Also, the action at each round h has an impact on the

costs in the future rounds i, i > h based on the random transition models fi, i ≥ h. Thus,

besides satisfying the constraints in the current round, we need to have good planning for

the future rounds to avoid any possible constraint violations even without exact knowledge

of transition and/or cost models. Additionally, the RL policy may be arbitrarily bad in the

environment and can give high costs (especially when very limited training data is available),

making constraint satisfaction even harder.

Despite the challenges, we design safe action sets {Ah, h ∈ [H]} to guarantee the

anytime constraints: if action ah is strictly selected from Ah for each round h, the anytime

constraints for all rounds are guaranteed. As discussed above, the anytime constraints

cannot be evaluated at any time since the policy prior’s state and cost information is not

available. Thus, we propose to convert the original anytime constraints into constraints that

only depend on the action differences between the real policy and the policy prior and the

known information. We give the design of the safe action sets based on the next proposition.

For the ease of presentation, we denote ci = ci(xi, ai) as the real cost and c†i = ci(x
†
i , π(x†i ))

as the cost of the policy prior at round i.
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Proposition 21. Suppose that Assumption 4 and 5 are satisfied. At round h with costs

{ci}h−1
i=1 observed, the anytime constraints Jπ

h′ ≤ (1 + λ)Jπ†
h′ + h′b for rounds h′ = h, · · · , H

are satisfied if for all subsequent rounds h′ = h, · · · , H,

h′∑
j=h

Γj,j∥aj − π†(xj)∥ ≤ Gh,h′ , ∀h′ = h, · · · , H, (4.4)

where Γj,n =
∑H

i=n qj,i, (j ∈ [H],∀n ≥ j), with qj,i = Lc1(j = i) + Lc(1 + Lπ†)Lfp(i− 1 −

j)1(j < i), (∀j ∈ [H], i ≥ j), relying on known parameters, and Gh,h′ is called the allowed

deviation which is expressed as

Gh,h′ =
h−1∑
i=1

(
(1 + λ)ĉ†i − ci − Γi,hdi

)
+ (h′ − h + 1)(λϵ + b), (4.5)

where ĉ†i = max
{
ϵ, ci −

∑i
j=1 qj,idj

}
, (∀i ∈ [H]), is the lower bound of of c†i , and dj =

∥aj − π†(xj)∥,∀j ∈ [H] is the action difference at round j.

At each round h ∈ [H], Proposition 21 provides a sufficient condition for satisfying

all the anytime constraints from round h to round H given in (4.1). The meanings of the

parameters in Proposition 21 are explained as follows. The weight qj,i measures the impact

of action deviation at round j on the cost difference |ci − c†i | at round i ≥ j, and the weight

Γj,n indicates the total impact of the action deviation at round j on the sum of the cost

differences from rounds n to round H. Based on the definition of qj,i, we get ĉ†i as a lower

bound of the prior cost c†i . With these bounds, we can calculate the maximum allowed total

action deviation comparing with the prior actions π†(xj) from round j = h to h′ as Gh,h′

By applying Proposition 21 at initialization, we can guarantee the anytime con-

straints for all rounds h′ ∈ [H] if we ensure that for all rounds h′ ∈ [H],
∑h′

j=1 Γj,j∥aj −

π†(xj)∥ ≤ G1,h′ = h′(λϵ + b). This sufficient condition is a long-term constraint relying on
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minimum cost value ϵ and the relaxation parameters λ and b. Although we can guarantee

the anytime constraints by the sufficient condition obtained at initialization, we apply

Proposition 21 at all the subsequent rounds with the cost feedback information to get larger

action sets and more flexibility to optimize the average reward. In this way, we can update

the allowed deviation according to the next corollary.

Corollary 22. At round 1, we initialize the allowed deviation as D1 = λϵ + b. At round

h, h > 1, the allowed deviation is updated as

Dh = max {Dh−1 + λϵ + b− Γh−1,h−1dh−1, Rh−1 + λϵ + b} (4.6)

where Rh−1 =
∑h−1

i=1

(
(1 + λ)ĉ†i − ci − Γi,hdi

)
with notations defined in Proposition 21. The

(λ, b)−anytime constraints in Definition 19 are satisfied if it holds at each round h that

Γh,h∥ah − π†(xh)∥ ≤ Dh.

Corollary 22 gives a direct way to calculate the allowed action deviation at each

round. In the update rule (4.6) of the allowed deviation, the first term of the maximum

operation is based on the deviation calculation at round h − 1 while the second term is

obtained by applying Proposition 21 at round h. By Corollary 22, we can define the safe

action set at each round h as

Ah(Dh) =
{
a | Γh,h∥a− π†(xh)∥ ≤ Dh

}
. (4.7)

With the safe action set design in (4.7), we propose a projection-based algorithm

called ACD in Algorithm 4. We first initialize an allowed deviation as D1 = λϵ + b. When

the output ãh of the ML model is obtained at each round h, it is projected into a safe
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Algorithm 4 Anytime-Constrained Decision-making (ACD)

Initialization: Initialize an allowed deviation: D1 = λϵ + b.

for h = 1, · · · , H do

Obtain the output of the ML policy π̃ as ãh.

Select the action at by projecting ãh into the safe action set Ah(Dh) in (4.7).

Update the allowed deviation Dh+1 by (4.6).

end for

action set Ah(Dh) depending on the allowed deviation Dh, i.e. ah = PAh(Dh)(ãh) =

arg mina∈Ah(Dh) ∥a− ãh∥. The projection can be efficiently solved by many existing methods

on constrained policy learning or machine learning [422, 87, 24, 256, 133]. The allowed

deviation is then updated based on Corollary 22. Intuitively, if the actions are closer to the

prior actions before h, i.e. the action deviations {di}h−1
i=1 get smaller, then Rh−1 becomes

larger and Dh becomes larger, leaving more flexibility to deviate from a†i , i ≥ h in subsequent

rounds.

4.4.2 Anytime-Constrained RL

The anytime constraints have been satisfied by Algorithm 4, but it remains to

design an RL algorithm to optimize the average reward under the anytime cost constraints,

which is given in this section.

The anytime-constrained decision-making algorithm in Algorithm 4 defines a new

MDP, with an additional set of allowed deviations D to the A-MDP defined in Section 4.3.1,

denoted as M̃(X ,D,A,F , g,H, r, c, π̃, π†). In the new MDP, we define an augmented

state sh which include the original state xh, the allowed deviation Dh ∈ D, and history
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information {ci}h−1
i=1 and {di}h−1

i=1 . The transition of xh is defined by fh in Section 4.3.1

and needs to be learned while the transition of Dh is defined in (4.6) and is known to the

agent. The ML policy π̃ gives an output ãh and the selected action is the projected action

ah = PAh(Dh)(ãh). Then the environment generates a reward rh(xh, PAh(Dh)(ãh)) and a cost

ch(xh, PAh(Dh)(ãh)). Thus, the value function corresponding to the ML policy π̃ can be

expressed as Ṽ π̃
h (sh) = E

[∑H
i=h ri(xi, PAh(Dh)(ãh))

]
with ãh being the output of the ML

policy π̃. For notation convenience, we sometimes write the actions of π∗ and π† as π∗(s)

and π†(s) even though they only reply on the original state x in s.

To solve the MDP, we propose a model-based RL algorithm called ACRL in Algorithm

5. Different from the existing model-based RL algorithms [312, 42, 440], ACRL utilize the

dynamic model of A-CMDP and ACD (Algorithm 4) to reduce the learning complexity for

A-CMDP. Given an estimation of the transition distribution ĝk at episode k, we perform

value iteration to update Q̃ functions for h = 1, · · · , H.

Q̃k
h(sh, ãh) = rh(xh, ah) + max

g∈Gk

Eg

[
Ṽ k
h+1(sh+1) | sh, ah

]
, Ṽ k

h (sh) = max
a∈A

Q̃k
h(sh, a),

Eg

[
Ṽ k
h+1(sh+1) | sh, ah

]
=
∑
f∈F

Ṽ k
h+1(f(xh, ah), Dh+1)g(f | sh, ah),

(4.8)

where ah = PAh(Dh)(ãh), Q̃H+1,k(s, a) = 0, ṼH+1,k(s) = 0, Gk is the confidence set based on

the estimation of the transition model g. The transition model g is fitted as

ĝk = arg min
g∈G

k−1∑
i=1

H∑
h=1

(
Eg

[
Ṽ i
h+1(sh+1) | sh, ah

]
− Ṽ i

h+1(sh+1, ah+1)
)2

. (4.9)

Based on the transition estimation, we can calculate the confidence set as

Gk =

{
g ∈ G

∣∣∣∣∣
k−1∑
i=1

H∑
h=1

(
Eg

[
Ṽ i
h+1(sh+1) | sh, ah

]
−Eĝk

[
Ṽ i
h+1(sh+1) | sh, ah

])2
≤ βk

}
,

(4.10)
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Algorithm 5 Anytime-Constrained Reinforcement Learning (ACRL)

1: Initialization: Transition model set G1 = {ĝ1}.

2: for each episode k = 1, · · · ,K do

3: Observe the initial state sk1.

4: Select gk = arg maxg∈Gk Eg

[
V1(s

k
1)
]
.

5: Perform value iteration in Eqn. (4.8) and update Q̃ functions Q̃k
1 · · · , Q̃k

H .

6: for each round h = 1, · · · , H do

7: Run ACD (Algorithm 4) by ML policy π̃k(sh) = arg maxa∈A Q̃k
h(sh, a)

8: Observe state skh+1 and store values Ṽ k
h+1(s

t
h+1).

9: end for

10: Update transition model ĝk+1 using (4.9) and calculate confidence set Gk+1.

11: end for

where βk > 0 is a confidence parameter.

With a learned ML policy π̃k at each episode k, the policy used for action selection

is the ACD policy πk. Given the optimal ML policy π̃∗ = arg maxπ̃∈Π̃ Ṽ π̃
1 (s1) with Π̃ being

the ML policy space, the optimal ACD policy is denoted as π◦. For an augmented state sh at

round h, they select action as

πk(sh) = PAh(Dh)(π̃
k(sh)), π◦(sh) = PAh(Dh)(π̃

∗(sh)). (4.11)
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4.5 Performance Analysis

In this section, we analyze the regret of ACRL to show the impacts of anytime cost

constraints as well as the reinforcement learning process on the average reward.

4.5.1 Regret Due to Constraint Guarantee

Intuitively, due to the anytime constraints in Eqn. (4.1), there always exists an

unavoidable reward gap between an ACD policy and the optimal-unconstrained policy π∗. In

this section, to quantify this unavoidable gap, we bound the regret of the optimal ACD policy

π◦, highlighting the impact of anytime cost constraints on the average reward performance.

Theorem 4.5.1. Assume that the optimal-unconstrained policy π∗ has a value function

Qπ∗
h (x, a) which is LQ,h-Lipschitz continuous with respect to the action a for all x. The

regret between the optimal ACD policy π◦ that satisfies (λ, b)−anytime constraints and the

optimal-unconstrained policy π∗ is bounded as

Ex1

[
V π∗
1 (x1) − V π◦

1 (x1)
]
≤ Ey1:H

{
H∑

h=1

LQ,h

[
η − 1

Γh,h
(λϵ + b + ∆Gh)

]+}
, (4.12)

where η = supx∈X ∥π∗(x) − π+(x))∥ is the maximum action discrepancy between the policy

prior π† and optimal-unconstrained policy π∗; Γh,h is defined in Proposition 21; ∆Gh =

[Rh−1]
+ is the gain of the allowed deviation by applying Proposition 21 at round h.

The regret bound stated in Theorem 4.5.1 is intrinsic and inevitable, due to

the committed assurance of satisfying the anytime constraints. Such a bound cannot be

improved via policy learning, i.e., converge to 0 when the number of episodes K → ∞.

This is because to satisfy the (λ, b)−anytime constraints, the feasible policy set Πλ,b defined
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under (4.1) is a subset of the original policy set Π, and the derived regret is an upper bound

of maxπ∈Π Ex1 [V π
1 (x1)] − maxπ∈Πλ,b

Ex1 [V π
1 (x1)]. Moreover, the regret bound relies on the

action discrepancy η. This is because if the optimal-unconstrained policy π∗ is more different

from the prior π†, its actions are altered to a larger extent to guarantee the constraints,

resulting in a larger degradation of reward performance. More importantly, the regret bound

indicates the trade-off between the reward optimization and anytime constraint satisfaction

governed by the parameters λ and b. When λ or b becomes larger, we can get smaller regret

because the anytime constraints in (4.1) are relaxed to have more flexibility to optimize the

average reward. In the extreme cases when λ or b is large enough, all the policies in Π can

satisfy the anytime constraints, so we can get zero regret.

Moreover, the regret bound shows that the update of allowed deviation by applying

Proposition 21 based on the cost feedback at each round will benefit the reward optimization.

By the definition of Rh−1 in Corollary 22, if the real actions deviate more from the prior

actions before h, the gain ∆Gi for i ≥ h can be smaller, so the actions must be closer to

the prior actions in the subsequent rounds, potentially causing a larger regret. Thus, it is

important to have a good planing of the action differences {di}Hi=1 to get larger allowed

deviation for reward optimization. Exploiting the representation power of machine learning,

ACRL can learn a good planning of the action differences, and the ACD policy π◦ corresponding

to the optimal ML policy π̃∗ can achieve the optimal planing of the action differences.

4.5.2 Regret of ACRL

To quantify the regret defined in Eqn. (4.2), it remains to bound the reward gap

between the ACD policy πk and the optimal ACD policy π◦. In this section, we show that πk
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by ACRL approaches the optimal one π◦ as episode K → ∞ by bounding the pseudo regret

PReg(K) = Ex1

[
K∑
k=1

(
V π◦
1 (s1) − V πk

1 (s1)
)]

. (4.13)

Theorem 4.5.2. Assume that the value function is bounded by V̄ . Denote a set of function

as

Q =

{
q | ∃g ∈ G,∀(s, a, v) ∈ S ×A× V, q(s, a, v) =

∫
Eg

[
v(ds′) | s, a

]}
. (4.14)

If βk = 2(V̄ H)2 log
(
2N (Q,α,∥·∥∞)

δ

)
+CV̄ H with α = 1/(KH log(KH/δ)), C being a constant,

and N (Q, α, ∥ ·∥∞) being the covering number of Q, with probability at least 1−δ, the pseudo

regret of Algorithm 5 is bounded as

PReg(K) ≤ 1 + dQHV̄ + 4
√
dQβKKH + H

√
2KH log(1/δ), (4.15)

where dQ = dimE(Q, 1
KH ) is the Eluder dimension of Q defined in [338].

Theorem 4.14 bounds the pseudo regret for each episode k. Existing works on

function approximation of reinforcement learning show that the regret is sublinear with

assumptions on the transition model space [42, 102, 142, 440]. The concrete sublinear regret

bounds under different model space assumptions are of independent interest of this paper,

but we give the regret bound when the transition model g can be represented by a linear

kernel as in [42, 440], i.e. g(f | s, a) = ⟨ϕ(f |, s, a), θ⟩ with dimension of θ as dθ. Under this

assumption, we have βK = O((V̄ H)2 log(1δN (Q, α, ∥ · ∥∞))) = O
(
(V̄ H)2 log(1δ (1/α)dθ

)
=

Õ((V̄ H)2(dθ + log(1/δ))) [42], and the Eluder dimension is dQ = Õ(dθ) [338]. Thus the

pseudo regret is PReg(K) = Õ(
√
H3V̄ 2K log(1/δ)) which is sublinear in terms of K.

With the sublinear pseudo regret, the ACD policy πk performs as asymptotically

well as the optimal ACD policy π◦ when K → ∞. Combining with the regret of the optimal
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ACD policy in Theorem 4.5.1, we can bound the regret of ACRL as

Regret(K)≤KEy1:H

{
H∑

h=1

LQ,h

[
η − 1

Γh,h
(λϵ + b + ∆Gh)

]+}
+Õ(

√
H3V̄ 2K log(1/δ)),

(4.16)

which includes an unavoidable part due to the commitment to satisfy the anytime constraints

as illustrated in Theorem 4.5.1 and a sublinear part induced by policy learning. The first

regret term indicates the trade-off between the optimization of the average reward and the

anytime constraint satisfaction while the second term shows the effect of ACRL in improving

the reward under the anytime constraints.

We also experiment with the application of resource management for carbon-aware

computing [326] to empirically show the benefits of ACRL. Unlike the existing algorithms that

either result in a low reward or violate the anytime Quality-of-Service constraint, our results

demonstrate that ACRL can improve the average performance in terms of the operational

cost while still offering guaranteed QoS.

4.6 Empirical Results

4.6.1 Problem Formulation

We consider the sustainable workload scheduling problem in datacenters to jointly

optimize carbon efficiency and revenue while guaranteeing the quality-of-service (QoS). In

this problem, the average carbon efficiency and revenue can be optimized while QoS must

always be ensured at each step. The agent needs to decide the computing resource ah

measured by energy (kWh) for each round h. The state xh is the remaining demand for
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each round h and is updated as

xh = f(xh−1, µh, ah) = [Vx(xh−1) + µh − Va(ah)]+, (4.17)

where Vx is a random function of xh−1 measuring the randomly decayed remaining demands

(e.g., due to workload dropping), µh is arrival demand at round h, and Va is a random

function in terms of ah and xh and outputs the amount of processed workload. With

the random functions Vx and Va, the remaining workload xh at round h is drawn from

P(xh | xh−1, µh, ah). Here, we focus on flexibly deferrable workloads (e.g., model training

and batch data processing) [326].

The energy efficiency reward is modeled by a penalty for the carbon footprint at

each round. Let Ch be the amount of renewable at round h, the energy efficiency reward is

expressed as efficiencyh = −([ah − Ch]+)2. The revenue function is modeled as a general

power-law function [349] as revenueh = CrV
α
a (ah) with α ∈ (0, 1). In datacenters, we also

need to consider a switching cost γ2∥ah − ah−1∥ at each round h to avoid switching on/off

servers frequently. Thus, the reward in this problem is formulated as

rewardh = efficiencyh + γ1 · revenueh − γ2 · ∥ah − ah−1∥2. (4.18)

Besides the reward, QoS is also crucial for deferrable workloads in datacenters. In

this work, we model QoS as a cost function of the remaining demand as follows:

costQoS,h = x⊤hQ1xh + Q⊤
2 xh + Q3, (4.19)

where Q1, Q2 and Q3 are constants.

As shown in Eqn. (4.1), given a baseline π† that has been verified to achieve a

satisfactory QoS, our goal is to optimize the expected reward and guarantee the QoS for
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any time in any sequence, i.e.

min
π∈Π

E

[
H∑

h=1

rewardh

]
,

s.t.

h′∑
h=1

costQoS,h(π) ≤ (1 + λ)

h′∑
h=1

costQoS,h(π†) + h′b, ∀h′ ∈ [H],

(4.20)

which is consistent with the definition of anytime constraints in Definition 19.

4.6.2 Baselines

In the experiments, we consider different baselines as below.

• QoS Optimization (OPT-QoS): This baseline policy prior directly optimizes QoS

in (4.19) based on estimated models V̂x and V̂a. Without taking efficiency or revenue into

consideration, OPT-QoS essentially always schedules as many computing resources as possible

to lower the QoS cost based on the estimated arrival demand.

• Reinforcement Learning (RL): This is a model-based reinforcement learning

algorithm [42] to optimize the expected reward E
[∑H

h=1 rewardh

]
without considering any

QoS constraints.

• Constrained Reinforcement Learning (CRL): This is a constrained reinforcement

learning to optimize the reward with the expected QoS cost constraint as shown below:

min
π∈Π

E

[
H∑

h=1

rewardh

]
, s.t.E

[
H∑

h=1

costQoS,h(π) − (1 + λ)

H∑
h=1

costQoS,h(π†)

]
≤ B. (4.21)

• Random RL policy with ACD (Random +ACD): This algorithm selects actions by

ACD in Algorithm 4 with a random RL policy π̃ as input of ACD.

• Trained RL policy with ACD (RL +ACD): This algorithm selects actions by ACD in

Algorithm 4 with the RL policy trained to optimize the expected reward without accounting

for QoS.
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• Anytime-Constrained Reinforcement Learning (ACRL): This is the proposed

Algorithm 5 which optimizes the expected reward while guaranteeing the anytime QoS cost

constraints in (4.1). In each inference, ACD in Algorithm 4 is used to select actions.

4.6.3 Experiment Settings

In the experiments, we evaluate the performances with the following experiment

settings.

System Parameters. We evaluate the regret and the cost constraints for different

choices of parameters. The results are given for different anytime constraint parameters

including λ chosen from [0, 10] and b chosen from {2, 6}. With smaller λ and b, we have

more stringent constraints, and vice versa. In the experiments, we choose α = 0.5 for the

revenue function to simulate a typical effect of the scheduled resource on the revenue. To

scale different rewards into the same magnitude, we choose the weight for the revenue as

γ1 = 4, and the weight for the switching cost as γ2 = 1. For the QoS cost function, we

choose Q1 = Q2 = Q3 = 1, so we have the minimum QoS cost as ϵ = Q3 = 1. The transition

model f are from a function space defined by random functions Vx and Va. To create the

environment for RL, Vx(xh) is drawn from a uniform distribution with range [0.9 · xh, xh],

and Va(ah) is drawn from a normal distribution with 0.8 · ah as the center.

Data. For experiments, we create an environment based on a renewable dataset and

a demand dataset. The renewable dataset is a public dataset from California Independent

System Operator [310] which contains the hourly renewable generation in 2019. The

renewable sequences from multiple sources (solar, wind, water ) are summed together and

scaled to be the renewable of {Ch}Hh=1 in the problem formulation. In addition, we use the
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Figure 4.1: Regret of different algorithms.

Azure Cloud Dataset [115] as the demand dataset which includes hourly CPU utilization

in the same year of 2019. We choose the sequences of the first three months and augment

them to 4000 episodes for policy exploration, and we hold out the sequences of the last two

months for testing.

Learning Settings. To ensure fair comparisons, we choose the same neural

network architecture as the policy network for different methods. The policy neural network

has two hidden layers and each hidden layer has 40 neurons. For training, the policy network

parameters are initialized by Gaussian distribution. The reinforcement learning has total

K = 4000 episodes. We update the neural network every 50 episodes with a weight update

rate of 10−3. We apply Adam optimizer to update the weights of neural networks.

4.6.4 Results

We show the empirical results for both regret and QoS cost.

Regret Evaluation. The reward regrets as defined in Eqn. (4.2) are given in

Figure 4.1. To evaluate the regret, we use the RL policy after the exploration for total 4000
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Figure 4.2: QoS costs of different algorithms.

episodes as the optimal RL policy π∗. The results are given for different anytime constraint

parameters λ and b

Figure 4.1(a) shows the varying regret of different algorithms for the first 500

episodes. Without including reward as an objective, the policy prior OPT-QoS is an algorithm

that is not updated over time and always gives the highest regret. Without the QoS cost

constraints, RL approaches the optimal RL policy that can give the best regret as time goes

on. The constrained RL CRL and anytime-constrained RL ACRL are guaranteed to satisfy

the expected constraint in (4.21) and the anytime constraints in (4.1), respectively, so their

reward regrets are higher than RL. Also, we can find that with larger λ and/or b, ACRL

can achieve lower regret after about 200 episodes. This is because the larger λ or b gives

less stringent anytime constraints and leave more flexibility to reduce regret as shown in

Theorem 4.5.1. Moreover, we can observe that ACRL with small λ and b (e.g. λ = 2, b = 2 in

the figure) converges faster to the optimal policy under the anytime constraints. The reason

is that the constraints with small λ and b provide small policy space to explore, resulting in

a smaller Eluder dimension dQ shown in Theorem 4.5.2.
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In Figure 4.1(b), we give the optimal regret of the algorithms after enough explo-

ration. ACRL and RL +ACD are different in terms of the RL policy π̃ used in Algorithm 4.

The regret of Random +ACD uses randomly initialized RL policy as π̃ and has a regret as

large as from 61 to 64.51, exceeding the limit of the regret axis. The optimal regrets of

different algorithms decrease the parameter λ given a fixed b, and a smaller b gives smaller

optimal regrets given a fixed λ, which is consistent with the findings in Theorem 4.5.1.

Importantly, we can find that under the same λ and b, ACRL can always improve the regret

of RL +ACD. This is because RL explores the original A-CMDP defined in Section 4.3.1 while

ACRL explores the new MDP defined at the beginning of Section 4.4.2, which represents

the true environment created by ACD. This highlights the advantage of ACRL in terms of

reducing the reward regret by learning with awareness of the anytime constraints in the true

environment.

Cost Evaluation.

Figure 4.2(a) gives the worst-case cost of different algorithms for all the sequences

in the testing dataset. The RL algorithm without considering the cost objective achieves

the worst-case cost of 5015.62, exceeding the range of the cost axis to a large extent. The

dotted horizon lines show the maximum cost bound required by the anytime constraint in

Definition 19. Clearly, we can find that given any RL policy (even a randomly initialized

RL policy) as input ACD can guarantee the anytime constraints even for the worst-case, but

CRL fails to guarantee the anytime constraints. In the experiments, we verify that all ACD

algorithms have zero violation of anytime constraints no matter what ML policy is used,

but CRL has a violation rate of 27.5% for λ = 2 and a violation rate of 58.6% for λ = 6.
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Figure 4.2(b) shows the average cost of different algorithms for all the sequences in

the testing dataset. The RL algorithm achieves an average QoS cost of 2070.14, exceeding

the range of the cost axis to a large extent. The dotted lines give the maximum average QoS

cost bound required by the expected constraint in (4.21). Since CRL is designed to optimize

the regret subject to the average QoS constraints in (4.21), it has no violation in terms of the

average QoS cost. The algorithms that use ACD guarantees the stricter anytime constraints

than the average constraint, so they can also guarantee the average QoS constraint.

4.7 Concluding Remarks

This chapter considers a novel MDP setting called A-CMDP where the goal is

to optimize the average reward while guaranteeing the (λ, b)−anytime constraints. The

anytime constraints require the cost of a learned policy never exceed that of a policy prior

π† for any round h in any episode. To guarantee the anytime constraints, we design ACD,

which projects the output of an ML policy into a safe action set at each round. Then, to

optimize the average reward under the anytime constraints, we formulate the decision process

of ACD as a new MDP and propose an efficient model-based RL algorithm to explore the

optimal RL policy in ACD. Our performance analysis shows that the regret compared with

the optimal-unconstrained policy includes a term quantifying the impact of (λ, b)−anytime

constraints on the average reward optimization and a term showing the effectiveness of

policy learning.
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Chapter 5

Learning-Assisted Online

Optimization With Budget

Constraints

5.1 Introduction

Online optimization with budget (or inventory) constraints, also referred to as

OOBC, is an important problem modeling a wide range of sequential decision-making

applications with limited resources, such as online virtual machine resource allocation

[213, 315], one-way trading in economics [140], resource management in wireless networks

[304, 231], and data center server provisioning [165]. More specifically, when virtualizing

a physical server into a small number of virtual machines (VMs) to satisfy the demand of

multiple sequentially-arriving jobs, the agent must make sure that the total VM resource
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consumption is no more than what the physical server can provide [395]. Under such

resource constraints, the agent decides the VM allocations to optimize the reward of demand

satisfaction.

In an OOBC problem, online actions are selected sequentially to maximize the

total utility over a short time horizon while the resource consumption over the time horizon

is strictly constrained by a fixed amount of budgets (i.e., violating the budget constraint is

naturally prohibited due to physical constraints). Consequently, the short time horizon (e.g.,

24 hourly decisions in a day) and the strict budget constraint present substantial algorithmic

challenges — the optimal solution relies on complete offline context information, but in

the online setting, only the online contexts are revealed and the exact future contexts are

unavailable for decision making [266, 265].

A relevant but different problem is online optimization with (long-term) constraints

[48, 146, 304, 43]. In the literature, a common approach is to relax the long-term capacity

constraints and include them as additional weighted costs into the original optimization

objective, i.e., Lagrangian relaxation [126, 447, 48, 304]. The Lagrangian multiplier can be

interpreted as the resource price [315], and is updated at each time step by a manually-

designed algorithm such as Dual Mirror Descent (DMD) [48, 405, 210]. These algorithms

require a sufficiently long time horizon for convergence, which hence may not provide

satisfactory performance for short-term budget constraints, especially when contexts in an

episode are not identically independently distributed (i.i.d.). Additionally, some studies

consider constraints on average (i.e., equivalently, long-term constraints) [324, 191] or bound

the violation of the constraints [304, 429, 376]. Thus, these algorithms consider different
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settings and do not apply to strict budget constraints over a short time horizon, and we

need to design new algorithms for settings with short time horizon.

The challenges of OOBC with short-term and strict budget constraints can be

further highlighted by that competitive online algorithms have only been proposed very

recently under settings with linear constraints [266, 265]. Concretely, CR-Pursuit algorithms

are proposed to make actions by following a pseudo-optimal algorithm based on the com-

petitive ratio pursuit framework. Nonetheless, to make sure the solution exists for each

OOBC episode, the guaranteed competitive ratio (ratio between the algorithm cost and

the offline-optimal cost) can be large. Also, they treat each OOBC problem instance as

a completely new one and focus on the worst-case competitive ratio without considering

the available historical data obtained when solving previous OOBC episodes. Thus, their

conservative nature does not result in a satisfactory average performance, which may limit

the practicability of these algorithms.

By tapping into the power of historical data, a natural idea for OOBC is to train an

machine learning (ML) based optimizer. Indeed, reinforcement learning has been proposed to

solve online allocation problems in other contexts [228, 17, 134]. But, the existing ML-based

algorithms for online optimization typically learn online actions in an end-to-end manner

without exploiting the structure of the online problem being studied, which hence can have

an unnecessarily high learning complexity and create additional challenges for generalization

to unseen problem instances [96, 272].

Contribution. We study OOBC with short-term and strict budget constraints,

and propose a novel ML-assisted unrolling approach based on recurrent architectures, called
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LACC (Learning-Assisted Algorithm Unrolling). Instead of using an end-to-end ML model

to directly learn online actions, LACC uniquely exploits the LACC problem structure and

unrolls the agent’s online decision pipeline into decision pipeline with three stages/layers

— update the Lagrangian multiplier, optimize decisions subject to constraints, and update

remaining resource budgets — and only plugs an ML model into the first stage (i.e.,

update the Lagrangian multiplier) where the key bottleneck for better performance exists.

Thus, compared with the end-to-end model, LACC benefits generalization by exploiting the

knowledge of decision pipeline [96]. Moreover, when the action dimension is larger than

the number of constraints (i.e., the dimension of Lagrangian multipliers), the complexity

advantage of using LACC to learn Lagrangian multipliers can be further enhanced compared

to learning the actions using an end-to-end model.

It is challenging to train LACC through backpropagation since the constrained

optimization layer is not easily differentiable. Thus, we derive tractable gradients for back-

propagation through the optimization layer based on Karush-Kuhn-Tucker (KKT) conditions.

In addition, we rigorously analyze the performance of LACC in terms of the expected cost for

both the case when the offline distribution information is available and the case when the

data is collected online. Finally, to validate LACC, we present numerical results by considering

online resource allocation for maximizing the weighted fairness metric. Our results highlight

that LACC can significantly outperform the existing baselines and is very close to the optimal

oracle in terms of the fairness utility.
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5.2 Related Works

Constrained Online Optimization. Some earlier works [125, 146] solve online

optimization with (long-term) constraints by estimating a fixed Lagrangian multiplier using

offline data. This approach works only for long-term or average constraints. Many other

studies design online algorithms by updating the Lagrangian multiplier in an online style

[126, 48, 405, 210]. These algorithms guarantee sub-linear regrets under the i.i.d. context

setting, and thus can achieve high utility if the number of time steps is sufficiently large.

Likewise, the Lyapunov optimization approach addresses the long-term packing constraints

by introducing virtual queues (equivalent to the Lagrangian multiplier) [304, 429, 197].

Nonetheless, it also requires a sufficiently large number of time steps for convergence. By

contrast, we consider online optimization with short-term strict budget constraints, which,

motivated by practical applications, makes OOBC significantly more challenging.

Our work is relevant to the studies on OOBC [266, 265] which design online

algorithms to achieve a worst-case performance guarantee. However, to guarantee the worst-

case performance and the feasibility of the algorithm, the algorithms are very conservative

and their average performances are unsatisfactory. Comparably, we consider a more general

setting where the budget constraint can be nonlinear, and utilize available historical data

more efficiently to design ML-based LACC that unrolls the online decision pipeline and

achieves favorable average performance.

Algorithm Unrolling. LACC is related to the recent studies on ML-assisted

algorithm unrolling and deep implicit layers, which integrate ML into traditional algorithmic

frameworks for better generalization and interpretability, lower sampling complexity and/or
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smaller ML model size [6, 96, 227, 300, 272]. Algorithm unrolling has been used for sparse

coding [183], signal and image processing [300, 255], and solving inverse problems [226] and

ordinary differential equations (ODEs) [94]. Also, algorithm unrolling is applied in learning

to optimize (L2O) [96, 406]. Among these works, [303] predicts the Lagrangian multiplier by

a model to efficiently solve offline optimizations which may have a large number of constraints

but allow constraint violations. These studies have their own challenges orthogonal to our

problem where the key challenge is the lack of complete offline information. Thus, LACC,

to our knowledge, is the first to leverage ML to unroll an online optimizer for solving the

online convex optimization with budget constraints, thus having better generalization than

generic RL-based optimizers to directly obtain end solutions [17, 134, 228].

5.3 Problem Formulation

In this section, we formulate the problem of OOBC and fomally show the challenges

of OOBC. As in the existing ML-based optimizers for online problems [228, 17, 134], we

consider an agent that interacts with a stochastic environment. The time horizon of an

episode consists of N time steps. For an episode, two vectors c = [c1, · · · , cN ]⊤ and

B = [B1, · · · , BM ]⊤, where ct is a context vector and Bm ∈ R+ is the total budget for

resource m, are drawn from a certain joint distribution (c,B) ∼ P, which we refer to as

the environment distribution. Note that ci and cj for i ̸= j can follow different probability

distributions, and so can Bi and Bj for i ≠ j. The random vector B = [B1, · · · , BM ]⊤

are revealed at the beginning of an episode, and represents the budgets for M types of

resources. On the other hand, c = [c1, · · · , cN ]⊤ are online contexts sequentially revealed
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over N different steps within an episode. That is, at step t, the agent only knows c1, · · · , ct,

but not the future parameters ct+1, · · · , cN .

At each step t = 1, · · · , N , the agent makes a decision xt ∈ Rd, consumes some

budgets, and also receives a utility. Given the decision xt and parameter ct, the amount

of the resource consumption is denoted as a non-negative function gm(xt, ct) ≥ 0, for

m = 1, · · · ,M . To be consistent with the notation of loss function, we use a cost or loss

l(xt, ct) to denote the negative of the utility — the less l(xt, ct), the better. As the cost

function l(·, ct) is parameterized by ct, knowing ct is also equivalent to knowing the cost

function. We assume that the loss function l and the constraint functions gm,m = 1, · · · ,M

are twice continuously differentiable, and either the loss function l or one of the constraint

functions gm,m = 1, · · · ,M is strongly convex in terms of the decision xt.

For each episode with (c,B) ∼ P , the goal of the agent is minimizing its total cost

over the N steps subject to M resource capacity constraints, which we formulate as follows:

min
x=(x1,··· ,xN )

N∑
t=1

l(xt, ct),

s.t.

N∑
t=1

gm(xt, ct) ≤ Bm,m = 1, · · · ,M.

(5.1)

This is an online optimization problem with inventory constraints (referred to as OOBC) in

the sense that the short-term strict inventory constraints are imposed for each episode of N

time steps. An episode has its own M capacity constraints which should be strictly satisfied,

and the unused budgets cannot roll over to the next episode. For ease of notation, given a

policy π which maps available inputs to feasible actions, we denote L(π) =
∑N

t=1 l(xt, ct) as

the total loss for one episode and E [L(π)] as the expected total loss over the distribution of

(c,B) ∼ P.
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The setting of OOBC presents new technical challenges compared with existing

works on constrained online optimization. Specifically in OOBC, the time horizon in an

episode (episode length) is finite and can be very short. In this case, there are not many

steps for algorithms to converge, and bad decisions at early steps have a large impact on

the overall performance. Thus, DMD [48, 405, 210] and Lyapunov optimization [304] which

are specifically designed for long episodes may not provide good results for OOBC. Besides,

unlike some studies that satisfy average constraints [324, 191] or that only approximately

satisfy the constraints under bounded violations (i.e., soft constraints) [429, 428, 376], OOBC

requires all the constraints in Eqn. (5.1) be strictly satisfied. This requirement is necessary

for many practical applications with finite available resources (e.g., a data center’s power

capacity must not be exceeded [143]), but makes the problem more challenging. Last but

not least, the contexts in one episode in OOBC are drawn from a general joint distribution

(not necessarily i.i.d.). Under non-i.i.d. cases, DMD[48] has performance guarantees only

when each episode is long enough. CR-Pursuit[266, 265] has competitive ratios but is too

conservative and may not perform well on average. To improve the average performance of

OOBC, new algorithms are needed to effectively utilize history data of previous episodes.

5.4 Learning-Assisted Algorithm Unrolling

In this section, we propose a novel learning-assisted online algorithm, called LACC,

to solve the OOBC problem.
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5.4.1 Relaxed Optimization

The design of LACC is based on the Lagrangian relaxed optimization method which

is introduced here. Since it is difficult to directly solve the constrained optimization in

Eqn. (5.1) due to the lack of complete offline information in an online setting, many studies

[35, 48, 304] solve the Lagrangian relaxed form written as follows:

min
x=(x1,··· ,xN )

N∑
t=1

l(xt, ct) + λ⊤
N∑
t=1

g(xt, ct), (5.2)

where g(xt, ct) = [g1(xt, ct), · · · , gM (xt, ct)]
⊤ and λ = [λ1, · · · , λM ]⊤ is the non-negative

Lagrangian multiplier corresponding to the M constraints
∑N

t=1 g(xt, ct) ≤ B. The multiplier

λ with M dimensions essentially relaxes the M inventory constraints, thus decoupling the

decisions over the N time steps within an episode. It is also interpreted as the resource

price in the resource allocation literature [315, 71, 304]: A greater λt means a higher price

for the resource consumption, thus pushing the agent to use less resource. Clearly, had we

known the optimal Lagrangian multiplier λ∗ at the beginning of each episode, the OOBC

problem would become very easy. Unfortunately, knowing λ∗ also requires the complete

offline information (c,B), which is not possible in the online case. Nevertheless, if we can

appropriately update λt in an online manner while strictly satisfying the constraints, we can

also efficiently solve the OOBC problem. Formally, by using λt that is updated online for

each step t, we can instead solve the following relaxed problem:

min
xt

l(xt, ct) + λ⊤
t g(xt, ct), s.t., g(xt, ct) ≤ bt, (5.3)

where λt = [λt,1, · · · , λt,M ]⊤, g(xt, ct) = [g1(xt, ct), · · · , gM (xt, ct)]
⊤, and the remaining

budget for step t is bt = B −
∑t−1

s=1 g(xs, cs).
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In fact, designing good update rules for λt for each step t = 1, · · · , N is commonly

considered in the literature [48, 10]. For example, [48] update λt by DMD, in order to meet

long-term constraints while achieving a low regret compared to the optimal oracle. Nonethe-

less, it requires a large number of time steps to converge to a good Lagrangian parameter.

Likewise, the Lyapunov optimization technique introduces a virtual queue, whose length

essentially takes the role of λt and is updated as λt+1 = max
{
λt + g(xt, ct) − 1

NB, 0
}

or in

other similar ways [304]. Nonetheless, the convergence rate of using Lyapunov optimization

is slow (even assuming ct is i.i.d. for t = 1, · · · , N), and there exists a tradeoff between cost

minimization and long-term constraint satisfactory, making it unsuitable for the short-term

constraints that we focus on.

Alternatively, one may want to exploit the distribution information of (c,B) ∼ P

and solve a relaxed problem offline by considering M average constraints (referred to

as AVG-LT). That is, we replace the short-term capacity constraints in Eqn. (5.1) with

EP

[∑N
t=1 gm(xt, ct)

]
≤ Bm for m = 1, · · · ,M . By solving this relaxed problem, we can

obtain a Lagrangian multiplier λP that only depends on P but not the specific (c,B).

Thus, we can replace λt in Eqn. (5.3) with λP . However, since this method uses a constant

Lagrangian multiplier for all episodes, we will either be overly conservative and not using

the budgets as much as possible, or violating the the constraints.

5.4.2 Algorithm Unrolling

We propose to leverage the powerful capacity of ML to find a solution. One

approach is to train an end-to-end model that takes the online input information and
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Algorithm 6 Online Inference Procedure of LACC

Require: ML model fθ.

1: for t=1 to N do

2: Receive ct, forward propagate fθ and get Lagrangian multiplier λt = fθ (bt, ct, t̄).

3: Solve the constrained convex optimization in (5.4) and make action xt.

4: Update the resource budget bt+1 = bt − g(xt, ct).

5: end for

Figure 5.1: Architecture of LACC.

directly outputs a decision. But, the end-to-end model should be large enough to capture

the possibly complex logic of the optimal policy, and the end-to-end models often have

poor interpretability and worse generalization (see the comparison between LACC and the

generic end-to-end approach in Section 5.7). Therefore, instead of replacing the whole

decision pipeline with ML, we only plug an ML model in the most challenging stage — online

updating of the Lagrangian multiplier λt needed to solve the relaxed problem in Eqn. (5.3).

As shown in Algorithm 6 and illustrated in Fig. 5.1, the decision pipeline at step t

can be decomposed into three stages as follows.
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Updating λt. At the beginning of step t = 1, · · · , N , the ML model takes

the parameter ct, the remaining budget bt = [bt,1, · · · , bt,m]⊤ and the normalized number

of remaining steps t̄ = N−t
N as the inputs, and outputs the Lagrangian multiplier λt =

[λt,1, · · · , λt,m]⊤. Letting fθ denote the ML model parameterized by θ, we have λt =

fθ (bt, ct, t̄) .

Optimization Layer. In the optimization layer, we solve a relaxed convex problem

formulated in Eqn. (5.3). The natural constraints on the remaining resource budgets ensure

that the strict inventory constraints are always satisfied by LACC. We denote the optimization

layer as p(ct, λt, bt) and thus have:

xt = p(ct, λt, bt)=argmin
x

(
l(x, ct) + λ⊤

t g(x, ct)
)
,

s.t., g(x, ct) ≤ bt.

(5.4)

Updating Resource Budgets. In the last stage, the remaining resource budgets

serve as an input for the next recurrence and are updated as bt+1 = B −
∑t

s=1 g(xs, cs) =

bt − g(xt, ct).

Each episode includes N recurrences, each for one decision step. The cost for step

t is calculated after the optimization layer as l(xt, ct). Note that in the N -th recurrence

which is the final stopping step, the remaining budget br = bN − g(xN , cN ) will be wasted if

not used up. Thus, we directly set λN = 0 for the N -th unrolling unit.

5.5 Training the Unrolling Architecture

In this section, we first consider the offline training where offline data is available.

Then we extend to the online training setting where the data is collected online.
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5.5.1 Offline Training

Training Objective

For the ease of notation, we denote the online optimizer as hθ (B, c). For offline

training, we are given an unlabeled training dataset S = {(c1,B1) , · · · , (cn,Bn)}, with n

samples of (c,B). The training dataset can be synthetically generated by sampling from

the target distribution for the online input (c,B), which is a standard technique in the

context of learning to optimize [96, 117, 238, 134]. By forward propagation, we can get

the empirical training loss as L(hθ, S) = 1
n

∑n
i=1

∑N
t=1 l(xi,t, ci,t) where xi,t is the output

of the online optimizer hθ regarding ci and Bi. By minimizing the empirical loss, we get

θ̂ = arg minθ L(hθ, S).

Backpropagation

Typically, the minimization of the training loss is performed by gradient descent-

based algorithms like SGD or Adam, which need back propagation to get the gradient of the

loss with respect to the ML model weight θ. Nonetheless, unlike standard ML training (e.g.,

neural network training with only linear and activation operations), our unrolled recurrent

architecture includes an implicit layer — the optimization layer [227]. Additionally, the

unrolling architecture has multiple skip connections. Thus, the back-propagation process

is dramatically different from that of standard recurrent neural networks. Next, we derive

the gradients for back propagation in our unrolling design. Note that the loss l(xt, ct) for

any t = 1, · · · , N is directly determined by the output of the optimization layer xt and the
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parameter ct, and xt needs back propagation. Thus, by the chain rule, we have

▽θl(xt, ct)=▽xtl(xt, ct)(▽λtxt▽θ λt+▽btxt▽θ bt) . (5.5)

To get ▽λtxt and ▽btxt in Eqn. (5.5), we need to perform back propagation for

the optimization layer p(ct, λt, bt). This is a challenging task and will be addressed in

Section 5.5.1. The other gradients in Eqn. (5.5) include ▽θλt and ▽θbt. Note that λt, which

is the ML model output directly determined by its ML model weight θ, and the remaining

budget bt both need back propagation. Thus, the gradient of λt with respect to the ML

model weight θ is expressed as

▽θλt = ▽θfθ (bt, ct, t̄) + ▽btfθ (bt, ct, t̄) ▽θ bt, (5.6)

Now, it remains to derive ▽θbt, which is important since bt is the signal connecting two

adjacent recurrences. By the expression of bt in Line 4 of Algorithm 6, we have

▽θbt = ▽θbt−1 + ▽xt−1g(xt−1, ct−1) ▽λt−1xt−1 ▽θ λt−1, (5.7)

Combining Eqn. (5.5), (5.6) and (5.7), we get the recurrent expression for back propagation.

Then, by adding up the gradients of the losses over N time steps, we get the gradient of the

total loss as ▽θL(hθ, S) = 1
n

∑n
i=1

∑N
t=1▽θl (xi,t, ci,t).

Differentiating the Optimization Layer

It is challenging to get the close-form solution and its gradients for many constrained

optimization problems. One possible remedy is to use some black-box gradient estimators

like zero-order optimization [273, 337]. However, zero-order gradient estimators are not

computationally efficient since many samples are needed to estimate a gradient. Another
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method is to train a deep neural network to approximate the optimization layer in Eqn. (5.4)

and then calculate the gradients based on the neural network. However, we need many

samples to pre-train the neural network, and the gradient estimation error can be large.

To address these challenges, we analytically differentiate the solution to Eqn. (5.4) in

the optimization layer with respect to the inputs λt, and bt by exploiting KKT conditions

[227, 71]. The KKT-based differentiation method, given in Proposition 23, is computationally

efficient, explainable and accurate (under mild technical conditions).

Proposition 23 (Back-propagation by KKT). Assume that xt and µt are the primal and

dual solutions to Eqn. (5.4) , respectively. Let ∆11 = ▽xtxt l (xt, ct)+
∑M

m=1 (λm,t + µm,t)▽xtxt

gm(xt, ct), ∆12 = [▽xtg (xt, ct)]
⊤, ∆21 = diag(µt)▽xtg (xt, ct), and ∆22 = diag (g (xt, ct) −Bt).

If the conditions in Proposition 24 are satisfied, the gradients of the optimization layer w.r.t.

λt and bt are

▽λtxt = −
(

∆−1
11 + ∆−1

11 ∆12Sc (∆,∆11)
−1 ∆21∆

−1
11

)
∆12,

▽btxt = −∆−1
11 ∆12Sc (∆,∆11)

−1 diag(µt),

where Sc (∆,∆11) = ∆22 − ∆21∆
−1
11 ∆12 denotes the Shur-complement of ∆11 in ∆ =

[[∆11,∆12]; [∆21,∆22]]. □

We find that to get truly accurate gradient computation by Proposition 24, the Shur-

complement Sc (∆,∆11) and ∆11 should be invertible. Otherwise, we can get approximated

gradients by taking pseudo-inverse of Sc (∆,∆11) and ∆11. The sufficient conditions to

guarantee perfectly accurate gradient computation are given in Proposition 24.
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Proposition 24 (Sufficient Conditions of Accurate Differentiation). Assume that the problem

in Eqn. (5.4) satisfies strong duality. The loss l or one of the constraints gm,m = 1, · · · ,M is

strongly convex with respect to x. Denote A as the index set of constraints that are activated

(i.e., equality holds) under the optimal solution. If µm,t ̸= 0, ∀m ∈ A, the size of the activation

set satisfies |A| ≤ d with d as the action dimension, and the gradients ▽xtgm(xt),m ∈ A

are linearly independent and not zero vectors, the gradients in Proposition 23 are perfectly

accurate.

Remark 25. To derive the gradient of Eqn. (5.4) with respect to an input parameter, we

take gradients on both sides of the equations in KKT conditions by the chain rule and get new

equations about the gradients. By solving the obtained set of equations and exploiting the block

matrix inversion, we can derive the gradients with respect to the inputs in Proposition 23.

The conditions in Proposition 24 are mild in practice. First, strong duality is easily

satisfied for the considered convex optimization in Eqn. (5.4) given the Slater’s condition [71].

Besides, the requirement of strong convexity excludes linear programming (LP). Actually,

LP problems with resource constraints are usually solved by other relaxations other than

our considered relaxation in Eqn. (5.2) [126]. The other conditions are related to activated

constraints. According to the condition of complementary slackness [71], the condition that

optimal dual variables corresponding to the activated constraints are not zero typically holds.

We also require that the number of activated constraints is less than the action dimension,

and the gradient vectors of the activated constraint functions under optimal solutions should

be independent from each other. Given that at most a small number of constraints are

activated in most cases, the two conditions are easily satisfied. Actually, the independence
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condition requires that the activated constraints are not redundant — an activated constraint

function is not a linear combination of any other activated constraint functions; otherwise,

it can be replaced by other constraints.

5.5.2 Online Training

Algorithm 7 Online Training of LACC

1: Initialization: The weight θ̂0 of the unrolling model, step size ᾱ.

2: while a new instance i arrives do

3: Perform N -step online inference by Algorithm 6.

4: Collect context ci and budget Bi of instance i and update the model by

θ̂i = θ̂i−1 − ᾱ▽θL(hθ̂i−1
, ci),

where ▽θL(hθ̂i−1
, ci) is obtained by back propagation in Eqn. (5.5).

5: end while

In practice, we may have a cold-start setting without many offline samples. An

efficient approach for this setting is online stochastic gradient descent (SGD). Concretely,

when the i-th instance arrives, we perform online inference by Algorithm 6. After the instance

with N steps ends, we collect the context and budget data of this episode and update the

ML model weight θ̂i by performing one-step gradient descent, i,e, θ̂i = θ̂i−1− ᾱ▽θL(hθ̂i−1
, ci)

where L(hθ̂i−1
, ci) is the loss of the unrolling model for the ith instance and ᾱ is the stepsize.

Then, with the updated θ̂i, we perform inference by Algorithm 6 for the instance in the

(i + 1)-th round. We will show by analysis that the average cost decreases with time.
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5.6 Performance Analysis

In this section, we bound the expected cost when the trained ML model fθ is used

in LACC.

Definition 26. The weight in the ML model fθ (and also the online optimizer hθ) that

minimizes the expected loss E [L(hθ, c)] with respect to the distribution of (c,B) ∼ P is

defined as θ∗ = arg minθ∈Θ E [L(hθ, c)] , and the weight that minimizes the empirical loss

L(hθ, S) is defined as θ̂∗ = arg minθ∈Θ L(hθ, S), where Θ is the weight space.

In Definition 26, given the weight space Θ, hθ∗ is the best online optimizer based

on the unrolling architecture in terms of the expected cost. hθ∗ is not the offline-optimal

policy, but it is close to the policy that performs best given available online information

when the capacity of the ML model and weight space Θ are large enough. Next, we show

the performance gap of LACC compared with hθ∗ .

Theorem 5.6.1. By the optimization layer in Eqn. (5.4), LACC satisfies the inventory

constraints for each OOBC instance. Suppose that θ̂ is the ML model weight by offline

training on dataset S with n samples, and that we plug it into the online optimizer hθ̂. With

probability at least 1 − δ, δ ∈ (0, 1),

E
[
L(hθ̂)

]
−E [L(hθ∗)] ≤ E

(
hθ̂, S

)
+ 4Rn(L ◦H)

+2 (ΓL,cωc + ΓL,bωb)

√
ln(2/δ)

n
,

(5.8)

where E
(
hθ̂, S

)
= L(hθ̂, S) − L(hθ̂∗ , S) is the training error, Rn(L ◦H) is the Rademacher

complexity regarding the loss space L ◦H = {L(h),h ∈ H} with H being the ML model set,

ωc = maxc,c′∈C ∥c− c′∥ is the size of the parameter space C, ωb = maxB,B′∈B ∥B −B′∥ is
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the size of the capacity constraint space B, ΓL,c and ΓL,b are the Lipschitz constants of the

total loss L(hθ, c) =
∑N

t=1 l(xt, ct) with respect to c and B, respectively.

Proposition 27. If a linear model fθ(v) = θ⊤ϕ(v), ∥θ∥ ≤ Z is used as the ML model in LACC,

the Rademacher complexity Rn(L◦H) is bounded ny O
(
ZW√

n

)
, where W = supv

√
ϕ(v)⊤ϕ(v).

If a neural network, where the depth is K, the width is less than u, activation functions

are Γα-Lipschitz continuous, and the spectrum norm of the weight matrix in layer k with is

less than Zk, is used as the ML model, the Rademacher complexity Rn(L ◦H) is bounded

by Rn(L ◦H) ≤ O
(
K3/2uΓα(βb+βc)

∏K
k=1 Zk√

n

)
, where βb, βc are the largest l2-norm of B and

c. The notation O in this proposition indicates the scaling relying on M , N , the Lipschitz

constants of loss function l, constraint function g, optimization layer p and neural network

f .

Remark 28. Theorem 5.6.1 shows that the performance gap between LACC and the pseudo-

oracle hθ∗ in terms of expected loss is bounded by the empirical training error, plus a

generalization error which relies on the Radmacher complexity, the LipSchitz constant of the

online optimizer, and the number of training samples. The Radmacher complexity indicates

the richness of the loss function space with respect to the online optimizer space H and the

distribution P and is further bounded in Proposition 27. From the bound of Radmacher

complexity, we find that for both linear model and neural network, the generalization error

increases with episode length N and the number of constraints M . Besides, the Rademacher

complexity relies on the ML model designs. For example, if a linear model is used as the

ML model, the generalization error relies on the norm bounds of feature mapping and linear

weights, while if a neural network is used as the ML model, the generalization error is related
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to the network length , width, the smoothness of activation functions, and spectral norm

bounds of the weights in each layer. The last term of the expected cost bound is scaled by

(ΓL,cωc + ΓL,bωb) which indicates the sensitivity of the loss when the inputs are changed.

This term highly depends on the Lipschitz constants of the total loss regarding the two inputs.

□

Proposition 29 (Average Cost of Online Training). Assume that for each round i,

▽θE[L(hθ̂i)] is Γ▽L,θ-Lipschitz continuous, and the Polyak-Lojasiewicz inequality is sat-

isfied, i.e. ∃ς > 0,
∥∥∥▽θE[L(hθ̂i)]

∥∥∥2 ≥ 2ς
(

E[L(hθ̂i)] − E[L(hθ∗)]
)
. Also, assume that for

the distribution of ci,, ∃ιG > ι > 0 such that ∀i,
〈
▽θE[L(hθ̂i)],E

[
▽θL(hθ̂i , ci)

]〉
≥

ι
∥∥∥▽θE[L(hθ̂i)]

∥∥∥2
2
, ∥E[▽θL(hθ̂i , ci)]∥2 ≤ ιG

∥∥∥▽θE[L(hθ̂i)]
∥∥∥
2
, and there exist ϖ,ϖV > 0 such

that ∀i, Var
[
▽θL(hθ̂i , ci)

]
≤ ϖ + ϖV

∥∥∥▽θE[L(hθ̂i)]
∥∥∥2
2
. Then with the same notations

as Theorem 5.6.1, for the online setting where LACC is trained by SGD with stepsize

0 < ᾱ ≤ ι
Γ▽L,θ(ϖV +ι2G)

, with probability at least 1 − δ, δ ∈ (0, 1), we have for each round i

E
[
L(hθ̂i

)−L(hθ∗)
]
≤
ᾱΓ▽L,θϖ

2ις
+ O

(
(1 − ᾱις)i

)
, (5.9)

where the expectation is taken over the randomness of context c and budget B and the model

weight θ̂i by SGD.

Proposition 29 bounds the expected loss gap between the learned weight θ̂i by SGD

and the optimal weight θ∗ in Definition 26. The first non-reducible term is caused by the

randomness of the context and budget {(ci,Bi)}. The second term decreases with time,

and the convergence rate depends on the sequence randomness and the parameter ς in the

Polyak-Lojasiewicz inequality.
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5.7 Numerical Results

Weighted fairness is a classic performance metric in the resource allocation literature

[231], including fair allocation in computer systems [165] and economics [200]. Here, we

consider a general online setting. A total of N jobs arrive sequentially, and job t has a

weight ct ≥ 0. The agent allocates resource xt ≥ 0 to job t at each step t. We consider the

commonly-used weighted fairness
∑N

t=1 ct log(xt) [231]. We create the training and testing

samples based on the Azure cloud workload dataset, which contains the average CPU reading

for tasks at each step [348].

We consider several baseline algorithms as follows. The Offline Optimal Oracle

OPT is the solution to the problem in Eqn. (5.1). We consider two heuristics: One is

Equal Resource Allocation (Equal) which equally allocates the total resource capacity

to N jobs, and another one is Resource Allocation with Average Long-term Constraints

(AVG-LT) which relaxes the inventory constraints of the weighted fairness problem as

EP

[∑N
t=1 xt

]
≤ B and uses the optimal Lagrangian multiplier for this relaxed problem as

λt for online allocation. We consider two algorithms based on dual mirror descent which

are Dual Gradient Descent (DGD) and Multiplicative Weight (MW ) [48]. To reduce the

resource waste after the last step, we slightly revise DGD and MW by setting the allocation

decision for job N as min (bN , xmax). CR-pursuit (CR-pursuit) is the state-of-the-art

online algorithm that makes online actions by tracking a pseudo-optimal algorithm with a

competitive guarantee [266, 265]. We also compare LACC with the end-to-end Reinforcement

Learning (RL). A neural network with the same size of the ML model as in LACC is used in
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Figure 5.2: Average utility with different episode lengths
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Figure 5.3: Average utility with different Wasserstein distances.

RL to directly predict the solution xt, given parameter ct and budget bt as inputs.

Average Utility. We first show in Fig. 5.2 the average utilities (per time step).

We do not add the average utility of CR-pursuit in the figure because its average utility for

our evaluation instances is as low as 0.562, exceeding the utility range of the figure. Clearly,

OPT achieves the highest utility, but it is infeasible in practice due to the lack of complete

offline information. We can observe that the average utilities by expert algorithms including

AVG-LT, DGD, MW are even below the average utility by the simple equal allocation

(Equal) when the episode length is N = 10. This is because all the three algorithms are

designed for online optimizations with long-term constraints, and not suitable for the more
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challenging short-term counterparts. By contrast, LACC performs well for all cases with large

and small episode lengths, and outperforms the other algorithms designed for long-term

constraints even when N is as large as 40. This demonstrates the power of LACC in solving

challenging online problems with inventory constraints.

OOD Testing. In practice, the training-testing distributional discrepancy is

common and decreases ML model performance. We measure the training-testing distri-

butional difference by the Wasserstein distance dW . We choose the setting with episode

length N = 20 to perform the OOD evaluation. To create the distributional discrepancy,

we add i.i.d. Gaussian noise with different means and variances to the training data and

keep the testing data the same as the default setting. The offline optimal and MW do not

make use of the training distribution, and hence are not affected. We can see in Fig. 5.3

that, the OOD testing decreases the performance of both LACC and RL, but LACC is less

affected by OOD testing than RL and is still higher than that of the baseline MW even

under large Wasserstein distance. This is because the unrolling architecture in LACC has an

optimization layer and a budget update layer, which are deterministic and have no training

parameters, so only the ML model to learn the Lagrangian multiplier is affected by OOD

testing. Comparably, RL uses an parameterized end-to-end policy model trained on the

offline data, so it has worse performance under OOD testing. This highlights that by the

unrolling archietecture, LACC has better generalization performance than end-to-end models.
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5.8 Conclusion

In this chapter, we focus on OOBC and propose a novel ML-assisted unrolling

approach based on the online decision pipeline, called LACC. The key novelty of LACC is

that it leverages an ML model for updating the Lagrangian multiplier online. We derive

the gradients for back-propagation and perform rigorous analysis on the expected cost.

Finally, we present numerical results on weighted fairness and highlight LACC significantly

outperforms the existing baselines in terms of the average performance.
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Chapter 6

Theoretical Understanding of

Domain Knowledge Informed

Learning

6.1 Introduction

The remarkable success of deep neural networks (DNNs), or more generally machine

learning, largely relies on the proliferation of data samples with ground-truth labels for

supervised learning. Nonetheless, labeled data of high quality can often be very limited

and/or extremely expensive to collect in real application domains, including medical sciences,

security-related fields, and specialized engineering areas [396].

In parallel with the data-driven learning paradigm, domain knowledge (which we

simply refer to as knowledge) has been utilized to assist with decision making and system
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designs, with a long history of success. As its name would suggest, domain knowledge is

naturally domain-specific and can come from various sources in multiple forms, such as

subjective experiences (e.g., medical prognosis), external sources, and scientific laws. For

example, partial differential equations are used to govern many flow dynamics in physics, and

the Shannon channel capacity is the fundamental principle to guide the design of modern

communications systems [175, 408].

Importantly, domain knowledge has already been, sometimes implicitly, integrated

into every stage of the machine learning pipeline, including training data augmentation,

hypothesis set selection, model training and hypothesis finalization. For example, differential

equations and logic rules from physical sciences and/or common knowledge provide additional

constraints or new functional regularization terms for model training [55, 67, 363, 302, 417].

Despite the numerous successful examples [396, 123], there still lacks a rigorous

understanding of the role of domain knowledge in informed learning. In this chapter, we

focus on informed DNNs — DNNs with domain knowledge explicitly integrated into the

training risk/loss function. Concretely, we consider an over-parameterized DNN with a

sufficiently large network width [306], and study how domain knowledge affects the DNN

from three complementary aspects: convergence, generalization, and sampling complexity,

which is summarized as below.

Convergence (Theorem 6.4.1): We show the convergence of training an informed

risk function under milder technical assumptions than the prior works (Section 6.4.1). More

specifically, we show that for inputs within a smooth set (Definition 31), the network outputs

converge to the optimal solution jointly determined by all the samples in the set.
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Generalization (Theorems 6.4.2 and 6.5.1): We show in Theorem 6.4.2 that

the population risk relies on the knowledge imperfectness (Definition 38) as well as knowledge-

regularized label imperfectness (Definition 39). Specifically, knowledge has two benefits:

regularization for noisy labels and supplementing labels. We propose a generalized informed

risk function which disentangles the two effects by introducing another hyper-weight β,

followed by the population risk bounds in Theorem 6.5.1 and Corollary 41.

Sampling Complexity (Corollay 43): By establishing a quantitative equivalence

between domain knowledge and labeled samples, we show that domain knowledge (with a

reasonable quality) can effectively reduce the number of labeled samples while achieving the

same generalization performance, compared to the no-knowledge case.

6.2 Related Work

Informed Machine Learning. The broad paradigm of informed machine learning

[396] includes several existing learning frameworks, such as learning using privileged infor-

mation (LUPI) [391] where side knowledge is available for labeled samples [391, 301, 352].

Likewise, knowledge distillation [327, 194, 181, 107] transfers prior knowledge from teacher

networks to a student network. Some recent studies have also focused on understanding

knowledge distillation [13]. In [319], a generalization bound is derived for knowledge dis-

tillation based on linear classifiers and deep linear classifiers, providing insights towards

the mechanism of knowledge distillation. The subsequent analysis [207, 327] extends to

neural networks, showing that the student network may generalize better by exploiting

soft labels from the teacher model. Teacher imperfectness is investigated in [119], which
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bounds the learning error and proposes enhanced methods to address imperfect teachers.

Physics-informed neural networks (PINNs) have been recently proposed to solve partial

differential equations (PDEs) [187, 203, 330, 45, 123, 408]. Besides empirical studies, [359]

bounds the expected PINN loss, showing that the minimizer of the regularized loss converges

to the PDE solution.

More broadly, informed machine learning also includes weakly-supervised learning

[445, 336] and few-shot learning [400], where knowledge provides weak supervision. Domain-

specific constraints [302] and semantic information [417, 128] can also be viewed as knowledge

injected into training. Our work complements these empirical studies and provides a rigorous

understanding of knowledge in a unified framework.

Over-Parameterized Neural Networks. Several recent studies [44, 366, 30, 29,

204, 234, 418, 16, 34, 33, 81, 14, 306] show that over-parameterized neural networks have

good convergence and generalization performance. In addition to assuming data separability

in a strong sense, another crucial assumption often made in the existing studies is that the

network widths increase polynomially with the total number of training samples. In informed

DNNs, however, we can have many (unlabeled) training samples fed into the knowledge

risk, which hence may not satisfy these assumptions. Thus, we analyze knowledge-informed

over-parameterized neural networks under relaxed assumptions (Section 6.4).

Regularization. In the broad context of regularization, [404] shows that over-

parameterized neural networks with l2-regularization can achieve a larger margin and thus

better generalization, [63] proves that SGD with label noise is equivalent to an implicit

regularization term, while [403] shows that the drop-out operation for neural networks has
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both explicit and implicit regularization effects. These regularizers are usually imposed on

the network weights, whereas the knowledge-based regularizer in informed machine learning

also incorporates inputs and directly regularizes the network output.

6.3 Informed Neural Network

Notations: We use the expression [L] to denote the set {1, 2, · · · , L} for a positive

integer L. Denote the indicator function as 1(x) = 1 if x > 0, and 1(x) = 0 otherwise. E is

the expectation operator and P is a probability measure. Rd is d-dimensional real number

space. N (x, σ2) is the Gaussian distribution with mean x and variance σ2. Denote |A| as the

size of a set A. For a vector x, ∥x∥ is l2-norm and [x]j is the jth entry. For a matrix X, ∥X∥2

represents the spectral norm, and ∥X∥ is the Frobenius norm. B(x, τ) = {y | ∥x− y∥ ≤ τ}

is the neighborhood domain.

6.3.1 Preliminaries of Neural Networks

Consider a supervised learning task to learn a relationship mapping the input

x ∈ X ⊆ Rb to its output y ∈ Y ⊆ Rd. The pair of input and output (x, y) follows a joint

distribution PXY . More concretely, we consider a fully-connected DNN with an input layer,

L ≥ 1 hidden layers, and an output layer. Each hidden layer has m neurons, followed by

ReLu activation denoted as σ(·). Denote W0 ∈ Rb×m as the weights for the input layer,

Wl ∈ Rm×m as the weights for the l-th layer for l ∈ [L], and V ∈ Rd×m as the weights for

the output layer. We denote the output of the l-th layer as hl = σ (Wlhl−1), for l ∈ [L],

where h0 is the input x. The output of the neural network can be expressed as hW = V hL,
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where W = {W0,W1, · · · ,WL}. Thus, the DNN can be expressed as

hW (x) = V σ (WLσ(WL−1 · · ·σ (W1σ(W0x)))) . (6.1)

Given a DNN hW , the risk for a labeled sample (x, y) is denoted as r (hW (x) , y). The goal

of the learning task is to learn a DNN that minimizes the population risk:

R (h) = E [r (h (x) , y)] . (6.2)

6.3.2 Integration of Knowledge

We consider a commonly-used informed learning method, i.e., integrating knowledge

into the neural network during the training stage [396]. During training, a labeled dataset

Sz = {(x1, z1) , · · · , (xnz , znz)} with nz samples drawn from PXZ is provided. We assume

xi, i ∈ [n] are drawn from the distribution PX , but the training label zi ∈ Y may not be the

same as the true label yi for the input xi, because the training label may be of low quality

(e.g., corrupted, noisy, and/or quantized)[80, 445]. Denote hW ,i = hW (xi) as the output of

the neural network with respect to the input xi. Based on the labeled dataset, the empirical

label-based risk can be written as R̂Sz (W ) = 1
nz

∑
Sz

r (hW ,i, zi) .

The domain knowledge includes a knowledge-based model g(x) regarding the input

x and a knowledge-based risk function rK (hW (x) , g(x)) that relates the DNN’s output

hW (x) to g(x).

For the ease of analysis, we assume that both the risk function r and the knowledge-

based risk function rK are Lipschitz continuous, upper bounded, and strongly convex with

respect to the network output, and the eigenvalues of their Hessian matrix regarding the

network output lie in [ρ, 1] for ρ ∈ (0, 1]. Note that the incorporated domain knowledge
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may not necessarily be perfect since it can be obtained based on subjective experiences

(e.g., medical prognosis) [302, 62], pre-existing machine learning models [194] or theoretical

models which itself can deviate from the real physical world [203].

For training, in addition to the labeled dataset Sz, a dataset Sg with ng unlabeled

samples is generated for knowledge-based supervision. Note that Sg can also include inputs

in Sz, and ng can be sufficiently large since unlabeled samples are typically easier to obtain

than labeled ones. The training risk of the informed neural network, which we simply refer

to as informed risk, is

R̂I(W )=
1 − λ

nz

∑
Sz

r(hW ,i,zi)+
λ

ng

∑
Sg

rK(hW ,i,gi) , (6.3)

where λ ∈ [0, 1] is a hyper-weight, hW ,i = hW (xi), and gi = g(xi). Note that Eqn. (6.3) can

also be re-written as

R̂I(W )=
∑

Sz
⋃

Sg

[µir (hW ,i, zi)+λirK (hW ,i, gi)] (6.4)

with hyper-parameters chosen as µi = 1−λ
nz

1(xi ∈ Sz) and λi = λ
ng
1(xi ∈ Sg). Eqn. (6.4) is

used for convergence analysis.

To train the informed DNN, we consider a gradient descent approach in Algorithm 8.

This training approach has also been commonly considered in the literature [16, 449, 136]

for theoretical analysis of standard DNNs without domain knowledge. For the sake of

analysis, we also define a hypothesis space H =
{
hW | W ∈ B

(
W (0), τ

)}
where W (0) is the

initialized weight and τ is the maximum distance between the weights in gradient descent

and the initialized weights. We denote h
(0)
l (x), l ∈ [L] as the output of the l-th layer for an

input x at initialization.
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Algorithm 8 Informed Neural Network Training by Gradient Descent

Initialization: Initialize each entry of weights W
(0)
0 , W

(0)
l , l ∈ [L] independently by

N
(
0, 2

m

)
and each entry of V (0) independently by N

(
0, 1d
)
.

for t = 0, · · · , T − 1 do

Update the weights as W (t+1) = W (t) + η ▽W R̂I

(
W (t)

)
.

end for

Output: W (T ).

Remark 30. The considered informed learning is relevant to several other frameworks. For

example, it can model weakly-supervised learning [445, 400] with a few (possibly imperfectly)

labeled samples as well as other weak supervision signals (i.e., knowledge). Besides, by

viewing {zi} as hard labels and the knowledge-based model g(x) as soft labels provided by a

teacher model, the informed learning captures knowledge distillation [194, 319, 327]. Thus,

our work can complement the existing analysis for the aforementioned learning frameworks

from a different and more unified perspective. Additionally, PAC-Bayesian learning optimizes

the PAC-Bayesian bound which is a trade-off between the empirical error and a regularization

term based on a prior distribution given by knowledge [185, 22, 163]. But, different from

PAC-Bayesian learning which considers random hypothesis, we analyze an over-parameterized

neural network with a predetermined architecture.
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6.4 Effects of Domain Knowledge

6.4.1 Convergence

Since the domain knowledge is integrated into a neural network during training, it is

important to analyze the convergence to understand how the label and knowledge supervision

jointly determine the network output. While convergence based on gradient descent for

over-parameterized neural networks has been studied extensively [44, 16, 449, 33, 136], the

current analysis is not suitable to study the convergence of informed over-parameterized

neural networks. The reasons are summarized as follows.

• Inapplicable for Multiple Supervisions. Typically, assuming one unique label for

each distinct training sample and a large enough network width, the prior studies show that

the neural network can fit to the labels, i.e., the network output for each training input

converges to the corresponding label [432, 33, 449, 313]. But, in our case, one training input

can have multiple supervisions from both label and knowledge with possibly different forms

of risks. Thus, the network output for an input may not be necessarily determined by a

unique label. The convergence of knowledge distillation supervised by both hard and soft

labels is studied by [327], but only the quadratic risk and shallow networks are considered.

• Strong Data Separability Assumption. Some prior studies require a lower-bounded

distance of any two samples [16, 449, 136], but this may not be satisfied for an informed

DNN because the input samples for label-based and knowledge-based risks can be very

close or even the same. Other studies assume data separability by a neural tangent model

[101, 208, 82, 308], but data separability by a neural tangent model is not well defined for

training with multiple supervisions in informed DNNs.
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To address these challenges, we provide convergence analysis for informed over-

parameterized neural networks based on a new data separability assumption of smooth

sets. The construction of smooth sets approximates the space X with discrete pieces, each

containing samples that jointly satisfy the smooth properties. The smooth sets are formally

defined below, followed by the data separability assumption.

Definition 31 (Smooth sets). Given ϕ > 0, construct a ϕ−net [113] Xϕ = {x′k, k ∈

[N ], x′k ∈ X} with N ∼ O(1/ϕb) such that ∀x′i, x′j ∈ Xϕ and x′i ̸= x′j, ∥x′i − x′j∥ ≥ ϕ holds,

and ∀xi ∈ Sz
⋃
Sg, there exists at least one x′k ∈ Xϕ satisfying ∥xi − x′k∥ ≤ ϕ. Each input

x′k ∈ Xϕ, referred to as a representative input, determines a smooth set Cϕ,k = {x ∈ X |

∥x−x′k∥ ≤ ϕ, ∥x−x′j∥ ≥ ϕ/2, ∀j ≠ k, x′k, x
′
j ∈ Xϕ}. The index set of training samples within

the kth smooth set is Iϕ,k = {i | xi ∈ Sz
⋃
Sg, xi ∈ Cϕ,k} , k ∈ [N ].

Assumption 6 (Data separability by smooth sets). For each smooth set k with representative

sample x′k, there exists a non-empty subset of neuron indices Gk,α ∈ [m] with size |Gk,α| =

αm,α ∈ (0, 1] such that at initialization, ∀i ∈ Iϕ,k, ∀j ∈ Gk,α, 1

([
h
(0)
L (xi)

]
j
≥ 0

)
=

1

([
h
(0)
L (x′k)

]
j
≥ 0

)
, and ∀j /∈ Gk,α, the pre-activation of the L-th layer

∣∣∣∣[W (0)
L h

(0)
L−1(xi)

]
j

∣∣∣∣ ≥
3
√
2πϕb+1

16
√
m

.

Instead of requiring a lower-bounded distance of any two training samples, the

data separability assumption requires that, at initialization, for samples in one smooth set,

the outputs of the last hidden layer either have the same signs as those of the representative

sample, or their absolute values are larger than a very small threshold. Thus, this data

separability assumption is set-wise and addresses the cases where two training inputs are

very close or the same, and hence is milder than the one in existing studies (e.g., [16]). The
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parameter α indicates slackness: with larger α, more neurons have the same signs. Actually,

data separation by smooth set with ϕ > 0 in Assumption 6 always exists: when ϕ is small

enough such that only one inputs or several same inputs are included in a smooth set,

Assumption 6 is satisfied with α = 1. Even in this worst case, our assumption is still milder

than the data separability assumption considered in [16, 449] that excludes the existence of

two training samples with the same inputs but different supervisions.

With the data-separability assumption by smooth sets, we are ready to show the

labels and knowledge jointly determine the network output for training inputs. We introduce

the notation effective label, as formally defined below.

Definition 32 (Effective label). For the k-th smooth set, define the effective label as yeff,k =

arg minh
∑

i∈Iϕ,k {µir(h, zi) + λirK(h, gi)} with µi, λi defined in Eqn. (6.3) and h in the space

of network output, and the effective optimal risk as reff,k =
∑

i∈Iϕ,k {µir(yeff,k, zi) + λirK(yeff,k, gi)}.

Next, we show the convergence analysis. Note that the proof based on the data

separability by smooth sets (Assumption 6) invalidates the proofs in previous studies, and

we need new lemmas that lead to novel convergence to effective labels in Definition 32. In

particular, in Lemma 33, to approximate the outputs in the smooth set k by the output of

the representative input x′k, we need to bound the difference of the outputs with respect to

x′k and an input in the smooth set k. Also, based on Assumption 6, we derive in Lemma 34

the gradient lower bound which relies on the number of smooth sets N instead of the sample

size nz +ng in the previous analysis. This makes the network width m in our analysis directly

rely on the smooth set size ϕ. Moreover, in Lemma 35, we prove based on the definition of

smooth sets that the first-order approximation error of the total informed risk depends on
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the difference between the risk and effective risk in Definition 32. This is important to prove

the convergence to the effective labels.

Lemma 33. For any i ∈ Iϕ,k, k ∈ [N ], let hl,k = hl(x
′
k), hl,i = hl(xi), and fl,k = Wlhl−1(x′k),

fl,i = Wlhl−1(xi) and denote D′
l,i,k ∈ Rm×m as the diagonal matrix with [D′

l,i,k]j,j =

1([f
(0)
l,i ]j ≥ 0)−1([f

(0)
l,k ]j ≥ 0). Assuming ϕ ≤ O(L−9/2 log−3(m) log−3/4(1/ϕ)), we have with

probability at least 1 − ϕ over the randomness of W (0),

(a) At initialization, ∥D′
l,i,k∥0 ≤ O(mϕ2/3L log1/2(1/ϕ))

(b) For W ∈ B(W (0), τ) with τ ≤ O(ϕ3/2) we have ∥hl,i−hl,k∥ ≤ O(L5/2ϕ
√

log(m) log(1/ϕ))

and ∥fl,i − fl,k∥ ≤ O(L5/2ϕ
√

log(m) log(1/ϕ)).

Lemma 34 (Gradient Lower Bound). For any W : ∥W − W (0)∥ ≤ τ where τ =

O(N−9/2ϕ3/2ρ3/2λ̄3/2α3/2L−15/2 log−3/2(m)) and ϕ ≤ Õ(L−9/2 log−3(m)), with Assumption

6 satisfied, we have with probability at least 1 − O(ϕ) over the randomness of W (0), the

gradient of label-based data risk satisfies

∥∥∥▽W R̂I (W )
∥∥∥2
F
≥ Ω

(
αmϕρλ̄

dN2

)(
R̂I (W ) − R̂eff − Õ(L5/2ϕ log1/2(m))

)
.

where R̂eff =
∑N

k=1 reff,k, and λ̄ is a parameter with lower bound Ω(min(1 − λ, λ)1(λ ∈

(0, 1)) + 1(λ ∈ {0, 1})).

Lemma 35. For any W , W ′ ∈ B
(
W (0), τ

)
where B

(
W (0), τ

)
is a ball with center W (0) and

radius τ ∈
[
Ω(d3/2m−3/2L−5/2 log−3/2(m)), O(L−9/2[log−3(m)])

]
and ϕ ≤ Õ(L−9/2 log−3(m)),

with probability at least 1 −O(ϕ) over the randomness of W (0), we have

R̂I

(
W ′) ≤ R̂I (W ) +

〈
▽W R̂I (W ) ,W ′ −W

〉
+ O(L2m/d)

∥∥∥Ŵ∥∥∥2 +(√(
R̂I (W ) − R̂eff − Õ(L5/2ϕ log1/2(m))

))
O
(
N1/2τ1/3L5/2

√
m log(m)d−1/2

)∥∥∥Ŵ∥∥∥
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Theorem 6.4.1. Assume the network width m ≥ Ω
(
ϕ−11b−4L15dρ−4λ̄−4α−4 log3(m)

)
, and

the step size is set as η = O( d
L2m

). With Assumptions 6 satisfied, for any ϵ > 0 and

ϕ ≤ Õ
(
ϵL−9/2 log−3(m)

)
, we have with probability at least 1 − O(ϕ), by gradient descent

after T = O
(

L2

ϕ1+2bρλ̄α
log(ϵ−1 log(ϕ−1))

)
steps, the informed risk in Eqn. (6.4) is bounded as:

R̂I(W
(T ))− R̂eff ≤ O(ϵ), where R̂eff =

∑N
k=1 reff,k, λ̄ = Ω(min(1−λ, λ)1(λ ∈ (0, 1)) +1(λ ∈

{0, 1})). Also, the DNN outputs satisfy:

∑
Sz

⋃
Sg

(µi + λi)
∥∥hW (T ) (xi) − yeff,k(xi)

∥∥2 ≤ O(ϵ),

where k(xi) is the index of the smooth set that includes xi, µi = 1−λ
nz

1(xi ∈ Sz) and

λi = λ
ng
1(xi ∈ Sg).

Remark 36. The convergence analysis in Theorem 6.4.1 addresses the limitations mentioned

at the beginning of this section. First, instead of fitting a unique label for each input, the

informed neural network with multiple supervisions converges to effective labels. Second, the

data separability assumption is enough for convergence analysis of informed neural networks.

Another observation is that with smaller ϕ and smaller α, Assumption 6 becomes milder,

but a larger network width and more training steps are needed to guarantee convergence.

Additionally, different from previous convergence analysis where the width m in-

creases directly with the sample size, the network width m in our analysis depends on the

smooth set size ϕ and is non-decreasing with sample size (i.e., m may not always increase

with the sample size). To see this, given a construction of smooth sets by size ϕ that meets

Assumption 6, if we continue to add (either labeled or knowledge-supervised) training samples

that lie in the existing smooth sets and satisfy Assumption 6, the width m remains the same,

and smaller ϕ (larger m) is needed to guarantee the convergence only when the added samples
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violate Assumption 6 under the current ϕ. The large network width needed for analysis is

due to the limitation of over-parameterization techniques, while in practice a much smaller

network width is enough. Albeit beyond the scope of our study, addressing the gap between

theory and practice is clearly important and still active research in the community [44].

Remark 37. We can get more insights about the effects of labels and knowledge from the

conclusion that the network outputs converge to the corresponding effective labels in Definition

32. On the one hand, if knowledge is applied to the samples within the same smooth sets as

labeled samples, knowledge-based supervision and label-based supervision jointly determine

the network output together: knowledge serves as a regularization for labels in this case. On

the other hand, if a smooth set only contains knowledge-supervised samples, the network

output is determined solely by knowledge: knowledge supplements labeled samples (albeit

possibly imperfectly) to provide additional supervision.

6.4.2 Generalization

We now formally analyze how the domain knowledge affects the generalization

performance. From our convergence analysis, there are two different effects of knowledge

(Remark 37). We characterize the two effects by formally defining knowledge imperfectness

and knowledge-regularized label imperfectness. Before this, we list some notations for further

analysis. Given a ϕ−net Xϕ (Definition 31), Uϕ(Sz) = {k ∈ [N ] | ∃x ∈ Sz, x ∈ Cϕ,k} is the

index collection of smooth sets that contain at least one labeled sample, and Xϕ(Sz) =⋃
k∈Uϕ

(Sz)Cϕ,k is the region covered by the smooth sets in Uϕ(Sz). S′
g = Sg

⋂
Xϕ(Sz) is the

knowledge supervised dataset with samples share the common smooth sets with labeled
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samples in Sz while the samples in S′′
g = Sg \ S′

g lie in smooth sets without labeled samples.

Denote n′
g = |S′

g| and n′′
g = |S′′

g |.

Definition 38 (Knowledge imperfectness). Let h∗K = minh
1
n′′
g

∑
S′′
g

[rK(h(xi), g(xi))] be the

optimal hypothesis for the knowledge-based risk on the dataset S′′
g . The imperfectness of

domain knowledge K applied to the dataset S′′
g is defined as Q̂K,S′′

g
= 1

n′′
g

∑
xi∈S′′

g
r(h∗K(xi), yi)

where yi is the true label of xi. Correspondingly, let h̄∗K = minh E [rK(h(x), g(x))] be the

optimal hypothesis for the expected knowledge-based risk, and the expected imperfectness of

domain knowledge K is defined as QK = E
[
r(h̄∗K(x), y)

]
.

The (empirical or expected) knowledge imperfectness is defined as the risk under

the hypothesis optimally learned by knowledge-based supervision. Thus, it measures the

extent to which the domain knowledge is inconsistent with the true labels, measured in terms

of the risk over the hypothesis set H. Besides knowledge-based supervision, the network

outputs for some smooth sets that contain both samples for knowledge risks and labeled

samples are jointly determined by label-based and knowledge-based supervisions. Thus, we

define knowledge-regularized label imperfectness below.

Definition 39 (Knowledge-regularized label imperfectness). The optimal hypothesis for the

knowledge-regularized risk is h∗R,β = arg minh
1−β
nz

∑
Sz

r(h(xi), zi) + β
n′
g

∑
S′
g
rK(h(xi), g(xi))

with β ∈ [0, 1]. Q̂R,Sz ,S′
g
(β) = 1

nz

∑
Sz

r(h∗R,β(xi), yi), where yi is the true label regard-

ing xi, is the knowledge-regularized label imperfectness. Correspondingly, with h̄∗R,β =

arg minh E[1−β
nz

∑
Sz

r(h(xi), zi) + β
n′
g

∑
S′
g
rK(h(xi), g(xi))] being the optimal hypothesis for

the regularized risk, the expected knowledge regularized label imperfectness is QR(β) =

E
[
r(h̄∗R,β(x), y)

]
.
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Like knowledge imperfectness, knowledge-regularized label imperfectness indicates

the risk of the hypothesis optimally learned by joint supervision from labels and knowledge.

We see that when β = 0, Q̂R(0) (or QR(0)) is the imperfectness of pure label-based supervision.

Thus, the gain due to knowledge is ∆Q̂R,β = Q̂R(0)−Q̂R(β) (or ∆QR,β = QR(0)−QR(β) for

the expected version). We show in the following theorem how the two types of imperfectness

affect the population risk trained on the informed risk in Eqn. (6.3).

Theorem 6.4.2. With W (T ) trained on Eqn. (6.3), ϕ ≤ Õ
(
ϵ2L−9/2 log−3(m)

)
, ϕ ≤

(
√
ϵ/nz)

1/b, and other assumptions the same as Theorem 6.4.1, with probability at least

1 −O(ϕ) − δ, δ ∈ (0, 1), the population risk satisfies

R (hW (T ))≤O(
√
ϵ) + (1 − λ)Q̂R,Sz ,S′

g
(βλ)

+ λQ̂K,S′′
g

+ O
(

Φ+
√

log(1/δ)
)(1 − λ

√
nz

+
λ

√
ng

)
,

where βλ =
λn′

g

(1−λ)ng+λn′
g
, Q̂R,Sz ,S′

g
(βλ) is the knowledge-regularized label imperfectness in

Definition 39 and Q̂K,S′′
g
is the knowledge imperfectness in Definition 38 applied to S′′

g , and

Φ = O
(
4LL3/2m1/2ϕ−b−1/2dρ−1/2λ̄−1/2α−1/2

)
.

Remark 40. Theorem 6.4.2 shows that by training on the informed risk (6.3), knowledge

affects the generation performance in the following two ways.

• Knowledge for regularization. When knowledge is applied to sample inputs inside the

same smooth sets as labeled samples, it serves as an explicit regularization for label-based

supervision, possibly reducing the label imperfectness from Q̂R,Sz ,S′
g
(0) to Q̂R,Sz ,S′

g
(βλ).

• Knowledge for supplementing labels. The generalization error is in the order of

O
(

1−λ√
nz

+ λ√
ng

)
. When no knowledge is used ( λ = 0), the order is as large as O

(
1√
nz

)
. If

knowledge is applied (λ > 0), then the generalization error decreases with the increasing of
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knowledge-supervised sample size ng. Thus, when knowledge is applied to smooth sets without

labeled samples, it serves as an (possibly imperfect) supplement for labels, while introducing

knowledge imperfectness Q̂K,S′′
g
.

The hyper-parameter λ can be used to balance the introduced imperfectness and generalization

error from label and knowledge supervision. However, by the risk bound, it is hard to use one

hyper-parameter λ to control the two effects of knowledge, which will be further discussed in

the next section.

6.5 A Generalized Training Objective

In the informed risk in Eqn. (6.3), only one hyper-weight λ is present, controlling

the two different effects of knowledge (Remark 40). To better reap the benefits of knowledge,

we consider a generalized informed risk in Eqn.(6.5) by introducing another hyper-weight β,

which introduces more flexibility to govern the roles of domain knowledge.

R̂I,G(W )=
(1 − λ)(1 − β)

nz

∑
Sz

r (hW ,i, zi)+

(1 − λ)β

n′
g

∑
S′
g

rK(hW ,i, gi)+
λ

n′′
g

∑
S′′
g

rK(hW ,i, gi) ,

(6.5)

where β, λ ∈ [0, 1], hW ,i = hW (xi), gi = g(xi).

In Eqn. (6.5), the two hyper-parameters λ and β can jointly control the knowledge

effects (and the introduced imperfectness) when knowledge is applied. The hyperparameter

β is used to controls the knowledge regularization strength. By Remark 40, knowledge-

supervised samples in S′
g serve as an explicit regularization for label-based supervision while

introducing knowledge-regularized label imperfectness QR(β). Thus, when β is larger, more

effects from S′
g are incorporated and the regularization effect from knowledge is stronger.
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Also, we use λ to adjust the effect of supplementing labels and the introduction of QK.

By Remark 40, S′′
g serves as an supplement for labels while introducing the knowledge

imperfectness QK. Thus, with larger λ, more effects from S′′
g are incorporated, which

means we incorporate more effects of data supplement from knowledge and also knowledge

imperfectness QK but less effect of knowledge regularization and knowledge-regularized label

imperfectness QR. The benefit of the training objective in Eqn. (6.5) will be explained

formally in Theorem 6.5.1 and Corollary 41.

Compared with the objective in Eqn. (6.3) with only one hyper-parameter λ,

Eqn. (6.5) introduces another hyper-parameter β to independently adjust the degree of

the knowledge regularization, making Eqn. (6.5) more general and flexible. To train on

Eqn. (6.5), we need to separate dataset for knowledge supervision into two datasets S′
g and

S′′
g based on whether an input is close to a labeled input and assign different hyper-weights

to them. The knowledge-based dataset separation is determined by ϕ in Definition 31.

Specifically, when the network width goes to infinity (ϕ goes to zero), S′
g shares the same

inputs as Sz, but S′
g and Sz are supervised by knowledge and labels, respectively. We have

S′′
g = Sg \ S′

g = Sg \ Sz which supplements the labels as shown in Remark 40. Note that

when the knowledge is perfect and knowledge-supervised samples are sufficient, we do not

need labeled samples, i.e., Sz = ∅ and we set λ = 1, β = 1. Then, we have S′′
g = Sg and

Eqn. (6.5) becomes a purely knowledge-based risk. When no knowledge is applied, we set

λ = 0, β = 0, and Eqn. (6.5) becomes a purely lable-based risk. In general cases when labels

and knowledge are both used, hyper-parameters λ and β are used to control the effects of

knowledge.
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6.5.1 Population Risk

Note that Eqn. (6.5) can also be written as the form of Eqn. (6.4) with hyper-

parameters chosen as µi = (1−λ)(1−β)
nz

1(xi ∈ Sz) and λi = (1−λ)β
n′
g

1(xi ∈ S′
g) + λ

n′′
g
1(xi ∈ S′′

g ),

so Theorem 6.4.1 for convergence still holds. Next, we bound the population risk based on

the generalized informed risk.

Theorem 6.5.1. Assume that W (T ) trained on Eqn. (6.5) and other assumptions are the

same with those of Theorem 6.4.1, setting ϕ : ϕ ≤ Õ
(
ϵ2L−9/2 log−3(m)

)
and ϕ ≤ (

√
ϵ/nz)1/b,

with probability at least 1 −O(ϕ) − δ, δ ∈ (0, 1), the population risk satisfies

R(hW (T )) ≤ O(
√
ϵ) + (1 − λ)Q̂R,Sz ,S′

g
(β) + λQ̂K,S′′

g
+

O
(

Φ +
√

log(1/δ)
)(1 − λ

√
nz

+
λ√
n′′
g

)
,

where β and λ are trade-off hyper-parameters in Eqn. (6.5)

Additionally, to obtain more insights for sampling complexity, we further bound

the population risk in terms of expected imperfectness, at the expense of some tightness.

Corollary 41. With the same assumptions as in Theorem 6.5.1, with probability at least

1 −O(ϕ) − δ, δ ∈ (0, 1), the population risk satisfies

R(hW (T )) ≤ O(
√
ϵ) + (1 − λ)QR(β) + λQK+

O
(

Φ + log1/4(1/δ)
)√1 − λ

√
nz

+
λ√
n′′
g

,

where QR(β) is the expected knowledge-regularized label imperfectness in Definition 39, QK

is the expected knowledge imperfectness in Definition 38.

Remark 42. Theorem 6.5.1 and Corollary 41 show that by training on the generalized

informed risk in Eqn. (6.5), label and knowledge supervision jointly affect the population
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risk while introducing a combination of knowledge-regularized label imperfectness QR(β) and

knowledge imperfectness QK. The effect of knowledge regularization is controlled by β and the

trade-off between the two imperfectness terms and the trade-off between the two generalization

errors 1−λ√
nz

and λ√
n′′
g
are both controlled by λ. Thus, this gives us more flexibility to adjust

how much domain knowledge is incorporated when it plays different roles in informed learning

as discussed in Remark 40. Also, as shown by the population risk bounds, we can tune the

two hyper-parameters separately — we can first tune β to minimize QR(β), and then tune λ

to balance QR(β) and QK, and also balance the generalization errors due to sizes of datasets.

6.5.2 Sampling Complexity

We discuss the choices of hyper-parameters β and λ in different cases to guarantee

a small population risk, and give the sampling complexity in each case.

Corollary 43 (Sampling Complexity). With the same set of assumptions as in Corollary 41

and setting β∗ = arg minβ∈[0,1]QR(β), with probability at least 1 − O(ϕ) − δ, δ ∈ (0, 1), to

guarantee a population risk no larger than
√
ϵ, we have the following cases:

(a) If QK ≤
√
ϵ, set λ = 1, the sampling complexity for labels is nz = 0 and the sampling

complexity for knowledge-supervision is ng ∼ O(1/(ϵ2 − ϵ3)).

(b) If QK >
√
ϵ and

√
ϵ

QK
+

√
ϵ

QR(β∗) ≥ 1, set λ =
√
ϵ

QK
, the sampling complexity for labels is

nz ∼ O
(

(1/ϵ− 1/ (
√
ϵQK))

2
)
and the sampling complexity for knowledge-supervision

is ng ∼ O(1/
(
(ϵ− ϵ2)Q2

K

)
).

(c) If
√
ϵ

QK
+

√
ϵ

QR(β∗) < 1, a population risk as low as
√
ϵ cannot be achieved no matter what

λ is and how many samples are used.
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Remark 44. In practice, unlabeled samples are typically cheaper to obtain than labeled

samples. If QK ≤
√
ϵ, the domain knowledge is good enough for supervision, and thus we

can perform purely knowledge-based training without any labeled samples and guarantee

a population risk no larger than
√
ϵ with n′′

g ∼ O(1/ϵ2), and hence ng ∼ O(1/(ϵ2 − ϵ3)).

When the knowledge imperfectness QK >
√
ϵ, we discuss the following two cases. First, if

√
ϵ

QK
+

√
ϵ

QR(β∗) ≥ 1, we can choose λ from
[
1 −

√
ϵ

QR(β∗) ,
√
ϵ

QK

]
to control the risk from knowledge

and label imperfectness as low as
√
ϵ. We thus choose the largest λ =

√
ϵ

QK
to reduce the label

sampling complexity. In this case, knowledge is not good enough, but label imperfectness is not

too large. Thus, we can guarantee a population risk no larger than
√
ϵ with labeled samples

nz ∼ O
(

(1/ϵ− 1/ (
√
ϵQK))

2
)
and knowledge supervised samples ng ∼ O(1/

(
(ϵ− ϵ2)Q2

K

)
).

Finally, if
√
ϵ

QK
+

√
ϵ

QR,β∗
< 1, we cannot guarantee a population risk less than

√
ϵ no matter

what λ is and how many samples are used since the neither knowledge nor labels are of high

enough quality.

In summary, the extreme cases are: Case (a) where the knowledge supervision alone

is nearly perfect, and Case (c) where the knowledge and labels are both of low quality. Usually,

we are in Case (b) where knowledge is imperfect but labels (after knowledge regularization)

are good enough. In contrast, DNNs without using domain knowledge requires the label

imperfectness QR,0 not to exceed
√
ϵ; otherwise, the population risk cannot be guaranteed to be

no greater than
√
ϵ. The informed DNNs relaxes this requirement by requiring

√
ϵ

QK
+

√
ϵ

QR(β∗) ≥ 1.

In addition, the incorporation of domain knowledge reduces the labeled sampling complexity

from nz ∼ O( 1
ϵ2

) in the traditional no-knowledge setting to nz ∼ O
(

(1/ϵ− 1/ (
√
ϵQK))

2
)
.

In other words, the incorporation of knowledge is equivalent to O( 2
ϵ3/2QK

− 1
ϵQ2

K
) labeled
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Figure 6.1: Test MSE under different hyper-parameters.

samples, establishing a quantitative comparison between knowledge supervision and labeled

samples.

6.6 Further Discussions

Summary of Analysis. The convergence analysis in Theorem 6.4.1 introduces

the concept of smooth sets and explains how the neural network output behaves by training

on an informed risk. The generalization analysis in Theorem 6.4.2 explicitly shows the two

different effects the domain knowledge has on the population risk (i.e., regularizing labels

and supplementing labels). Based on this observation, we propose a generalized informed risk

in Eqn. 6.5 to get more flexibility to control the two effects of knowledge, which is validated

by Theorem 6.5.1 and its Corollary 41. Finally, the sampling complexity in Corollary 43

shows the effects of joint knowledge and label supervision in a quantitative way.

Understanding Knowledge Distillation From the Perspective of Informed

Learning. Knowledge distillation is extremely useful in practice (e.g., for model compression

[194]). Here, we show how our analysis complement the existing understanding of knowledge

distillation [194, 319, 327, 119, 207] from the perspective of hard label and teacher’s knowledge
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imperfectness. In our formulation, hard labels are {zi} in the labeled dataset, whose

imperfectness (non-softness) is measured by QR(0). In Theorems 6.4.2, 6.5.1, and Corollary

41, by viewing the teacher model g(x) as domain knowledge, we show the teacher benefits

the student training by providing a regularization gain ∆QR,β, and reducing the sampling

complexity of hard labels by Corollary 43. The knowledge-regularized label imperfectness

QR,β can be less than pure lable imperfectness QR(0) because the soft label can smooth the

network output within each smooth set. But, given the teacher (knowledge) imperfectness

QK, there exists a trade-off between hard label and teacher supervision.

Importantly, our results are in line with the observations and also complement the

analysis in [207]. Specifically, [207] uses NTK to show that the soft labels provided by a

teacher model (knowledge) are easier to learn than hard labels while hard labels can correct

imperfect teachers pointwise, exhibiting a trade-off between hard labels and the imperfect

teacher. We define the hard label and teacher (knowledge) imperfectness, and show that

for a neural network with finite width, hard labels and teacher’s knowledge compensate

for each other within each smooth set. In consistency with our results, [327] based on

NTK also presents a trade-off between labels and the imperfect teacher. The teacher model

imperfectness is also observed by [119] which measures the teacher imperfectness by the

squared norm of the difference of the soft label and the true Bayesian class probability. Note,

however, that our analysis cannot adequately explain the benefit of knowledge distillation for

the perspective of feature learning due to the inherent limitations of over-parameterization

techniques, which are further discussed in [13].
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6.7 Numerical Results

6.7.1 Problem Setup

We consider an informed DNN with domain knowledge in the form of constraints to

learn a Bohachevsky function. The learning task is to learn a relationship y(x). The learner

is provided with a dataset with labeled samples Sz = {(xi, zi), i ∈ [nz]}, having possibly

noisy labels zi = y(xi) + ni, ni ∼ N (0, σ2
z), and an unlabeled dataset Sg = {(xi), i ∈ [ng]}.

Additionally, the learner is informed with the constraint knowledge, which includes an

upper bound gub(x) and an lower bound glb(x) on the true label corresponding to input

x, i.e. glb(x) ≤ y(x) ≤ gub(x). A neural network hW (x) is used for learning and the

metric of interest is the mean square error (MSE) of the network output hW (x) with

respect to the true label y(x) on a test dataset St, which is expressed as R̂St(hW ) =

1
2|St|

∑
(xi,yi)∈St

(hW (xi) − yi)
2 . Assume that the relationship to be learned is governed

by a multi-dimensional Bohachevsky function y(x) = xAA⊤x⊤ − c cos
(
a⊤x

)
+ c, where

A is a b × b matrix, a is a b-dimensional vector and c is a constant. The constraint

knowledge includes an upper bound model gub(x) = xAA⊤x⊤ + ub with ub ≥ 2c, and an

lower bound model glb(x) = xAA⊤x⊤ + lb. with lb ≤ 0. While it is not strongly convex

and hence deviates from the assumptions in our theoretical analysis, we use ReLU as the

knowledge-based risk function, i.e., the knowledge-based risk is written as rK(hW (x)) =

relu (hW (x) − gub(x)) + relu (glb(x) − hW (x)) . If ub − lb is larger, the uncertainty of the

label given the knowledge is larger — the knowledge imperfectness is higher. We choose

(lb, ub) as (0, 0.6) and (0, 0.8) respectively to show the performances under low and high

knowledge imperfectness.
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6.8 Conclusion

In this chapter, we consider knowledge informed DNN. We quantitatively demon-

strate that domain knowledge can improve the generalization performance and reduce the

sampling complexity, while also impacting the point to which the network output converges.

Our analysis also reveals that knowledge affects the generalization performance in two ways:

regularizing the label supervision, and supplementing the labeled samples. Finally, we

discuss how an informed DNN relates to other learning frameworks.
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Chapter 7

Conclusions

The dissertation studies algorithms and theory of learning-augmented algorithms

exploting domain expert knowledge. We design provable learning-augmented algorithms

that can be used for a wide range online decision making problems. Specifically, we propose

robust bandit algorithms for bandit decision making with imperfect context. Then, we

consider online optimization and control problems with known dynamic model and design

learning-augmented algorithms with guaranteed competitiveness. In addition, for MDP

without the knowledge dynamic model, we propose learning-augmented algorithms which

optimize the average reward under anytime cost constraints. Moreover, we consider online

decision making with budget constraints and design a learning assisted unrolling algorithm to

solve it. Last by not least, we provide a theoretical analysis for domain knowledge informed

learning, demonstrating the benefits of domain knowledge in machine learning.
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