UC Merced
Proceedings of the Annual Meeting of the Cognitive Science
Society

Title
A Case for Symbolic/Sub-symbolic Hybrids

Permalink
https://escholarship.org/uc/item/3nd6h71m

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 11(0)

Authors
Rose, Daniel E.
Belew, Richard K.

Publication Date
1989

Peer reviewed

eScholarship.org Powered by the California Diqgital Library

University of California


https://escholarship.org/uc/item/3nd6h71m
https://escholarship.org
http://www.cdlib.org/

A Case for Symbolic/Sub-symbolic Hybrids

Daniel E. Rose
Richard K. Belew

Cognitive Computer Science Research Group
Computer Science and Engineering Department
University of California, San Diego

Abstract

This paper considers the question of what qualities are
necessary for an Al system to be a hybrid of symbolic
and sub-symbolic approaches. Definitions of symbolic
and sub-symbolic systems are given. SCALIR, a hybrid
system for information retrieval, is presented, and then
used to show how both symbolic and sub-symbolic pro-
cessing can be combined. Arguments against SCALIR’s
hybrid nature are presented and rejected.

INTRODUCTION

Several times in the history of artificial intelligence (Al),
researchers have divided up into rival camps arguing for
or against certain approaches to various problems. The
procedural vs. declaratve knowledge dispute (Winograd,
1985) is one past instance of this. In many cases the dis-
putes are resolved over time. One way this happens is
that new conceptual frameworks arrive which encompass
rival approaches, or simply show that one approach sub-
sumes the other. Another way is for new techniques to
be developed which merge the two sides.

Today, the rival camps are arguing for “symbolic” or
“connectionist” Al systems. As supporters of the connec-
tionist approach, we hope that the long-range solution to
the debate will be the first one described above: symbolic
processing will be shown to be an emergent property of
large-scale sub-symbolic processing. In the mean time,
however, we are investigating the second solution: de-
veloping a hybrid system which takes advantage of the
strengths of both approaches.

SCALIR is a hybrid! system for legal informational
retrieval currently being developed by one of the authors.
When we first began to describe the system 1o others,
we discovered an interesting phenomenon. Rather than
arguing for or against the hybrid nature of the system,
some members of our audience claimed that the system
was not really a hybrid at all. Even more notably, some
claimed that it was essentially just symbolic, while others
said it was just connectionist.

In this paper we will outline the system in question,
and then present and refute arguments challenging its
dual symbolic and connectionist nature. In doing this,
we will examine the question of what it means o be a
symbolic or sub-symbolic system — and what it takes to
be a hybrid.

THE SUB-SYMBOLIC/SYMBOLIC DICHOTOMY

The term “symbolic,” as used in this paper, refers to the
dominant approach to Al research for much of the past
thirty years. From a cognitive perspective, the symbolic
approach rests on Newell's Physical Symbol Sysiem Hy-
pothesis (which says in essence that symbol manipulauon
is a necessary conditon for intelligence) (Newell, 1980),
but the use of symbolic Al systems predates this exposi-
tion of its premises.

Many traditional Al tools and techniques, such as ex-
pert systems, frames, and heuristic search do some form
of symbol manipulation. We wish to characterize com-
putational properties of symbolic systems, independent
of accounts (such as Newell’s) of their role in cogniuon.

"Throughout this paper, we use “hvbrid" as shorthand for
"symbolic/sub-symbolic hybrid.”
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We will focus on a narrow view of symbols rather than
attempting to incorporate the vast philosophical tradition
associated with them.

Qur account begins with the following:

Definition 1 A label is a unique identifier belonging to
a previously enumerated, fixed ser.

With this definition in mind, we can say what it means
to be a symbolic system:

Definition 2 Symbolic systems are those in which the
next state is selectively determined by labels associated
with the objects of compuiation.

This definition works for all systems generally consid-
ered symbolic, not just those with explicit logical rules.
For example, the definition explains why a semantic net-
work with spreading activation search is essentially a
symbolic system. First, links as well as nodes in the net-
work are labeled (and thus are symbols). Second, “ac-
tivation™ is typically a discrete marker (symbol), whose
label affects its treatment. The decision to pass or not
pass a marker depends solely on the links’ labels.

For our other level of processing, we need another
definition:?

Definition 3 A class C is interchangeable if and only if
all functions which operate on elements of C (i.e. whose
domains are C'™ for any integer n)

1. map only to range C, and

2. are infinitely many-to-one.

Note that any computation using a member z of such a
class will proceed identically regardless of which of the
infinitely many possibilities which map to r were used,
hence the name “interchangeable.”

The term “‘connectionist” refers to the class of ap-
proaches based on neurally-inspired computer models.
We will use the term to be representative of a broader
class of sub-symbolic models which have the following

property:

Definition 4 Sub-symbolic systems are those in which
the mechanism for mapping from input(s) to output(s)

2We use mathematical notation here for conciseness, not mathemat-
ical rigor.

1. is expressed in terms of interchangeable, continuous
quantities, and

2. is modulated by continuous parameters determined
by specific characteristics of the data (as opposed to
general properties of the computational mechanism).

Connectionist nets are fundamentally sub-symbolic;
the interchangeable quantities is generally called “ac-
tivations” and the modulating parameters are called
“weights.” But connectionist nets are not the only ex-
amples of sub-symbolic systems. The Classifier system
(Holland et al., 1986) uses message “intensity” as its
quantity and classifier “strength” as its modulating pa-
rameter, and so has sub-symbolic characteristics.

Armed with these definitions, we can now be clear
about what we mean by “hybrid.” A hybrid system is
simply one which contains both symbolic and subsym-
bolic components. A degenecrate case of a hybrid system
is a connectionist net and an expert system put in the
same box, each doing something different with the same
input and producing its respective portion of the box’s
output. We will generally be interested in tightly-coupled
systems, in which the components interact before the fi-
nal output is produced.

OVERVIEW OF SCALIR

SCALIR (for Symbolic and Connectionist Approach to
Legal Information Retrieval) is an Al system for full-text
document retrieval. It uses techniques similar to Belew's
AIR (Belew, 1986) but adds a symbolic mechanism use-
ful for the legal domain. We claim that SCALIR is a
tightly-coupled hybrid system.

The legal system has an interesting dual nature which
makes it especially amenable to a hybrid approach. On
the one hand, statutes are sets of rules to be applied in
specific cases, and explicit symbolic relationships exist
in almost every aspect of the law. On the other hand, the
use of precedent to decide court cases means that the law
is made in a parallel and distributed way; each case is
decided on the basis of all relevant decisions in the past.
Furthermore, statutes and court decisions are written in
natural language, whose ambiguity makes it resistant 1o
symbolic approaches. (These arguments are developed
further in another paper (Rose and Belew, 1989)).

SCALIR'’s retrieval mechanism uses two interleaved
networks, one connectionist and one symbolic. Nodes
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representing terms, court cases, and statute sections are
shared between the two networks. However, they are
connected with two separate sets of links.

C-links are weighted, unlabeled connectionist links
which use the microfeatures of the law (e.g. the indi-
vidual words which appear in a court decision) to form
associative relationships between legal documents. The
resulting C-network is similar to the associatve network
in AIR.

S-links are labeled, unweighted symbolic links which
use explicitly encoded knowledge about the law for in-
ference. The S-links form a kind of semantic network
which describes the relationships of the different types
of nodes. For example, the well-known “key number”
taxonomy of the law produced by West Publishing Co.
provides a hierarchic structure for SCALIR's term nodes.

User queries can involve both associative and sym-
bolic components. For example, the user could essen-
ually ask the system to retrieve all cases which disputed a
certain decision. Activity would propagate only through
symbolic links which corresponded to negative citations,
e.g. to an overruling case. From there it might spread to
other cases generally related to the overruling ones.

Hybrid activity propagation is implemented by sep-
arating the activity into several components, which
metaphorically can be viewed as different colored light.
C-links are like grey filters which modify the intensity
of the light. Each type of S-link is like a different col-
ored filter, which allows only its corresponding Lype of
light (i.e. activity) to pass. This means that the sym-
bolic inference process — deciding whether or not 1o
pass on activity depending on the type of S-link — can
be done locally at each node. Figure 1 shows the process
schematically.

Input to SCALIR takes the form of real-valued ac-
tvations placed on a set of nodes. These activations
spread through both C-links and S-links, and are com-
bined numerically along the way. Finally, nodes which
reach a high enough level of activity are considered out-
puts. Thus all processing debts are ultimately cashed in
connecuonist coin.

As in AIR, leaming occurs as a result of negative
and positive reinforcement from the user. Since there
is no exact right answer in information retrieval, the
user’s browsing behavior becomes the feedback signal.
In other words, when a user indicates that the search is

to be pruned in a certain direction (I don’t want any
more documents like this”) or expanded (“[ want (o sce
more about this topic™), this results in negative or posi-
tive feedback to the system.

It is a relatively simple matter (o use the feedback 1o
train the weights on the C-links. S-links, on the other
hand, do not have weights, since they represent explicit
knowledge. Hybrid learning suffers from the traditional
credit-assignment problem. When the system performs
well (or poorly), how do we know whether the C-links or
the S-links arec primarily responsible? SCALIR's solu-
tion is to also learn the appropriate contributions of cach
component.

BUT IS IT CONNECTIONIST?

In this section we shall examine various versions of an
argument that SCALIR is essentially a symbolic system.
We will begin with general objections and move gradu-
ally to more specific ones:

“Your system is simulated on a Von Neumann
architecture using a program wrillen in sym-
bols. Therefore it is symbolic."”

There is always an implementation level below the level
of interest. One could equally well say that a theorem-
prover was sub-symbolic because it depended completely
on continuously varying electric fields in the circuits of
the computer. But the most accurate description of the
behavior of a theorem-prover is at the level of symbols.
Similarly, SCALIR’s C-network is best understood as
sub-symbolic.

“Even so, any processing done with symbolic
nodes is symbolic processing.”

If this were true, than essentially all connectionist sys-
tems would be symbolic. Inputs and outputs must rep-
resent something in the world in order (o be useful, thus
they are necessarily symbols. The designer of any con-
nectionist net must explicitly code the meaning of input
and output nodes. Having some nodes being symbolic
does not make the system symbolic.

“Yes, but the nodes in other connectionist sys-

tems form distributed representations, while
SCALIR’s are localist.”
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While distributed representations have many virtues in
connectionist systems (see (Hinton et al., 1986), for ex-
ample), this issue is a red herring with respect to the
symbolic/sub-symbolic question. In fact, local is a sub-
jective concept. For example, an ASCII code is a repre-
sentation of a character distributed over seven bits. Yet
some of the bits are localist representations of features
of the character (such as case and printability).

“Okay, but at least most connectionist systems
have hidden nodes. SCALIR’s nodes are all
visible.”

This claim presupposes a certain network architecture
which SCALIR does not have. In networks with hidden
units, such as layered feedforward nets or Boltzmann
machines, these units are not accessible from the envi-
ronment in any way. In this sense, it is rue (o say that
SCALIR has no hidden units. However, in these sys-
tems, hidden units are usually defined as those which are
neither inputs nor outputs. Input units and output units
are all manipulated and examined every time the network
is used. In SCALIR, only a fraction of the network is ac-
tivated by a query as input, and only a fraction becomes
active as output. But for the purposes of that query, all
the remaining nodes in the network can serve as hidden
units which do sub-symbolic processing.

“But these so-called hidden units are still sym-
bols. They represent features, rather than mi-
crofeatures.”

Again, feature-hood is a subjective concept; one net’s
feature is another’s microfeature. For example, a net
trained to recognize handwriting might learn microfea-
tures corresponding Lo various arcs at various orienta-
tions, with letters as features to be detected. At the same
time, a word-recognition net could use those letters as
microfeatures. In SCALIR, terms are viewed as micro-
features of the law.

“As long as the nodes have meaningful labels,
they are still symbols!"

The question is not whether there are labels. The ques-
tion is the labels are used in processing. SCALIR’s con-
nectionist component ignores the labels entirely.

Itis a truism in connectionism that “the knowledge is
in the weights.” This being the case, it is the existence

of these weights, communicating only interchangeable
continuous activation, which should be our litmus test
for sub-symbolic processing. The fact that the nodes are
labeled is irrelevant. As Fodor and Pylyshyn explain:

Strictly speaking, the labels play no role at
all in determining the operation of the Con-
nectionist machine; in particular, the operation
of the machine is unaffected by the syntactic
and semantic relatons that hold among the ex-
pressions that are used as labels. To put this
another way, the node labels in a Connectionist
machine are not part of the causal structure of
the machine. (Fodor and Pylyshyn, 1988)

BUT IS IT SYMBOLIC?

As in the previous section, we will now consider more
arguments which dispute the hybrid nature of SCALIR.
This time, however, the claims are that SCALIR doesn’t
really do any symbolic processing. These arguments rest
on some the previously noted observation that “all pro-
cessing debts in SCALIR are ulumately cashed in con-
nectionist coin.”

We begin with what is essentially the complement of
one of the arguments from the previous section:

“Connectionism pervades even the allegedly
symbolic parts of SCALIR. Therefore SCALIR
does no symbolic processing.”

To begin with, we will concede that connectionist “bag-
gage” plays more of a role in SCALIR’s symbolic com-
ponent than the reverse. This is simply because activa-
tion is the lingua franca chosen for communication be-
tween the two components of the system. Nevertheless,
the presence of one thing (traces of connectionism) does
not prove the absence of another (symbolic processing).

“But whatever the reason, it is real-valued ac-
tivations, not symbols, which flow though S-
links. What is symbolic about them?”

It is true that real-valued activatons are passed along by
S-links. In fact, to prevent activity from spreading to the
whole network, S-links cause a slight attenuation of the
activity, and can thus be considered to have a “weight”
just like connectionist links. Despite this, two qualities
make S-links symbolic.
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First, knowledge is not in the weights. Not only are
the weights unlearmed, they are unrelated to the data.
Weights in connectionist nets are either learmed (e.g. via
back-propagation) or are set (o pre-computed values de-
signed to produce a certain behavior with respect to the
data. The “weights” on SCALIR’s S-links are set at a
fixed value designed only to prevent infinite spread of
activity. This is similar to the constraints on the dis-
tance markers can be passed in some semantic network
implementations.

Note that systems which use pre-computed weights
may still be sub-symbolic. Two examples are Hopfield
nets (in which weights are determined algorithmically)
(Tank and Hopfield, 1987) and the interactive activation
model of McClelland and Rumelhart (McClelland and
Rumelhart, 1981; Rumelhart and McClelland, 1982) (in
which the weights were set “by hand” in order to model
certain empirical phenomena).

Second, S-links respond selectively to symbols. Specif-
ically, the presence or absence of various types of acti-
vauon determines whether those components are passed
along those S-links. The filtering done by the S-links is
a symbolic process, for it is exacty by virtue of having
a specific label that an S-link allows or does not allow
cenain activity to pass. Returning to the comments of
Fodor and Pylyshyn:

[Tlhe state wansitons of Classical
[symbolic] machines are causally determined
by the structure ... of the symbol arrays that the
machines transform: change the symbols and
the system behaves quite differenudy. (Fodor
and Pylyshyn, 1988)

In SCALIR, the symbols being transformed are the sym-
bolic components of activation at each node, and it is the
S-links, by their filtering ability, that do the transforma-
uon.

THE LIMITS OF THE DICHOTOMY

While we have constructed our definitions of symbolic
and sub-symbolic processing as robustly as possible, we
do not believe the two approaches are mutually exclu-
sive. In fact, there is a continuum from sub-symbolic
to symbolic. In this section we will examine some of
the harder cases which fall closer to the center of the
continuum.

As explained in Section 2, semantic networks fall
squarely into the realm of symbolic systems. What hap-
pens when we begin to add more “‘connectionist” at-
tributes to a semantic network? (Systems with these
attributes actually exist (Hendler, 1987).)

As a first step, suppose that the designer of a seman-
tic network wishes to prevent too much of the network
from being marked each time. We can imagine passing
a number along with the marker. This number could be
a counter for measuring path length. It could be incre-
mented each ume a link was traversed, and then used to
terminate the search when it reaches a certain threshold.

Now, for computational simplicity, imagine that each
node decrements this counter, rather than incrementing
it, and stops if the value reaches zero. This way the
parameter becomes easily tunable; the programmer can
change the desired path length of searches by starting
the initially marked nodes with various quantities in the
counlers.

Suppose that 0o many nodes are still being marked.
The programmer might want to introduce a penalty for
fan-out as well as path length. Each time markers leave a
node, their counters can be set to the incoming marker’s
counter divided by the out-degree of the node.

One last modification: subtraction is too crude a con-
trol for path length; its effect is not proportional to the
current magnitude of the counter. Instead of subtraction,
we will multiply each counter by a value slighuy less
than one as it traverses a link. As an implementation de-
tail to prevent roundoff errors, we will replace the integer
counter with a real-valued one, and use real arithmetic
for all our multiplicatuons and divisions.

If we call the counters “activaton” and the product
of the divisors and the multipliers “weights”, do we now
have a connectionist system? OQur claim is that we do not.
As with SCALIR’s S-links, the “weights” bear no rela-
tionship to the data; there is no knowledge in them. The
currency of the system, markers, are not interchangeable,
because the system responds selectively to them depend-
ing on the link labels. Symbolic inference remains the
fundamental processing operation.

Now considering the other extreme, imagine a connec-
tionist network in which each node in the input gets dif-
ferent kinds of activation — colored blue or yellow, per-
haps. All computation is done in some standard connec-
tionist fashion, except that active nodes become tagged
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with the color of their activation: blue, yellow, or green
(where the colors have mixed). Nodes which become
sufficiently active after a certain time (say, when the net-
work reaches equilibrium) are considered outputs, with
the following proviso: only green-tagged nodes are can-
didates for output. Do we now have a symbolic system?

In this case, we believe we have a tightly-coupled
hybrid system. It still meets the conditions for sub-
symbolic systems; its weights are either learned or con-
structed to produce a certain mapping on the data, using
interchangeable activation. But it also meets the condi-
tions for symbolic processing; the mapping from input
to output depends on a differential response to labels.

There are many variations of this exercise, in which
various attributes are added or removed to traditional
symbolic or sub-symbolic systems. We will consider
only one more case: a system which we claim lies at the
boundary of the two approaches.

The system can be characterized in two ways. It is
a semantic network in which there is only one kind of
link (IS-A), and only one kind of marker. Alternatively,
it is a connectionist network in which all nodes are lo-
calist and labeled, and all weights have the value one.
Since there is only one type of link and marker, there can
be no selective response on the basis of labels and the
system is therefore not symbolic. Since all weights are
equal and independent of the data, the network cannot
do meaningful sub-symbolic processing. This illustrates
that hybrid systems result from combining symbolic and
sub-symbolic features, not by averaging them.

The Classifier system provides another example of
a tightly-coupled symbolic/sub-symbolic hybrid. While
this system shares many of the continuous, sub-symbolic
qualities of connectionist nets, the fact that it also broad-
casts messages globally (i.e., without the attenuation as-
sociated with path traversal) and typically performs a dis-
continuous match of messages with classifier conditions
make the system have significant symbolic characteris-
tics as well.

DISCUSSION

Along with its corresponding approaches to Al, the
Symbolic/Sub-symbolic dichotomy is often described in
terms of two views of cognition; Table 1 shows an infor-
mal characterization of the two views. Recently, many
have suggested that both views are helpful in understand-

ing cognition. As Norman explains:

People interpret the world rapidly, effort-
lessly. But the development of new ideas, or
evaluation of current thoughts proceeds slowly,
serially, deliberately. People do seem to have
at least two modes of operation, one rapid, effi-
cient, subconscious, the other slow, serial, and
conscious. (Norman, 1986, p. 542)

Since these two levels both have important roles to play,
we believe it is useful (at least for the present) to de-
sign hybrid systems which take advantage of techniques
designed for both levels. (Similar arguments have been
made by other proponents of hybrid systems, such as
Hendler (Hendler, 1989) and Dyer (Dyer, 1988).)

We have outlined some criteria for what it means to be
a symbolic or sub-symbolic system, and what a hybrid
of the two approaches might look like. Our work on
SCALIR has given us an informal existence proot that
such hybrids are feasible.

One practical benefit of a hybrid system is obvious:
the techniques developed for the two paradigms have
different strengths and weaknesses. [n particular, con-
nectonist systems are much better at learning, while it
is much easier to store explicit knowledge in symbolic
systems. In addition, we believe that hybrid systems will
exhibit emergent properties not found in either of their
single-paradigm components.
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SYMBOLIC SUB-SYMBOLIC
Al Approach Traditional Connectionist/PDP
Inference Rule-based Statistical
Processing Sequential Parallel
Speed in brain || Slow (> 100ms) Fast (< 100ms)
Robusiness Brittle Graceful degradation
Precision High Low
Representation Features Microfeatures

Table 1: Comparison of two paradigms.

Hybrid activity propagation

L.I...|

O

C-link . S-link(1)

O o L1

Bl Rkl C-link

Figure 1: The row of filled dots represents different components of activation; the first is unspecified (i.e. strictly
connectionist) while the others correspond 1o certain symbolic relationships. Larger dots indicate more activity.
C-links allow all components 0 pass, atlenuated by weight. S-links pass only the component of acuivity which
corresponds to the link type.
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