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Abstract

AMOEBA is a molecular mechanics force field that addresses some of the short-

comings of a fixed partial charge model, by including permanent atomic point multi-

poles through quadrupoles, as well as many-body polarization through the use of point

inducible dipoles. In this work we investigate how well AMOEBA formulates its non-

bonded interactions, and how it implicitly incorporates quantum mechanical effects
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such as charge penetration (CP) and charge transfer (CT), for water-water and water-

ion interactions. We find that AMOEBA’s total interaction energies as a function of

distance and over angular scans for the water dimer and for a range of water-monovalent

cations agree well with an advanced density functional theory (DFT) model, whereas

the water-halides and water-divalent cations show significant disagreement with the

DFT result, especially in the compressed region when the two fragments overlap. We

use a second generation energy decomposition analysis (EDA) scheme based on abso-

lutely localized molecular orbitals (ALMOs) to show that in the best cases AMOEBA

relies on cancellation of errors by softening of the van der Waals (vdW) wall to bal-

ance permanent electrostatics that are too unfavorable, thereby compensating for the

missing CP effect. CT, as another important stabilizing effect not explicitly accounted

for in AMOEBA, is also found to be incorporated by the softened vdW interaction.

For the water-halides and water-divalent cations, this compensatory approach is not

as well executed by AMOEBA over all distances and angles, wherein permanent elec-

trostatics remains too unfavorable and polarization is over-damped in the former while

overestimated in the latter. We conclude that the DFT-based EDA approach can help

refine a next generation AMOEBA model that either realizes a better cancellation of

errors for problematic cases like those illustrated here, or to guide the parameterization

of explicit functional forms for short-range contributions from CP and/or CT.

1 Introduction

Condensed-phase simulations with molecular dynamics or Monte Carlo methods afford the

ability to probe physical properties not easily accessible by experimental means, but only

when there is a reliable model of the potential energy surface. However for simulations

on scales representing tens of thousands to millions of atoms, quantum mechanical (QM)

methods become extremely intractable, if not impossible, to serve that purpose. Therefore,
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there exists a keen interest in reducing the computational cost by representing such systems

classically, and considering moreover only the nuclear degrees of freedom explicitly under

the Born-Oppenheimer separation of the timescales of the electronic and nuclear degrees of

freedom.

In molecular mechanics (MM) formulations, a potential energy function of the positions

of the atomic nuclear positions is used to describe covalent interactions (bond stretching,

angle bending, and torsional rotation, and sometimes other cross-terms) as well as non-

covalent interactions such as van der Waals (vdW) and point-charge permanent electrostatics.

Fundamentally the MM description involves idealized functional forms for these terms such

as

U =
N
∑

i

kb(b− b0)
2 +

N
∑

i

kθ(θ − θ0)
2 +

N
∑

i

kφ cos(nφ+ δ)

+
∑

i<j

4ǫij[(σij/rij)
12 − (σij/rij)

6] +
∑

i<j

qiqj/rij (1)

For bonded atoms, Eq. (1) permits only small fluctuations around the equilibrium bond-

lengths and bond angles. It employs nuclear-centered point charges for the permanent elec-

trostatics, and uses simple pairwise additivity and mixing rules for the vdW interactions.

It has also become more common to replace point charges with an extended set of point

multipoles, and to include non-pairwise additive interactions such as polarization which is

discussed in detail below.

While the long-range asymptotic behavior of these functional forms are correctly modeled

for electrostatics and dispersion,1 the short-ranged asymptotics in the compressed region are

more approximate, for example in the steep region of the van der Waals function which

assumes a power law for the Pauli exclusion term as opposed to the exponential form from

QM. Other short-ranged QM features such as a non-local electron density extent from the

nucleus, which is related to the charge penetration (CP) effect, or interactions such as charge
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transfer (CT), are ignored altogether in Eq. (1), although very recently approximate classical

formulations to these terms are just starting to appear in the literature.2–18

Although the classical functional forms for the Born-Oppenheimer potential energy sur-

face (BO-PES) are largely correct, and are starting to approach a level of completeness for

all relevant QM interactions, the methods by which the parameters are obtained for these

functions can be more arbitrary. This is especially true for the soft, non-covalent degrees

of freedom that fluctuate much more in distance than that experienced due to the covalent

interactions at typical ambient conditions. For example, deriving point charge or point mul-

tipole parameters by fitting to the QM-derived electrostatic potential at a series of distances

outside of the vdW surface is often a poorly defined problem, with charges or multipoles of

buried atoms far from the surface being able to vary unphysically and still reproduce the

potential,19 and such problems are compounded when including the additional polarization

terms. The vdW parameters are especially difficult to fit since the attractive part of the

vdW interaction, the dispersion interaction, cannot be fitted easily to QM data owing to the

difficulty of finding accurate yet tractable levels of theory that adequately capture electron

correlation.20–22 Together with the repulsive wall, the overall vdW function is typically tuned

through a reliance on experimental data, by adjusting the parameters to reproduce densities

and heats of vaporization of neat liquids.23–27 In typical force field development, parameters

for the individual terms in Eq. (1) are determined independently and then refined together

in an iterative fashion to capture missing features like charge penetration, polarization if it

is absent, or even directly targeting better properties for a particular phase (such as liquid

water).28

Electronic structure calculations have been routinely used to benchmark the quality of

force field parameterization, since they facilitate the direct comparison of resulting interac-

tion energies and other properties within a given model system. Nevertheless, considering

the piecemeal parameterization of a force field based on several minimally correlated ap-
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proximating assumptions and the prevalence of incomplete error cancellation between terms

in the final form, it would be helpful to benchmark against a method that is able to as-

certain the quality of individual terms of the force field. Energy decomposition analysis

(EDA) affords a way to determine the relative contributions of several physically meaningful

terms out of the QM interaction energy, e.g., permanent electrostatics, Pauli repulsion, po-

larization, dispersion, etc.29–31 The asymptotic components of an EDA method are uniquely

defined for a given electronic structure method. Furthermore, despite some arbitrariness

that exists in the definitions of these terms (since none of them are true experimental ob-

servables), well-defined EDAs can yield a reasonable and chemically sensible separation of

energy components in the overlapping regime. Therefore, by comparing the corresponding

terms between an EDA scheme and a force field, one can in principle obtain insight into the

strengths and weaknesses of MM formulations.

In this work, we analyze the energy decomposition of the popular polarizable MM force

field AMOEBA.26,27,32,33 The AMOEBA model goes beyond typical fixed-charge force field

by including both higher-order permanent multipoles and inducible dipoles, in an attempt to

more faithfully reproduce the BO-PES from more accurate QMmethods. As such, AMOEBA

results can be directly compared to and parameterized against a corresponding BO-PES

derived from ab initio electronic structure calculations, while remaining compatible with

the goal of increased computational efficiency and ease of parameterization for a variety

of systems including ions,34,35 small organic molecules,27 transition metal complexes,36,37

proteins,38 and nucleic acids either in the gas or condensed phases. The subject of this paper

is to assess how well the individual energy terms of the AMOEBA model are recapitulated

when compared to QM on the simplest of systems — namely the water dimer and a series

of water-ion dimers — over a range of distances and angular orientations.

Of the available energy decomposition schemes applied to force field development, two of

the more well known examples include symmetry-adapted perturbation theory (SAPT)7,8,39–46
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and variational based EDA approaches.35,39,47–52 SAPT evaluates intermolecular interactions

via a perturbative approach,20,22,53 and the resulting interaction energies are decomposed into

the contributions of electrostatics, exchange, induction, and dispersion. The development

of SAPT(DFT)54–57 or DFT-SAPT,58–60 which tackles intramolecular correlation by means

of Kohn-Sham (KS)-DFT,61 offers a reasonable balance between accuracy and efficiency

(O(N5) scaling with density-fitting62,63) so that it can be used for generating the training

data for force field parametrization.46 While SAPT-based methods facilitate the develop-

ment of many advanced force fields (the readers are referred to the review in Ref. 46), it

still faces several challenges. Most importantly, the accuracy of the total interaction energy

relies on the convergence of the perturbative expansion, which is often difficult to assure

when methods like DFT-SAPT are used for systems with strong induction effects.64,65 Also,

there is no clean separation between polarization and charge transfer in the conventional

formulation of SAPT (they both belong to the induction term), although several approaches

have been proposed to extract the CT energy.66–68

We shall evaluate AMOEBA using the variational absolutely localized molecular orbital

(ALMO)-EDA scheme,49,52,69 which partitions the total intermolecular interaction energy

into contributions of frozen orbital interaction (which contains permanent electrostatics,

Pauli repulsion, and dispersion), polarization and CT. New advances made in the ALMO-

EDA scheme include (1) the ability to reach a meaningful complete basis set (CBS) limit for

polarization and CT using the fragment electric-field response function (FERF) model70 and

(2) the ability to disentangle the contributions from the aforementioned three components

of the frozen term,71 which is not further separated in the original scheme. These advances

define a second generation ALMO-EDA52 method which is employed in the present paper.

Apart from the robustness of this EDA scheme, another important motivation for employ-

ing a DFT-based EDA approach is the significantly reduced errors of state-of-the-art density

functionals for non-covalent interactions.72–76 It is noteworthy that the functionals recently
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developed by Mardirossian and Head-Gordon77–79 demonstrate very good accuracy for non-

covalent interactions when large basis sets are employed. Based on recent benchmark by Lao

et al.,65 the mean absolute error (MAE) of ωB97X-V77 (using the aug-cc-pVTZ (aTZ)80,81

basis set) for a composite dataset comprising neutral-anion, neutral-cation, and cation-anion

interactions (43 data points in total) is 0.55 kcal/mol, which is superior to that of the popu-

lar DFT-SAPT method (1.43 kcal/mol) and comparable to the most accurate SAPT result

available (0.43 kcal/mol, as computed at the SAPT2+3-δMP2/aTZ level of theory). We

note that such high-level SAPT methods are computationally costly (O(N7) scaling) and

offer a less unambiguous energy decomposition due to the coupling between terms. Be-

yond equilibrium binding energies, accurate PESs generated by ωB97X-V for water-water76

and water-anion (F−, Cl−) dimers82 have also been recently reported. Therefore, we use

ωB97X-V for all the ALMO-EDA calculations in the present paper.

The remainder of this paper is outlined as follows. Pertinent details of the AMOEBA

force field are summarized in Sec. 2.1, followed in Sec. 2.2 by a concise summary of the version

of the ALMO-EDA that will be applied in this work and the mapping between its terms and

those in AMOEBA. The resulting data and analysis for four categories of interactions are

demonstrated and discussed in Sec. 3. For each category, we first compare total energies

evaluated with ωB97X-V and AMOEBA, and assess the agreement near the equilibrium

configuration, as well as at short-range (the so-called compressed region) and long-range (the

asymptotic region). We then compare the relative contributions of the energetic components,

including permanent electrostatics, polarization, and vdW interactions, in various regions,

via which we elucidate why the resultant total interaction energy profile given by AMOEBA

for each system has satisfactory or poor agreement with the ωB97X-V result. Moreover,

in cases where total interaction energies are in reasonable agreement between DFT and

AMOEBA, we investigate how the effects of CP and CT might be accounted for implicitly

by AMOEBA, as it lacks explicit functional forms for these effects. The insights gained from

7
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these benchmark calculations are discussed in Sec. 4.

2 Computational methods

2.1 Non-covalent terms in the AMOEBA force field

The non-covalent (intermolecular) terms in the AMOEBA force field comprises permanent

electrostatics (Uperm
ele ), induced electrostatics (U ind

ele ), and van der Waals (vdW) interactions

(Uvdw). An atom-centered point multipole model is adopted for permanent electrostatics: on

each atomic site i, the (vector) of permanent multipoles Mi includes monopole (qi), dipole

(µi), and quadrupole (Qi) moments:

MT
i = [qi, µix, µiy, µiz, Qixx, Qixy, Qixz, Qiyy, Qiyz] (2)

The total permanent electrostatics contribution is then evaluated as the pairwise sum of

interactions between different atomic sites:

Uperm
ele =

∑

i<j

MT
i TijMj (3)

where Tij is the “composite” multipole interaction tensor between sites i and j, that con-

tain appropriate powers of 1/rij according to the permanent multipole expansion for the

AMOEBA potential.26,32 For water and simple ions, the interaction sites i and j are con-

strained to be on the different molecular or atomic fragments; and for the mono-atomic ions

studied in this work, the RHS of Eq. (2) contains monopole (qi) only. The set of multipoles

are derived from a QM electronic density using the distributed multipole analysis (DMA),83

whose values are further refined by a fit to an electrostatic potential generated by a higher

level of QM theory.27

8
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The polarization effect in AMOEBA is modeled by induced dipoles, µind
i placed on each

atomic site i, whose magnitude is determined by the site-specific isotropic polarizability and

the total external electric field exerted:

µ
ind
i = αi(Ei + E′

i) (4)

where Ei is the electric field owing to the permanent multipoles on other fragments, and E′
i

is the field generated by the induced dipoles on all the other atomic sites:

Ei =
∑

j

TijM
(d)
j (5)

E′
i =

∑

j 6=i

T
′

ijµ
ind
j (6)

where T
′

ij now refers to appropriate powers of 1/rij according to the dipole induction and

the superscript (d) refers to special scaling factors used for electrostatic interactions in

AMOEBA27 (not involved in this work). Since the RHS of Eq. (4) relies on the induced

dipoles, {µind
i } are solved self-consistently in order to complete the calculation of the many-

body polarization effects. With converged {µind
i }, the associated energy lowering (polariza-

tion energy) is determined by

U ind
ele = −

1

2

∑

i

µ
ind
i · Ei (7)

The atomic polarizability parameters, {αi}, are derived by a fit to available experimental

molecular polarizabilities.26,32

One artifact of the distributed interactive induced electrostatics model is the so-called

“polarization catastrophe”, i.e., the electric field generated by point multipoles can severely

overpolarize at short range and even lead to divergence. To ensure the finite nature of the

9
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intermolecular induction effect, a Thole-style damping scheme is employed by AMOEBA,84,85

which is equivalent to replacing a point multipole with a smeared charge distribution. For

example, the damping function for monopoles has the following form:

ρ =
3a

4π
exp(−au3), u =

rij
(αiαj)1/6

(8)

where rij is the distance between sites i and j, αi, αj are their polarizabilities, and a is

a dimensionless width parameter. The damping functional forms for higher multipoles are

reported in Ref. 26. In practice, the damping functions are built in the formation of multipole

interaction tensors in Eq. (5) and (6).

For the vdW interaction, AMOEBA adopts a pairwise additive buffered 14-7 potential

originally proposed by Halgren:86

Uvdw =
∑

i<j

ǫij

(

1 + δ

ρij + δ

)7(
1 + γ

ρ7ij + γ
− 2

)

(9)

where ǫij is the depth of the potential well, ρij is the dimensionless distance between sites

i and j: ρij = rij/R
0
ij, where R0

ij is the minimum energy separation, and γ and δ are

two constants whose values are set to 0.12 and 0.07, respectively. If we further expand

the RHS of Eq. (9), the repulsive “14” term (U rep
vdw) mostly accounts for Pauli repulsion,

while the attractive “7” term (Uattr
vdw ) in principle yields a more accurate series expansion

for dispersion. In the current parameterization regime of AMOEBA, the homonuclear vdW

parameters ǫii and R0
ii are obtained by a fit to dimer energies calculated at the MP2/aTZ

level of theory or higher, followed by a refinement stage where experimental liquid densities

and heats of vaporization are reproduced;27 and the heteronuclear parameters (ǫij and R0
ij)

are obtained by using the combination rules. For more details we refer the reader to the

original AMOEBA references.26,27,32,33

10
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2.2 Energy decomposition analysis

The initial partitioning of the total interaction energy in the ALMO-EDA method49,52,69 is

as follows:

Eint = Egd + Efrz + Epol + Ect. (10)

The first term (geometry distortion) describes the energy change due to the geometric dis-

tortion of monomers to the complex structure from their fully relaxed geometries, which is

not considered in this work (in AMOEBA it is captured by the bonded terms). The frozen

orbital interaction, Efrz, is defined as the energy difference between the frozen orbital wave-

function (which corresponds to a frozen one-particle density matrix Pfrz) and the sum of

monomer energies that are computed individually:

Efrz = E(Pfrz)−
∑

A

EA(PA), (11)

It represents the energy change when fragments approach each other without any variational

relaxation of their orbitals or density, apart from ensuring that they obey the Pauli Principle.

The frozen interaction can be further decomposed into contributions from permanent

electrostatics, Pauli repulsion and dispersion interactions. Our original approach71 is based

on the partitioning of Pfrz into a sum of fragment contributions: Pfrz =
∑

A P̃A, where

interfragment orthogonality is enforced between P̃A’s. This is achieved via a constrained

minimization of the “kinetic energy pressure” (KEP) objective function, as described in Ref.

71.

P̃A can be regarded as the deformed (but not yet relaxed) density of each individual

fragment upon the formation of the initial complex. The dispersion energy is then defined as

the remainder of interfragment exchange-correlation (XC) energy after subtracting the part

11
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that is “dispersion-free” (DF) in nature:

Edisp =

(

Exc[Pfrz]−
∑

A

Exc[P̃A]

)

−

(

EDF
xc [Pfrz]−

∑

A

EDF
xc [P̃A]

)

, (12)

For this purpose, an auxiliary DFXC functional is required, and our previous work52,71

suggests that Hartree-Fock (HF) theory is an appropriate choice for dispersion-corrected

range-separated hybrid (RSH) functionals like ωB97X-V.

The approach presented in Ref. 71 utilizes {P̃A} to define permanent electrostatics and

Pauli repulsion as well, i.e., all three energy components are computed making use of the

properly antisymmetrized wavefunction. That approach properly describes the deforma-

tion of monomer densities due to Pauli repulsion (antisymmetrization of the supersystem

wavefunction).71 However such deformations cannot be captured by AMOEBA or any other

force field whose permanent electrostatics is described by multipole moments that are invari-

ant with intermolecular separations. Therefore, in order to make ALMO-EDA’s permanent

electrostatics physically compatible with AMOEBA, we step back to adopt the “classical

electrostatics” definition,29,87–89 which describes the Coulomb interaction between charge

distributions of isolated fragments:

Ecls
elec =

∑

A<B

∫

r1

∫

r2

ρtotA (r1)
1

r12
ρtotB (r2)dr1dr2 (13)

where ρtotA (r) = ρelA(r) + ρnucA (r). The modified Pauli term is then simply defined as the

remainder of the frozen interaction, which still comprises the repulsive interaction stem-

ming from Pauli exclusion principle and interfragment exchange effects. Taken together, the

12
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decomposition of the frozen term adopted in this work can be expressed as

Efrz = Ecls
elec + Emod

Pauli + Edisp (14)

The contribution of polarization is determined by variationally optimizing the density

matrix associated with a fragment-block-diagonal (absolutely localized) MO coefficient ma-

trix, using locally projected self-consistent field (SCF) techniques90–92 or a gradient-based

minimization.70 This procedure is called “SCF for molecular interactions” (SCF-MI). The

resulting ALMO density matrix, PALMO, is employed to evaluate the polarization energy:

Epol = E[PALMO]− E[Pfrz] (15)

The use of ALMOs ensures that the net charge on each fragment is conserved under the

Mulliken population definition, i.e., CT between fragments is not allowed. The contribu-

tion of CT is then defined as the energy difference between this “CT-forbidden” SCF-MI

wavefunction and the fully relaxed one:

Ect = E[PSCF ]− E[PALMO] (16)

In practice, the AO-based fragment partitioning used in SCF-MI breaks down when

very large AO basis sets (especially those with diffuse functions) are used, which results in

an overestimated polarization energy (contaminated by CT).68,70,93 In order to judiciously

choose the degrees of freedom that are relevant to polarization, Horn and Head-Gordon

introduced the fragment electric-field response function (FERF) model70 which defines the

fragment subspaces based on the response of MOs to an external electric field (and its spatial

derivatives). The FERFs are able to capture the relaxation of fragment occupied orbitals

under a weak external field, which is deemed as the physical essence of polarization (see
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Ref. 70 for more details on how FERFs are constructed). In this work, we use the “FERF-

nDQ” model (non-orthogonal FERFs accounting for dipole and quadrupole responses, which

require 3 and 5 FERFs for each occupied orbital, respectively) to compute the polarization

energy instead of the original AO-based approach. The FERF-nDQ model appears to give

a satisfactory description52,70 of polarization effects with a well-behaved basis set limit. The

equations utilized to determine the contributions of polarization and CT are identical to

Eq. (15) and (16) in form.

Here we also briefly compare the intermolecular interaction components generated by

ALMO-EDA with those from a standard DFT-SAPT calculation, due to the popularity of the

latter approach in developing physically-motivated force fields. The DFT-SAPT interaction

energy can be written as (following the notation of Ref. 64):

EDFT-SAPT

int = [E
(1)
elst]elst + [E

(1)
exch]exch

+ [E
(2)
ind + E

(2)
exch−ind + δE

(2)
HF ]ind

+ [E
(2)
disp + E

(2)
exch−disp]disp (17)

Subscripts outside the brackets indicate the grouping of terms into four energy components:

electrostatics, exchange, induction and dispersion. While the first-order electrostatic term is

identical to ALMO-EDA’s (classical) electrostatics (Eq. (13)) in form, the other components

are computed differently in DFT-SAPT due to its perturbative approach. Nonetheless, based

on the physical meaning of each term, there exists a clear correspondence between the terms

in DFT-SAPT (left) and ALMO-EDA (right):

• Exchange → Pauli repulsion

• Induction → Polarization + CT

• Dispersion → Dispersion
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Numerically their resulting energy components should be comparable at least to some

extent. As an example, we compare the results of DFT-SAPT (provided in Ref. 94) and

ALMO-EDA for CCSD(T)95-optimized structures of the linear and bifurcated water dimer

(taken from Ref. 96), which are presented in Table S1 of the Supplementary Material. In

general, there is no qualitative difference between the results of these two decomposition

schemes (in contrast, the difference between the energy components of AMOEBA and either

EDA can be much larger), while the separation of polarization and CT in ALMO-EDA seems

to further facilitate the comparison with AMOEBA.

Finally, the correspondence between terms in AMOEBA and the ALMO-EDA scheme

used in this work is summarized in Table. 1. Note that in the following discussion, we use

“total electrostatics” to represent the sum of permanent electrostatic interactions and po-

larization (induced electrostatics); and “vdW interaction” refers to the entire 14-7 potential

for AMOEBA, while for ALMO-EDA it refers to the sum of modified Pauli repulsion and

dispersion.

Table 1: Correspondence of terms in AMOEBA and ALMO-EDA

Components AMOEBA ALMO-EDA
Permanent Electrostatics Uperm

ele Ecls
elec

Induced Electrostatics U ind
ele Epol

Pauli Repulsion U rep
vdw Emod

Pauli

Dispersion Uattr
vdw Edisp

Charge Transfer no explicit Ect

2.3 Computational details

Energy calculations using the AMOEBA force field were performed in the Tinker7 molec-

ular modeling package.97 The most recently released parameters were used for all species:

“amoebapro13” was used for water-water, water-cation, and water-Cl− interactions, while

15

Page 15 of 51

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



for water-F− and water-Br−, parameters were obtained from “amoeba09”, which corresponds

to the latest parameterization for these two halides.26,27,34,38,98,99 Neither periodic boundary

conditions nor distance cutoffs were adopted for any of these calculations; therefore, per-

manent electrostatics and polarization were performed in a standard, no-cutoff direct space

interaction. Induced dipoles were converged to 10−12 Debye. For the calculation of the

buffered 14-7 vdW potential, a trivial modification to the source code was made to allow the

repulsive and attractive terms to be reported separately.

All the ALMO-EDA calculations in this work were performed with a standard version of

the Q-Chem 4.4 software package.100 The ωB97X-V functional,77 which is a range-separated

hybrid GGA that incorporates the VV10101 non-local correlation functional for the descrip-

tion of dispersion, is used for modeling the intermolecular interactions. The large def2-

QZVPPD102 basis set (augmented quadruple-ζ) is employed without counterpoise correc-

tions103 for basis set superposition errors (BSSE), since for dimer interactions, the BSSE

associated with the use of this basis set should be almost negligible compared to the mag-

nitude of the investigated interactions.104 The numerical integration of the XC functional is

performed on a (99, 590) grid (99 radial shells with 590 Lebedev points on each), while the

SG-1 grid105 is used to integrate the non-local correlation functional.

The frozen energy decomposition is based on the modified scheme defined by Eq. (14),

using Hartree-Fock as the DF functional for the separation of dispersion. The polarization

contribution is determined through the “FERF-nDQ” model, as introduced in Sec. 2.2. All

the variational energy minimizations involved in ALMO-EDA (SCF on isolated fragments,

SCF-MI, and supersystem SCF) are converged to 10−8 a.u..

For the PES scans, we start from the equilibrium geometry optimized at the ωB97X-

V/def2-QZVPPD level of theory. Then, we stretch/compress the complex along one single

chosen coordinate, without relaxing other degrees of freedom (a rigid dissociation/compression).

Unless otherwise specified, for all the distance scans, the separation between the oxygen in
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water and the ion (O· · ·O distance for the water dimer case) is selected as the coordinate

being modified, and the interval between neighboring data points is 0.05 Å. AMOEBA and

ALMO-EDA results are then generated on the same set of configurations.

In order to further validate the QM model chemistry employed in this work, we compare

the interaction energies of the water dimer and five water-ion dimers (at compressed, equi-

librium and stretched geometries) evaluated by ωB97X-V/def2-QZVPPD and AMOEBA

against the ∆CCSD(T)/CBS reference values (Table 2). More computational details for

this benchmark are provided in the caption of Table 2. ωB97X-V provides sub-kcal/mol

accuracy for almost all the investigated systems except for the stretched configuration of

H2O· · ·Mg2+. ωB97X-V tends to slightly overbind the water-cation complexes in the long

range due to self-interaction error, which is most pronounced in H2O· · ·Mg2+. The develop-

ment of ALMO-EDA for wavefunction-based correlation methods106,107 could provide useful

alternatives in such scenarios. The error of ωB97X-V is typically over 5 times smaller than

AMOEBA’s so that we can use ALMO-EDA to trace the source of error among AMOEBA’s

energy components. In cases where the ratio in errors is smaller (e.g., for the equilibrium

water dimer, the error of AMOEBA is even smaller than that of ωB97X-V), the interaction

energy given by AMOEBA is usually fairly accurate, and ALMO-EDA can be utilized to

uncover the origins of such well-behaved cases.

3 Results

The equilibrium intermolecular distances and interaction energies for all the studied dimer

complexes are summarized in Table 3. Note that the AMOEBA interaction energies in Ta-

ble 3 are evaluated at MM-relaxed geometries so they do not correspond to any points on the

potential energy curves in the figures presented below. We also note that the intermolecular

interaction energies of H2O· · ·H2O and H2O· · ·Cl− given by AMOEBA turn out to be less
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Table 2: Total interaction energies (in kJ/mol) of the water dimer and five water-ion dimers
evaluated at equilibrium, compressed (10%) and stretched (10%) configurations, where the
compressions and stretches are applied to the same coordinates as in the rigid PES scans. For
the ∆CCSD(T)/CBS reference, core-valence correlated Dunning basis sets aug-cc-pCVTZ
and aug-cc-pCVQZ108,109 are employed for a two-point extrapolation of the MP2 correla-
tion energies,110 and the correction for higher-order correlation (E[CCSD(T)] - E[MP2])
is computed at the aug-cc-pCVTZ level. All the correlation energies are computed with-
out the frozen-core approximation. As opposed to the DFT calculations performed in this
work, counterpoise corrections for BSSE are applied when computing the ∆CCSD(T)/CBS
interaction energies.

ωB97X-V AMOEBA Ref. Error(ωB97X-V) Error(AMOEBA)

Compressed

H2O· · ·H2O -14.31 -13.70 -14.86 0.55 1.16
H2O· · ·Li+ -133.37 -127.34 -133.72 0.35 6.38
H2O· · ·Na+ -89.49 -84.97 -89.81 0.32 4.84
H2O· · ·Mg2+ -317.40 -298.55 -317.38 -0.02 18.83
H2O· · ·F− -106.43 99.68 -108.35 1.92 208.03
H2O· · ·Cl− -52.32 -43.93 -52.77 0.45 8.84

Equilibrium

H2O· · ·H2O -21.07 -21.35 -21.25 0.18 -0.10
H2O· · ·Li+ -146.27 -139.26 -145.25 -1.02 5.99
H2O· · ·Na+ -101.69 -97.83 -100.70 -0.99 2.87
H2O· · ·Mg2+ -347.79 -326.19 -344.86 -2.93 18.67
H2O· · ·F− -132.79 -97.18 -133.12 0.33 35.94
H2O· · ·Cl− -64.79 -68.91 -64.72 -0.07 -4.19

Stretched

H2O· · ·H2O -18.53 -17.86 -18.49 -0.04 0.63
H2O· · ·Li+ -139.40 -131.87 -137.69 -1.71 5.82
H2O· · ·Na+ -95.85 -92.53 -94.36 -1.49 1.83
H2O· · ·Mg2+ -331.64 -302.60 -326.85 -4.79 24.25
H2O· · ·F− -122.08 -128.31 -121.87 -0.21 -6.44
H2O· · ·Cl− -59.55 -63.05 -59.19 -0.36 -3.86
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Table 3: Equilibrium intermolecular separations (Å) and total interaction energies (kJ/mol)
for the water dimer and eight water-ion dimers, based on geometries optimized at the ωB97X-
V/def2-QZVPPD level of theory (left) and with the AMOEBA force field (right). The
distance from the oxygen atom of the water molecule to the ion in each complex (O· · ·O
distance for the water dimer case) is reported.

ωB97X-V AMOEBA
distance Eint distance Eint

H2O· · ·H2O 2.92 -21.07 2.89 -20.86
H2O· · ·Li+ 1.84 -146.27 1.82 -140.67
H2O· · ·Na+ 2.22 -101.69 2.23 -98.04
H2O· · ·K+ 2.62 -74.10 2.60 -73.16
H2O· · ·Mg2+ 1.91 -347.79 1.88 -332.87
H2O· · ·Ca2+ 2.22 -242.55 2.22 -228.65
H2O· · ·F− 2.45 -132.79 2.64 -119.81
H2O· · ·Cl− 3.12 -64.79 3.15 -66.44
H2O· · ·Br− 3.31 -55.95 3.36 -55.07

favorable at their AMOEBA-optimized geometries than at the QM minima (the interaction

energies for the latter are given in Table 2), which, nevertheless, are compensated by the

intramolecular relaxation of the involved water monomers.

3.1 The water dimer

We first assess the performance of AMOEBA for the water dimer interaction against the QM

results. Since AMOEBA was initially designed as an advanced polarizable water model, we

expect it to give a high-quality depiction of the PES for the water dimer, the prototypical

system for water-water interactions. The top left panel of Figure 1 shows an overall good

match between the potential energy curve evaluated by AMOEBA and ωB97X-V. For a

rigid dissociation curve, AMOEBA and ωB97X-V predict the same O· · ·O distance for the

energy minimum at 2.90 Å, with a minimal discrepancy in energy: AMOEBA is slightly

more bound by -0.35 kJ/mol, a difference that is close to the intrinsic error of the functional

for this system. The agreement between the two potential energy curves near the equilibrium

separation is more clearly demonstrated by the inset plot. In the highly compressed region
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(< 2.70 Å), AMOEBA gives a distinctly harder repulsive wall. Its long-range interaction is

also less attractive than the ωB97X-V profile, although the discrepancy is fairly small (the

maximum deviation is about 1 kJ/mol around RO···O = 3.6 Å).

The component breakdowns of QM and AMOEBA interaction energies in the same range

are plotted in the middle and bottom left panels. The permanent electrostatic component of

AMOEBA is less attractive compared to its “classical electrostatics” counterpart in ALMO-

EDA at short range, although they agree in the asymptotic region. By contrast close agree-

ment for the polarization energy is achieved over all intermolecular separations except for

the highly compressed region (RO···O < 2.6 Å), where the polarization energy of AMOEBA

becomes less favorable than that given by ALMO-EDA due to the onset of Thole damp-

ing in the former. The profiles for total electrostatics mostly reflect the above mentioned

discrepancy in permanent electrostatics.

From the bottom left plot, we see a very large discrepancy between AMOEBA’s total vdW

interaction and the physically pertinent terms in ALMO-EDA (modified Pauli + dispersion):

AMOEBA’s total vdW interaction is more favorable by about 17 kJ/mol at equilibrium, and

the difference becomes much more pronounced at shorter separations. Since the attractive

component of AMOEBA’s vdW agrees with the dispersion term given by ALMO-EDA for

most distances (except for the highly compressed region), the large difference in their total

vdW interaction must reside in the repulsive part of AMOEBA’s 14-7 potential which turns

out to be excessively soft. This may seem surprising given the overly repulsive wall of

AMOEBA’s total interaction energy profile. However, the comparison to EDA shows that the

softened repulsive vdW potential of AMOEBA is accounting for two attractive contributions

that are important in the short range but which are not explicitly included in AMOEBA:

(i) the effect of CP, which renders the QM permanent electrostatics more favorable, and (ii)

the CT from the proton acceptor to the proton donor, as an extra stabilizing effect. If we

combine the CT term with the total vdW interaction given by ALMO-EDA, it almost halves
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the gap between AMOEBA and ALMO-EDA’s vdW profiles, as the difference at equilibrium

reduces to 9.5 kJ/mol. Thus, the energetically favorable CP and CT contributions seem to

be implicitly accounted for via the softened vdW potential in AMOEBA, which results in the

cancellation of errors that yields good agreement in total interaction energies. However, in

the short range, the cancellation of errors turns out to be imperfect, and the extra hardness

of AMOEBA’s repulsive wall actually resides in its too unfavorable permanent electrostatics

and polarization.

It is often deemed to be an important and challenging task for a force field to correctly re-

produce the directionality of hydrogen bonds.43,50,94 Therefore, an assessment of the angular

dependence of the water dimer interaction will be instructive. The angular scan is performed

by modifying the θ angle illustrated in Figure 2 at the equilibrium O· · ·O distance (2.92 Å)

with all the other degrees of freedom fixed. The results for θ = 45◦–135◦ are plotted in the

right three panels. According to the ALMO-EDA results, the directionality of the hydro-

gen bonding interaction in the water dimer is a consequence of the interplay of permanent

electrostatics, Pauli repulsion, and CT, while the angular dependence of polarization and

dispersion is less appreciable. AMOEBA reproduces the angular dependence predicted by

ωB97X-V fairly well in the favorable region: the energy minimum appears at 110◦, which is

only minimally different from the QM result (111◦), and the energy discrepancy is less than

0.3 kJ/mol in the entire low-energy region of the potential well (100-120◦, see the inset plot

in the top right panel). In the “more exotic” higher energy region (< 70◦), the AMOEBA

curve is slightly too favorable by 1.0–1.5 kJ/mol.

Nevertheless, when turning to the energy breakdowns, we see a sharp difference between

QM and AMOEBA’s permanent electrostatics, while their polarization profiles exhibit very

good agreement in general, which are consistent with the trend observed in the distance

scan. As a result, AMOEBA’s total electrostatics is too unfavorable by a considerable

amount compared to the ALMO-EDA results (the maximum discrepancy is about 11 kJ/mol
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the whole plotted range (by about 4 kJ/mol in the vicinity of equilibrium).

The magnitude of permanent electrostatics for this system is over 100 kJ/mol at the

equilibrium separation. Due to the lack of CP in AMOEBA, its permanent electrostatics is

consistently less favorable than its ALMO-EDA counterpart. The discrepancy at equilibrium

is roughly 8.5 kJ/mol. They start to match to within 1 kJ/mol not far beyond that (> 2.75

Å), which validates the accuracy of the distributed-multipole scheme in describing permanent

electrostatics in the long range.

The discrepancy between polarization energies evaluated by QM and AMOEBA varies

with intermolecular separation. While AMOEBA only slightly overestimates the polarization

energy (by about 3.5 kJ/mol) at equilibrium, it significantly overpolarizes in the short range

(almost twice as favorable as ALMO-EDA’s polarization in the more compressed region).

This suggests inadequate damping from the Thole model. Nevertheless, at short range,

AMOEBA’s overestimated polarization appears to balance its too unfavorable permanent

electrostatics, which results in reasonable agreement with QM for the total electrostatic

contributions.

The almost superimposed curves for AMOEBA and ALMO-EDA’s vdW interactions (see

the bottom left panel) indicates their close agreement, despite the sharp difference seen for

their attractive component (dispersion). Also, the contribution from CT is almost negligible

for this system compared to the magnitude of the total interaction energy.

The performance of AMOEBA is also assessed on the H2O· · ·Cl− complex, and the

results are shown in the right three panels of Figure 3. While comparison of the two top

panels suggests a more considerable difference between QM and AMOEBA’s total interaction

energy profiles, it should be kept in mind that the energy range plotted for this system is much

smaller. In fact, the performance of AMOEBA (size of errors) in the vicinity of equilibrium

is close to that in the H2O· · ·Na+ case: it shifts the energy minimum to longer distance

by 0.05Å, and overestimates the equilibrium interaction energy by 4-5 kJ/mol. However,
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the total interaction energies given by QM and AMOEBA start to differ significantly when

entering the compressed region. AMOEBA becomes repulsive more rapidly for RO···Cl− < 2.9

Å, although it is overbound adjacent to and beyond equilibrium. Also, for RO···Cl− > 4.2 Å

(not shown on the plot), AMOEBA’s total interaction energy again becomes less favorable

than the QM result.

One might ascribe AMOEBA’s much harder repulsive wall to an improperly trained 14-7

potential. However, according to the bottom right panel of Figure 3, the 14-7 potential of

AMOEBA is less repulsive than ALMO-EDA’s vdW contribution across the entire plotted

range. Its fairly reasonable agreement (differing by ∼7 kJ/mol at equilibrium) with ALMO-

EDA’s vdW+CT term indicates again that AMOEBA implicitly incorporates CT through

its 14-7 potential.

Therefore, similar to the water dimer case, the deficiency of AMOEBA for the short-range

interaction between H2O and Cl− mostly arises from the failure to fully compensate for the

missing effect of CP via the 14-7 potential. The middle right plot of Figure 3 shows that

AMOEBA’s permanent electrostatic interaction is significantly underestimated (by about

15 kJ/mol) in the vicinity of the energy minimum. This energetic discrepancy, nonethe-

less, is largely canceled by its overestimated polarization energy in the same range, which

leads to fairly close agreement in total electrostatics between QM and AMOEBA at and

beyond equilibrium. The error at the bottom of AMOEBA’s total interaction potential well

is mostly due to the aforementioned slight difference (whose size is only a few kJ/mol) be-

tween the 14-7 potential of AMOEBA and ALMO-EDA’s vdW+CT contribution. However,

at shorter intermolecular separations, this small discrepancy in vdW interactions is over-

whelmed by the error due to AMOEBA’s far too unfavorable permanent electrostatics. At

the same time, AMOEBA’s overestimation of polarization also diminishes gradually with re-

duced intermolecular distance, due to the onset of Thole damping, which leaves permanent

electrostatics as the culprit for the excessively hard repulsive wall in the total interaction
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potential of H2O· · ·Cl−.

Comparing the results of permanent electrostatics in H2O· · ·Na+ and H2O· · ·Cl− at their

individual equilibrium separations, AMOEBA underestimates this energetic component by

8% and 19%, respectively, due to imperfect compensation for the missing effect of CP. It is

not surprising that the latter system is more prone to CP, since the charge distribution of

Cl− is much more diffuse than that of Na+.

The difference between AMOEBA’s polarization profiles for these two systems at short

range is also intriguing, and must arise from the effect of Thole damping through the effec-

tively smeared point multipoles. Based on Eq. (8), atomic sites with higher polarizability

are more smeared in the damping procedure. The polarizability value for Cl− is 4.00 Å−3,

which is one of the largest amongst all atom types available in the AMOEBA force field. For

H2O· · ·Cl−, although AMOEBA’s polarization energy is more favorable than ALMO-EDA’s

over almost the entire plotted range, the onset of Thole damping is clearly manifested in

the curvature in the AMOEBA polarization profile. Indeed there is an inflection point near

the equilibrium distance, and therefore AMOEBA polarization crosses with ALMO-EDA’s

polarization curve at RO···Cl− = 2.65 Å. In contrast, the onset of damping is not apparent

in H2O· · ·Na+, for which AMOEBA polarization due to the cation is significantly overes-

timated in the short range. This is due to the considerably smaller atomic polarizability

of Na+ (0.12 Å−3), rendering the damping effect through Eq. (8) negligible unless Na+ and

H2O are in extremely close contact.

3.3 Water-divalent cations

It is well-known that the description of water-divalent cation interactions is challenging for

classical force fields.111,112 We next assess the agreement between AMOEBA and ωB97X-V

results upon rigid dissociation of H2O· · ·Mg2+ and H2O· · ·Ca2+ complexes (with C2v symme-

try). The results are collected in Figure 4. For both systems, AMOEBA correctly reproduces
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the position of energy minima, while it underestimates the magnitude of the binding ener-

gies across the board. At the equilibrium distance, AMOEBA underbinds H2O· · ·Mg2+ and

H2O· · ·Ca2+ by 21 kJ/mol and 17 kJ/mol, respectively, which is 6–7% of the total interaction

energies evaluated by ωB97X-V.

To understand the much larger deviations compared to that in the H2O· · ·Na+ case, we

again measure the individual terms of AMOEBA against the energy components given by

ALMO-EDA. Due to the +2 charge, permanent and induced electrostatics dominate the

strongly favorable total interactions. Some qualitative similarities emerge for these two sys-

tems, as seen in the middle two panels of Figure 4. First is the consistently less favorable

short-range permanent electrostatics of AMOEBA, which is a common issue for all the sys-

tems assessed so far. Second is the crossing of the AMOEBA and ALMO-EDA polarization

energy curves slightly beyond the equilibrium distance.

The permanent electrostatic interactions in these two systems are identically described

by the AMOEBA model (+2 point monopole for both Mg2+ and Ca2+). However, the

short-range discrepancy from ALMO-EDA’s classical electrostatics is larger for H2O· · ·Ca2+,

indicating a more pronounced CP effect. The CP effect (regarded as the difference between

these two models) is determined by (i) the extent of charge distribution on each fragment

and (ii) the intermolecular distance. The former should be the dominant factor here, since

otherwise we would expect the more significant CP effect in H2O· · ·Mg2+ whose equilibrium

distance is 0.3 Å shorter. This trend (and interpretation) also applies to the interactions

between water and alkali metal cations (results for H2O· · ·Li+ and H2O· · ·K+ are shown in

Figure S1 of the Supplementary Material), where the effect of CP increases as Li+ < Na+ <

K+.

The more diffuse charge distribution in H2O· · ·Ca2+ is also be reflected in the (modified)

Pauli term in ALMO-EDA. At equilibrium, the Pauli term for H2O· · ·Ca2+ is 16 kJ/mol

more repulsive than that for H2O· · ·Mg2+ despite the 0.3 Å longer intermolecular separation
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of the former, indicating stronger overlap between fragment charge densities resulting from

the much more diffuse charge distribution of Ca2+.

The polarization energies given by AMOEBA for these two systems, at their equilib-

rium intermolecular separations, are slightly overestimated (by roughly 9%). This order is

reversed (AMOEBA polarization becomes too weak) in the long range. In the compressed

region plotted in Figure 4, AMOEBA overpolarizes in both cases. However, one nuanced

distinction exists: for H2O· · ·Mg2+, the amount of AMOEBA’s over-polarization increases

monotonically with the shortening of O· · ·Mg2+ distance, while in the H2O· · ·Ca2+ case, the

difference reaches a maximum at 1.90 Å (18.5 kJ/mol), and a crossing point emerges at more

compressed distance (1.65 Å, not shown in the figure). This behavior is similar to what was

discussed previously for H2O· · ·Cl−, which was regarded as a signature of the onset of Thole

damping. Here it can also be explained by the same polarizability-based argument. The

AMOEBA atomic polarizability for Mg2+ (0.08 Å−3) is so small that the effect of damping

can hardly be seen in the entire plotted range. By contrast, the value for Ca2+ is significantly

larger (0.55 Å−3) so that the damping effect is manifested in the slightly compressed region.

The same trend is observed with the polarization energy curves of water-alkali metal cation

series (the results for Li+ and K+ are shown in Figure S1 of the Supplementary Material),

where AMOEBA immensely overestimates the polarization energy of H2O· · ·Li+ in the short

range, while the agreement with ALMO-EDA’s polarization is much better for H2O· · ·K+.

In terms of total electrostatics, AMOEBA agrees closely with ALMO-EDA near the

equilibrium distance in the H2O· · ·Mg2+ case (the former is more favorable by 5 kJ/mol

at equilibrium), thanks to error cancellation between permanent electrostatics and polar-

ization. The deviations in the short range and long range have opposite signs, which, in

contrast to many other systems, are both dominated by the discrepancy in polarization.

For H2O· · ·Ca2+, AMOEBA’s total electrostatics is less favorable across the entire range,

and the discrepancy at equilibrium is about 3 times larger than that in the H2O· · ·Mg2+
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case, as AMOEBA underestimates the permanent electrostatic interaction more severely in

H2O· · ·Ca2+ due to the increased importance of CP.

Turning to the vdW terms, a remarkable common feature of the bottom two panels of

Figure 4 is the much more attractive 1/R7 potential in AMOEBA relative to the dispersion

component determined by ALMO-EDA. Specifically, at the equilibrium distance of each

system, AMOEBA’s dispersion (attractive vdW potential) is 6.5 times more favorable in

H2O· · ·Mg2+, and 3 times more favorable in H2O· · ·Ca2+. It is inevitable for the 1/R7

potential of AMOEBA to be excessively attractive in the strongly overlapping regime since

it is not appropriately damped, however, we think that it should be able to approximately

match the dispersion energy given by ALMO-EDA near the equilibrium region. Here (and

for H2O· · ·Li+ and H2O· · ·Na+ as well) the large difference against ALMO-EDA’s dispersion

term could be explained by the incorporation of other stabilizing effects like CP or CT in

AMOEBA’s 1/R7 potential, as we discussed before. On the other hand, it is possible that

such differences are related to the fact that AMOEBA’s 14-7 potential is parameterized

simultaneously so that its repulsive and attractive components may not correspond to their

presumed physical meanings when scrutinized individually.

For the total vdW interaction between H2O and Mg2+, AMOEBA exhibits a slightly more

repulsive potential than its ALMO-EDA counterpart when RO···Mg2+ < 2.2 Å. The inclusion

of CT further enlarges the discrepancy, as opposed to the general trend observed in other

systems. The plot for H2O· · ·Ca2+, on the other hand, demonstrates the common trend,

where AMOEBA’s total 14-7 potential is considerably softened and matches ALMO-EDA’s

vdW+CT curve fairly well except in the strongly unfavorable region. It should be noted

that the contribution of CT is appreciable when water interacts with these divalent cations,

especially for H2O· · ·Ca2+ where the CT energy at equilibrium is -42 kJ/mol (roughly 1/6

of the total interaction energy). According to our results, this significant stabilizing energy

component is implicitly incorporated in the softened 14-7 potential of AMOEBA.
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So is there an overall reason for why AMOEBA underbinds these two systems? We sug-

gest, based on the assessment against the ALMO-EDA results, that for H2O· · ·Mg2+ the

error mostly resides in AMOEBA’s overly repulsive vdW potential. On the other hand,

AMOEBA’s too unfavorable permanent electrostatics (due to the lack of CP) is the main

origin of the underestimated interaction energy between H2O and Ca2+. Therefore, al-

though these two divalent cations belong to the same main group on the periodic table, and

AMOEBA manifests rather similar systematic errors on them, we think that they actually

arise for different reasons.

3.4 Other water-halide interactions

Although AMOEBA underestimates the total H2O· · ·Mg2+ and H2O· · ·Ca2+ interaction en-

ergies, it gives a reasonable description of the shape of their PESs, which is rather important

for accurately computing the intermolecular forces. In contrast, the shape of AMOEBA’s

total interaction energy profile for H2O· · ·Cl− agrees less satisfactorily with that generated

by QM. Therefore, we complete the full series of water-halide interactions by assessing the

performance of AMOEBA on H2O· · ·F− and H2O· · ·Br− against QM, and the results are

shown in Figure 5.

As for H2O· · ·Cl−, AMOEBA gives overly repulsive walls for water-halide interactions in

the short range, and also exhibits overly long intermolecular distances. The discrepancy be-

tween QM and AMOEBA is most exaggerated in the H2O· · ·F− case, where the equilibrium

O· · ·F− distance given by AMOEBA is 0.25 Å too long. At the distance corresponding to

the QM minimum (RO···F− = 2.45 Å), AMOEBA is underbound by about 35 kJ/mol. On

the other hand, the total interaction energy profile of AMOEBA for H2O· · ·Br− exhibits

features that are rather similar to the H2O· · ·Cl− case: the equilibrium distance is slightly

overestimated by 0.05 Å, and the energy discrepancy at RO···Br− = 3.3 Å (the QM minimum)

is rather small (about 1 kJ/mol).
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Based on the ALMO-EDA results, we investigate the reason for such a tremendous dis-

crepancy between QM and AMOEBA’s total interaction energy profiles for H2O· · ·F−. Ac-

cording to the middle left panel of Figure 5, at the QM minimum, the permanent electrostatic

interaction given by AMOEBA is less favorable than ALMO-EDA’s classical electrostatics by

over 20% (40 kJ/mol). Due to the diffuse charge distribution of F− and the relatively small

equilibrium distance, the effect of CP should be the main origin of such a difference. Nev-

ertheless, AMOEBA’s too unfavorable permanent electrostatics here is not qualitatively dif-

ferent from the situations in other water-halide interactions: e.g., for H2O· · ·Cl−, AMOEBA

underestimates the permanent electrostatic interaction by roughly 20% as well at equilib-

rium and by over 1/3 in the most compressed region. Therefore, the neglect of CP should

not be the only culprit for AMOEBA’s poor performance on H2O· · ·F− overall.

As in H2O· · ·Cl−, AMOEBA’s polarization energy is more favorable than that given by

ALMO-EDA at and beyond the QM minimum. However, it seems to be damped too quickly

after entering the compressed region. Specifically, the AMOEBA polarization curve is almost

flat when RO···F− < 2.45 Å, and it becomes less favorable than ALMO-EDA’s polarization

energy when RO···F− ≤ 2.3 Å. The overdamping of AMOEBA’s polarization at short range

is essentially similar to what we observed in other water-halide interactions, but it is far

more pronounced in this system, most likely due to the much shorter interfragment distance.

Therefore, the permanent and induced electrostatics of AMOEBA are both too unfavorable

in the short range, contributing to the striking difference between AMOEBA and ALMO-

EDA’s total electrostatic contributions together. It is also noteworthy that AMOEBA’s

total electrostatics turns out to be more favorable than its ALMO-EDA counterpart when

RO···F− > 2.6 Å (the largest difference beyond that point is about 6 kJ/mol), where the

less attractive permanent electrostatics of AMOEBA is outweighed by its more favorable

polarization energy, which is also observed in H2O· · ·Cl− and H2O· · ·Br− systems (though

to a lesser extent).
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In the previous discussion of the H2O· · ·Cl− complex, we ascribed the overly repulsive

AMOEBA potential wall to its too unfavorable permanent electrostatics. While AMOEBA’s

vdW interaction appears to be softer than ALMO-EDA’s vdW+CT contribution, it partially

compensates for this deficiency in electrostatics. According to the two bottom panels of

Figure 5, a similar trend emerges for H2O· · ·Br−, and it again leads to the reasonable

agreement between QM and AMOEBA’s total interaction energies, at least near the bottom

of the potential well.

However, the situation is rather different for H2O· · ·F−. The AMOEBA vdW potential

matches ALMO-EDA’s vdW+CT contribution closely at and beyond the QM equilibrium.

However, the repulsion rises too rapidly at compressed O· · ·F− distances. For instance, at 2.2

Å (0.25 Å shorter than the (QM) equilibrium distance), the vdW interaction of AMOEBA is

already 70 kJ/mol more unfavorable than the ALMO-EDA’s vdW+CT contribution. There-

fore, based on the analysis above, AMOEBA’s total electrostatic and vdW interactions are

both too unfavorable in the short range. These two errors accumulate, rather than can-

cel each other, which result in AMOEBA’s very poor description of the total PES for the

H2O· · ·F− complex.

4 Discussion

In comparing the breakdown of AMOEBA’s classical molecular interactions against the en-

ergy decomposed QM results for the water-water and the water-monovalent cation interac-

tions, it is apparent that the observed good agreement in total interaction energy rests on a

very delicately balanced cancellation of errors, as would be expected for most if not all em-

pirical force fields. In the compressed region, where AMOEBA exhibits polarization that is

typically too favorable until the onset of Thole damping is realized, it is overwhelmed by the

excessively unfavorable permanent electrostatics that originates in the failure of the point
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multipole model to account for charge penetration, an important stabilizing effect which

becomes more pronounced at short range. The fact that the buffered 14-7 potential contains

short-range softening effects to implicitly compensate for the electrostatics is perhaps not

surprising given the parameterization procedure of AMOEBA wherein the permanent mul-

tipoles and polarization parameters are determined first and all the remaining non-covalent

energetic effects are folded into the 14-7 potential.26,27

For the water-halide cases where agreement in total interaction energies between QM

and AMOEBA are poorer, the cancellation of errors is insufficient for two reasons. First,

too much is asked of the limited functional form of the 14-7 vdW potential to account for

favorable CP and CT effects at short range, which are both more pronounced for anions

than for cations. Second, for halides, the AMOEBA polarization suffers from overdamping

in roughly the same region, which is a consequence of the exclusive functional dependency

of the Thole damping on the atomic polarizabilities (Eq. (8)), whose values are very large

for the halides.

For the water-divalent cation systems, the total interaction energies in AMOEBA are sig-

nificantly underestimated compared to QM throughout the distance range. For H2O· · ·Ca2+,

the breakdown of the interaction energy into individual components exhibit the same prob-

lems observed for the water-halide systems. However, it may also be exacerbated by the fact

that the original fit of AMOEBA’s divalent cation parameters was to a somewhat limited

QM benchmark, where the counterpoise corrections for BSSE were performed with insuffi-

ciently large basis sets,35,98 which may undershoot the correct interaction energies of these

systems. Interestingly, H2O· · ·Mg2+ shows another difference in its 14-7 potential, which

is even more repulsive than the sum of ALMO-EDA’s Pauli repulsion and dispersion so it

evidently cannot implicitly incorporate any CT. In addition, its permanent electrostatics at

short range is less unfavorable versus the H2O· · ·Ca2+ case, mostly due to the comparatively

more compact Mg2+ charge distribution.
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Although errors in AMOEBA’s polarization contribute less significantly to errors in total

interaction energy in general, it clearly deviates from ALMO-EDA’s polarization profiles

in almost all cases. Taken together, these point to either a shortcoming in the functional

form given by Eq. (8), or the way in which the damping parameters are determined. In the

original Thole model, atomic polarizabilities and the damping parameter were determined by

a fit to molecular polarizabilities.84,85 However, molecular polarizability is not very sensitive

to either the value of the damping parameter or even the functional form of the damping,

since a linear model performs as well as the currently used exponential model.84 On the other

hand, it has been found that the same “dimensionless width” parameter, a, in Eq. (8) cannot

simultaneously reproduce the gas-phase molecular polarizability of water and QM energies

of small clusters of water molecules, which indicates the higher sensitivity of polarization

energetics to the choice of this value.27,32

It has been suggested that the need to modify the damping parameter, is a manifestation

of exchange-polarization coupling between molecules that occurs in the regime of overlapping

charge distribution.48,113,114 Such an effect is intrinsically accounted for in ALMO-EDA, since

its polarization term is computed using a properly antisymmetrized wavefunction. There-

fore, the discrepancies between ALMO-EDA and AMOEBA’s polarization energies observed

in this work may also be related to this missing effect in AMOEBA. It is noteworthy that

only a single value of the damping parameter, a, is employed for almost every type of

interaction in AMOEBA (except for aromatic carbon atoms and divalent cations27), and

therefore the damping may benefit from greater chemical specificity in choosing this param-

eter in order to capture differences in diffuseness of atomic charge distributions, as well as

the exchange-polarization coupling effect at short range. Moreover, a similar argument to

incorporate greater chemical specificity may also apply to atomic polarizabilities, since by

simply reproducing the isolated molecular polarizabilities within the current parameteriza-

tion, the resulting polarizability values may not yield correct polarization energetics under
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more complicated interacting environment.

An additional potential limitation of the AMOEBA functional form may reside in its

reliance on isotropic polarizabilities, which can be seen in the angular scans for water in-

teracting with alkali metal cations that show larger discrepancies between the AMOEBA

and ALMO-EDA polarization energies in the strained region (see Figures S3 and S4 in the

Supplementary Material), due to the presence of stronger electrostatic fields. This points

to two aspects of the anisotropy of polarization. The first is the issue of whether additional

polarization sites other than the atom centers are needed to faithfully reproduce properties

determined by QM. The polarization profiles of AMOEBA seem to overemphasize the angu-

lar dependence, which might be related to the lack of extra inducible sites around the water

oxygen. Indeed, it has been shown that MM models that incorporate polarization centers

at the lone pair sites of the water oxygen in addition to the atom centers more faithfully

reproduce QM-derived energies and dipole moments for several sets of water oligomers than

models that use atom-centered polarization only.115

The second aspect of the anisotropy is the replacement of an isotropic scalar polarizability

with a polarizability tensor. Harder et al. examined both of the major aspects of polarization

anisotropy in the context of the Drude oscillator model.116 They observed that the use of

both lone pair polarizability sites and anisotropic polarizabilities is essential to faithfully

reproduce the QM electrostatic potentials along a curvilinear coordinate, compared with

using isotropic polarizabilities either with or without lone-pair polarizability sites. In terms

of the energetics of oligomeric systems of small organic molecules in water clusters, the use

of lone pair polarization sites turns out to be the more important aspect, and the additional

use of an anisotropic polarizability tensor further reduces the error with respect to the QM

results.
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5 Conclusion

In this work, we have compared the energetic profiles of water-water and water-ion dimers

generated by an advanced MM force field, AMOEBA, and those obtained with the ωB97X-

V density functional whose accuracy was verified by a comparison to the highly accurate

∆CCSD(T)/CBS reference values. More importantly, we have appraised the force field by

comparing the relative contributions of its non-covalent terms with corresponding terms gen-

erated by a decomposition of the DFT total interaction energy using the second generation

of the ALMO-EDA.

Taken together, a number of trends have emerged. It is clear that the physical effects that

are missing in AMOEBA, specifically charge penetration (CP) and charge transfer (CT), have

been captured implicitly in the 14-7 vdW potential. This is a consequence of both the short-

range buffering that perhaps renders it amenable to capturing such short-range softening

(stabilizing) effects, and the fact that the vdW parameters are determined at the end of

the parameterization of the non-covalent terms in AMOEBA to match the binding energies

given by QM reference. However, it is also clear that this implicit accounting of short-ranged

softening effects by the 14-7 potential is imperfect, as revealed by the investigation on water-

divalent cation and water-halide interactions. In addition, the Thole-damping of AMOEBA’s

polarization was sometimes found to yield unphysical results at short range (underdamped

for water-cations while overdamped for water-anions, in general), which is related to the

exclusive dependence of the damping effect on atomic polarizabilities. Perhaps the ALMO-

EDA (or related methods) can help refine a next generation AMOEBA model that realizes

a better cancellation of errors for the problematic ion-water cases.

Alternatively, the ALMO-EDA could also be used to guide the development of explicit

functional forms and the associated parameterization for short-range effects like CP and

CT. Indeed, efforts are underway by others to explicitly account for the effect of CP under
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the framework of the AMOEBA force field,8,9 and simply adding corrections for CP to the

monopole-monopole term in AMOEBA’s permanent electrostatics has been shown to yield

considerably improved agreement with the permanent electrostatics given by the SAPT2+

level of theory.8 Nonetheless, to yield a balanced force field, AMOEBA’s 14-7 potential would

need to be reparameterized in the context of explicit inclusion of CP to avoid overcounting

this effect. Similarly, any future effort to incorporate CT explicitly would require reparame-

terization of the 14-7 potential as well. The separation of these short-range softening effects

from the vdW potential has benefits. In particular, its repulsive and attractive components

could be parameterized individually according to their accepted physical meaning (i.e., Pauli

repulsion and dispersion, respectively) which have precise definitions within QM methods

such as the ALMO-EDA.

6 Associated Content

• Supporting Information Numerical comparison between the ALMO-EDA and DFT-

SAPT results for the linear and bifurcated water dimers, plots of the distance scan PESs of

water-Li+, K+ and the angular scan PESs for all the water-ion dimers studied in this work,

and optimized structures of all the investigated water-water and water-ion dimers are pro-

vided. These materials are available free of charge via the Internet at http://pubs.acs.org.
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