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ABSTRACT OF THE DISSERTATION 
 
 
 

The Effects of Cell-Cycle on Interferon Pathway in Single Cells 
 
 

by 
 

Anusorn Mudla 
 
 

Doctor of Philosophy in Biology 

 

University of California San Diego, 2020 

Professor Nan Hao, Chair 

 

 Mammalian cells are surrounded by fluctuations of various cytokines, small proteins 

that control a broad range of cellular signaling.  In order to survive, cells must respond 

appropriately to these different dynamics of these signaling molecules. This thesis work 

presents partial answers to how human epithelial cells decode information encoded in the 

dynamics of the external stimuli and successfully execute proper responses. We focus on 

interferon (IFN) pathway which is important for viral infection as well as tumorigenesis. We 

employed CRISPR/Cas9 technology to generate reporter cell lines, time-lapse microscopy, 



 xiv 

microfluidics, single cell analysis and computational modeling to dissect the molecular 

mechanism governing the cytokine responses. In chapter 1, we studied how IFN-a 

pretreatment could lead to two contradictive effects: priming and desensitization. We 

discovered that short pretreatment duration produced priming effect while prolonged IFN 

treatment caused activation of delayed negative feedback, USP18, responsible for 

desensitization. Intriguingly, USP18 induction was duration and cell-cycle dependent. 

Understanding this regulation paves ways to improve the usage of IFN in virus infection 

such as SARS-CoV-2 and cancer therapy.  

 In chapter 2, we systemically studied the cellular response to different type of IFN. 

We found that three types of IFN process distinct dynamic responses. Type I IFN (IFN-I) 

was a potent IRF9 inducer than type III but succumbs to desensitization. Single cells 

analysis revealed unique heterogenous subpopulation of cell in response to IFN-III 

stimulation. Type II was strong STAT1 activator but was unable to induce IRF9 and USP18. 

Interestingly, combination of IFN-II and -III generated a synergy effect mimicking IFN-I 

response but without USP18 induction and therefore no desensitization. Short pulses of low 

IFN-II dose were sufficient to maintain the synergy. We believe that this will provide 

alternative methods to deliver IFN to patients especially against virus infection.
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Introduction  

 A key survival property of living organisms is to efficiently response and adapt to 

changes in the environment. Reactions to the changes have to be tuned specifically to both 

time and duration of unique stimuli. Throughout the evolution, organisms have developed 

sophisticated mechanisms embedded in the genetic codes to enable appropriate reactions 

to external cues precisely down to the single cell level. Since there are countless number 

of stimuli with various combinations of concentrations and durations but limited number of 

cellular components, cells must consist of intricate signaling networks to efficiently process 

the multiple inputs. For example, three different types of interferons (IFNs), cytokines 

responsible for responding to pathogen infection, act through the same transcription factor 

signal transducer and activator of transcription (STAT) but generate various distinct 

responses. For example, STAT3 can be activated by different upstream signals including 

cytokines, growth factor, and pathogen [1], yet yield appropriate corresponding outcomes 

(Fig I.1). How the cells can encode and decode many different signals through the same 

downstream pathways cannot be explained exclusively through formation of different 

complexes of pathway components, which begs the question of whether a more dynamic 

view of the system should be undertaken to understand these signaling pathways.  

 Many transcription factors (TF) such as mammalian p53, MAP kinase and NF-kB 

have been shown to encode information about the environment in their temporal dynamics 

in response to different signals (Fig I.2). For example, in response to g-radiation, p53 shows 

oscillatory nuclear translocation dynamics of which results in cell cycle arrest. In contrary, 

UV radiation causes a prolong p53 nuclear translocation of which leads to apoptosis. The 

two distinct dynamic patterns allow cells to appropriately activate certain groups of genes 

responsible for the designated outcomes. Moreover, frequency of nuclear translocation 
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pulses and duration encode information about the doses of the stimuli. In addition, 

combination of stimuli generates dynamic patterns of which can be interpreted from the sum 

of individual stimulus [2]. Therefore, understanding how individual stimulus affect 

transcription factor dynamics provides a powerful predictive tool and eliminates 

unnecessary experimental testing. 

 Traditional drug discovery has been focusing on targeting a molecular component 

of dysregulated pathway. As previously mentioned, several pathways are highly 

interconnected and important for cell survival. Therefore, inhibition of a common molecule, 

especially a signaling hub, can result in broad and undesired effects. A new emerging 

pharmacological approach is to perturb the dynamic of the signaling hub to steer toward 

desired outcome [3]. It is early in the development of such approach but accumulation of 

knowledge in the field will soon produce fruitful results.  

 Single cells study has rapidly become a powerful tool to unveil numerous mysterious 

biological phenomena. Genetically identical cells behave heterogeneously to identical 

stimulus depending on internal cellular state or temporal fluctuation of the external 

environment. Variation in transcriptomic and proteomic in individual cells contribute to the 

heterogeneity [4]. Unlike population study, single cell study captures rare events that are 

hidden in population analysis, for example, fractional killing of cancer cells upon 

chemotherapy or graded response to hormones [5,6]. The term “single cell” is often referred 

to single cell RNA sequencing (RNA-seq) due to popular trend in single cell resolution of 

mRNA measurement. However, single cell study is not only limited to RNA-seq or other 

types of sequencing-based methods but also to methods used to study single cell 

behaviors. One of such examples is single cell dynamics. This approach can not only 
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capture disparity between cells over time but also provides rich information on how cells 

make decision upon changing environment.  

To study the dynamics of a transcription factors, a major challenge is to be able to 

monitor the proteins over a long period of time in lived single cells. Several technical 

obstacles need to be overcome to obtain reliable and accurate data. First, protein of interest 

needs to be fluorescently labeled [7]. Over several decades this was achieved by 

exogenously expressing the coding sequences of proteins of interest along with the 

fluorescent proteins. It was relatively easy in bacteria and yeast but very difficult in 

mammalian cells. The caveat of this method is difficulty in obtaining endogenous level of 

the protein and its regulation in the native cellular context [8]. The advance in molecular 

biology in the past decades has allowed more efficient endogenous gene tagging via tools 

such as zing finger nuclease, TALEN, and CRISPR/Cas9 [9]. In addition, development of 

new biosensors, protein engineering and fluorescent conjugated small molecule increases 

alternative ways to monitor proteins of interest [10,11] Second, time-lapse imaging needs 

to be performed on lived cells [12]. Advance in high-resolution microscope technology [13], 

more affordable highly sensitive CCD camera [14,15] and cheaper storage units permit 

collection of high quality and large quantity of single cell data. Furthermore, the microfluidic 

device allows precise manipulation of the cellular environment such as doses and duration 

of the stimuli [16]. Third, due to large number of images, the process of quantifying 

fluorescent signal requires high accuracy and automation [17]. More affordable computer 

prices and several easy to use programming software have enhance the image analysis 

tools both read-to-use and customized versions [18,19]. In addition, the methods designed 

for single cell studies are widely adopted in recent years facilitating sharing of data and in-

house tools. Lastly, discovery in one system must be able to generalize to other systems 
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and provide useful prediction [20]. Applying mathematical modeling approach with the use 

of computational modeling and simulation helps biologists to design experiments more 

efficiently and reduces resources.  

 In this work, we used time-lapse lived-cell imaging technique in combination with 

microfluidic and computational modeling to decipher the information encoded in the 

dynamics of STAT1. In chapter 1, we focus on the role of STAT1 in type I interferon pathway 

and its regulation. In chapter 2, we study how STAT1, as a signal hub, behaves in responses 

to different types of interferon.   

STAT1 is a one out of seven members of STAT family of TF all of which are activated 

by cytokines, hormones and growth factors. STAT proteins share considerable homology 

despite unique yet overlapping functions [21]. STAT1 plays critical roles in viral infection, 

development and tumorigenesis [22]. Two splice isoforms of STAT1 has been reported. A 

shorter isoform, STAT1b (84kD), lacks the 38 amino acid at the C-terminus of which 

functions as transactivation domain and has long been thought to be a dominant negative 

form of STAT1a (91kD) isoform [23]. However, several studies have shown that STAT1b 

can function as antiviral protein in innate immunity and can boost STAT1a activity [24].  

The main upstream activator of STAT is interferon (IFN), a cytokine produced and 

secreted in response to virus infection to interfere with viral replication. However, STAT1 

can be activated by other cytokines such as interleukin-21 (IL-21), IL-27 and IL-35 [25]. IFN 

is a widely expressed cytokine involved not only in viral infection but growth-inhibition and 

immune-surveillance of malignant cells [26]. Over several decades, a family of IFN has been 

discovered, purified and characterized into three distinct types based on their receptors. 

Type I interferon (IFN-I) consists of several subtypes, but all transduce signal through type 

I IFN receptors comprised of IFN-α receptor (IFNAR1) and IFNAR2. In humans, IFN-I 
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includes IFN- a, IFN-b, IFN-e, IFN-k and IFN-w that are all clustered on chromosome 9 [27]. 

Almost all cell types can secrete and respond to IFN-I although immune cells are major IFN-

I producers [25]. Type II interferon (IFN-II) only has one member, IFN-g, located on 

chromosome 12. IFN-g binds to IFN-g receptor 1 (IFNGR1) and IFNGR2 known as IFN type 

II receptors [28]. Type III interferon (IFN-III) has been recently discovered comprised of IFN-

λ1, IFN-λ2 and IFN-λ3 which are also known as interleukin-29 (IL-29), IL-28α and IL-28β 

respectively. IFN-λ acts through type III IFN receptors composed of two chains: IFNLR1 (IL-

28 receptor-α) and IL-10Rβ [29]. Very recently, IFN-l4 was identified [30] and showed to 

function similar to IFN-l3 with much weaker expression level [31]. Although IFN-I and IFN-

III use different receptors, they share the common downstream signal transduction pathway 

[32].  

In IFN-I and IFN-III signaling, binding of the ligands to the receptors causes receptor 

dimerization led to tran- and auto-phosphorylation of Janus kinase 1 (JAK1), tyrosine kinase 

2 (Tyk2) and the receptors, creating a binding for STAT1 and STAT2 proteins. STAT1 is 

phosphorylated at tyrosine 701 (Y701) and STAT2 is phosphorylated at Y689 [33]. Serine 

727 of STAT1 is required for the full transcriptional activation but not for the nuclear 

translocation [34]. Phosphorylated STAT1 and STAT2 form heterodimers and bind to 

interferon regulatory factor 9 (IRF9) to form interferon-stimulated gene factor 3 (ISGF3). 

ISGF3 translocates into the nucleus where it binds and activates genes containing 

interferon stimulated response element (ISRE) in their promoters. Similarly, a dimer of IFN-

 g binds to IFNGR1/2 caused phosphorylation of pre-associated JAK1 and JAK2, 

transphosphorylation of the receptor and recruitment of STAT1. Unlike in type I and III 

signaling pathway, Tyr701-phosphorylated STAT1 molecules form homodimer, also known 

as IFN- g activation factor (GAF), which translocates into the nucleus, binds and activates 
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genes containing gamma-activated sequence (GAS). A schematic of IFN pathway is 

showed in Figure I.4.   

Genes induced by IFNs, termed IFN-stimulated genes (ISGs), covers broad range 

of antiviral effector functions. Hundreds of ISGs are activated during viral infection or IFN 

stimulation with different temporal patterns [25]. Several of ISGs expressions are induced 

rapidly but transiently while others are induced slowly but in a sustained manner. For 

example, MX1 protein is induced within 4 hour of stimulation and decreased within 24 hours 

while IFI27 takes 16 hours to be fully induced but can last up to 5 days [35]. We suspect 

that ISG promoters have different activation kinetics which allow them to be tuned by 

different upstream IFN dynamics. It is beneficial to understand how cells couple upstream 

signal dynamics (encoding) with downstream gene expression (decoding) because this 

would enable us to specifically control the outcomes of IFN treatments. 

IFN signaling is terminated by various mechanisms. Endocytosis and turnover of 

IFN receptors are common mechanisms to reduce JAK-STAT signaling [36]. Negative 

regulators such as suppressor of cytokine signaling 1 (SOCS1), SOCS3 and protein 

inhibitor of activated STAT (PIAS) are induced during STAT1 activation and provide 

negative feedback to the pathway [37]. SOCS1 can bind directly to IFN receptors blocking 

further activation of STAT1 [38]. PIAS binds to phosphorylated STAT1 and inhibits dimer 

formation as well as prevents binding of STAT1 to ISG promoters [39]. The most potent 

sustained negative regulator of IFN-I is USP18 (or UBP43) which binds selectively to 

IFNAR2; therefore, not affecting type II and III signaling [40]. Additionally, Src-homology 

region 2 domain-containing phosphatase 2 (SHP2) can inhibit STAT1 signaling by reducing 

STAT1 tyrosine phosphorylation in the cells [41]. TCP45 and HAT acetylation were also 

reported to participate in turning off STAT1 activation [42]. These mechanisms of IFN signal 
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termination cause desensitization to further IFN stimulation. This is a great challenge in viral 

infection and cancer therapy because patients respond ineffectively to the multiple rounds 

of treatments. 

Dysregulation of interferon pathway can lead to several diseases, a term called 

interferonopathy [43]. ISG expression leads to an inflammatory phenotype resulting in 

recruitment of immune cells to clear out infection. This inflammation should normally be 

transient to prevent tissue damage and autoimmune disease. Rheumatoid arthritis (RA) is 

an example of a pathology caused by dysregulated IFN response in which too much 

inflammation caused by IFN-a and IFN-l signaling leads to synovial tissue destruction [44]. 

Another example of pro-inflammatory phenotypes in IFN signaling is overactive IFN-I 

signaling in bacterial infection, which can result in sepsis and tissue damage [45]. 

Interestingly, IFN- b shows anti-inflammatory phenotype in treating RA, but the mechanism 

of treatment remains unknown [46]. This begs the question of how these different IFNs 

sharing an identical downstream signaling pathway cause heterogeneous phenotypic 

outcomes. Furthermore, several studies showed evidence of contradictory roles of IFN-g in 

cancer progression [47] where IFN-g possesses both antitumor and protumor functions. 

This indicates that different dynamics of the same IFN could contribute to the opposite 

phenotypes. Studying these phenomena will yield useful information about STAT1 signaling 

as a pharmacological target. 

In chapter 1, we intensively studied the regulation of IFN-I in particular IFN-a. IFN-

a is routinely used clinically in viral infection and cancer treatment. Generally, IFN-a is 

produced by leukocytes but response to IFN-a is ubiquitous. Pretreatment cells with IFN-a 

results in two contradictive effects: priming and desensitization. Priming is a phenomenon 

when cells respond stronger to the second round of stimulation [48]. In contrary, 
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desensitization is reduction in response to the repeat stimulation in comparison the no 

pretreatment condition. Priming is considered a beneficial effect to the cells. IFN-I priming 

can change naïve cells into a potent responder [49] and prepare cells for severe infection. 

However, exposure to a stimulus can cause cell to become less responsive [50], resulting 

in loss of effectiveness in treatment of drug required multiple administration like IFN-a [51]. 

Understand the mechanism underlie these opposite effects can potentially improve efficacy 

of IFN-a. 

To investigate the underlying mechanism, we hypothesized that the durations of 

pretreatment determine the priming and desensitization outcomes. To test this hypothesis, 

we generate HeLa reporter cell line using CRISPR/Cas9 to monitor STAT1 activation and 

transcription of a downstream ISG gene, IRF9. Using microfluidic device customized for 

long-term mammalian cell culture, we could precisely control the duration of the 

pretreatment, breaktime and the duration of the second treatment while were able to track 

dynamics of reporter proteins in single cells. As expected, shorter pretreatment duration of 

2 or 10 hours resulted in priming effect while 24-hour pretreatment caused desensitization 

both in STAT1 activation and the rate of IRF9 induction. We then identified USP18 as a 

delayed negative feedback molecule responsible for the desensitization. We investigated 

further into the mechanism of USP18 activation and found that induction of USP18 was 

duration and cell-cycle dependent. The methylation of USP18 promoter caused longer gene 

activation time compared to IRF9. Taken together, we discovered molecular mechanism of 

priming and desensitization in type I IFN pathway. 

In chapter 2, we broadened our study to investigate the crosstalk between three 

types of IFN. Although IFN-I is a potent activator of ISG, its omnipresent expression of 

receptors can lead to detrimental adverse effect such as cytokine storm [52]. IFN-III, even 
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though using the same signaling cascade, its receptors are restricted to epithelial cells, we 

aimed to better understand the STAT1 dynamic in response to different IFNs and potentially 

improve the use of IFN-III in alternative to IFN-I. We used IFN-a, IFN-g and IFN-l1 to 

represent IFN-I, -II and -III respectively. Using previously develop reporter cell line we 

discovered very intriguing different kinetics of downstream induction. IFN-a showed modest 

STAT1 activation and induced strong IRF9 and USP18 expression. On the other hand, IFN-

g showed very fast and strong STAT1 activation but no induction of IRF9 and USP18. More 

surprisingly, IFN-l1 showed undetectable STAT1 nuclear translocation and after 72 hours 

showed minimal IRF9 and USP18 induction. We also observed heterogeneity in IRF9 and 

USP18 induction among IFN-l treated-cells as we later classified as responder and non-

responder cells. We are currently investigating the origin of the heterogeneity focusing on 

receptor expression level, epigenetic regulation and crosstalk with NF-kB pathway. 

In attempt to increase IFN-III response, we combined IFN-l with IFN-g. We observed 

a strong synergy between them and the IRF9 induction was significantly increased. 

However, the kinetics of IRF9 induction was still difference from IFN-I. We hypothesized 

that the mechanism of synergy relies on phosphorylation of STAT1 of which provided by 

IFN-g stimulation. Based on the rapid STAT1 activation by IFN-g, we tested the hypothesize 

by treating cells with pulses of IFN-g in the presence of sustained IFN-l. Indeed, the pulses 

of IFN-g was sufficient to maintain the synergy. The results can lead to new intervention in 

IFN delivery to increase efficacy and reduce undesired adverse effects. 

This thesis dissertation presents studies aiming to understand the regulatory 

mechanism of STAT transcription factor in response to cytokines. Deciphering how cells 

encode stimulus information and decode to produce appropriate responses will pave way 

to develop interventions effectively targeting specific dysfunctional pathways. The novel 
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tools used in the studies can be applied to other biological problems and advance our 

knowledge in the realm of cell signaling.  
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Figure I.1 Transcription factor serves as signaling hub in multiple pathways.  
(A) Growth factor, cytokines and pathogens signal through different receptors but relay 
information via STAT3 which translocates to the nucleus and activate different 
corresponding downstream genes. (B) Schematic of general signaling pathway with 
common TF. Signal 1 and 2 represents different type of stimuli of which bind to different 
receptors and lead to different dynamics of TF which in turn “encode” unique information 
about the stimuli. Dynamics of TF nuclear translocation carries information which can be 
“decoded”, resulting in different gene expression and responses.    
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Figure I.2 Dynamics of transcription factor encode upstream signal identity and 
produce different phenotypic outcomes.  
(A-B) EGF causes transient nuclear translocation of ERK leading to proliferation while NGF 
causes sustained ERK nuclear translocation of which lead to cell differentiation. (C-D) In 
response to TFN-a, NF-kB shows pulsatile nuclear oscillation and triggers inflammatory 
response. On the contrary, prolong nuclear NF-kB accumulation in response to LPS 
activates adaptive immune response. (E-F) p53 exhibits different nuclear accumulation in 
response to g-radiation and UV radiation determine cell fate commitment to either cell cycle 
arrest or apoptosis.   
Note: Adapted from Purvis and Lahav, 2013.  
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Figure I.3 Single cell analysis reveals meaningful biological phenomena hidden in 
population analysis.  
Different protein dynamics quantified in single cells (blue lines) are very different from the 
population average (red line). (A) Averaged measurement of p53 in response to DNA 
damage shows damped oscillation; however, single cell analysis exhibits homogenous 
oscillation with consistent amplitude but different frequency [53]. (B) Caspase cleaves 
proteins to induce apoptosis at different time in individual cells, but average measurement 
fails to capture this heterogeneity [53]. (C) Short treatment with doxorubicin (Dox) leads to 
differential p21 nuclear level causing cells to undergo different cell fates. Population 
measurement is unable to distinguish different cell types [54]. (D) CDK2 activity measured 
in single cells shows three distinct cell types which undergo either proliferation, delayed 
proliferation or quiescence. Average measurement cannot illustrate these 3 groups of cells. 
(E) In response to increasing concentration of a stimulus, cell response can be classified 
as analog or digital response of which produces similar western blot patterns. Population 
level studies fail to capture heterogeneity in single cells and hide non-responsive cells [55].          
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Figure I.4 The interferon signaling cascade. Three types of IFNs bind to different 
receptors leading to STAT1 phosphorylation. Phosphorylated STAT1 form two classes of 
complexes: heterodimer of STAT1-STAT2 or homodimer, translocate into the nucleus and 
activate two classes of promoters. Multiple negative regulators inhibit the pathway at 
multiple steps both in the nucleus and the cytoplasm.     
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Chapter 1 

Cell Cycle-Gated Feedback Control Mediates 

Desensitization to Interferon Stimulation 

Abstract  

 Cells use sophisticated molecular circuits to interpret and respond to extracellular 

signal factors, such as hormones and cytokines, which are often released in a temporally 

varying fashion. In this study, we focus on type I interferon (IFN) signaling in human 

epithelial cells and combine microfluidics, time-lapse microscopy, and computational 

modeling to investigate how the IFN-responsive regulatory network operates in single cells 

to process repetitive IFN stimulation. We found that IFN-a pretreatments lead to opposite 

effects, priming versus desensitization, depending on the input durations. These effects are 

governed by a regulatory network composed of a fast-acting positive feedback loop and a 

delayed negative feedback loop, mediated by upregulation of ubiquitin-specific peptidase 

18 (USP18). We further revealed that USP18 upregulation can only be initiated at the G1 

and early S phases of cell cycle upon the treatment onset, resulting in heterogeneous and 

delayed induction kinetics in single cells. This cell cycle gating provides a temporal 

compartmentalization of feedback control processes, enabling duration-dependent 

desensitization to repetitive stimulations. Moreover, our results, highlighting the importance 

of IFN dynamics, may suggest time-based strategies for enhancing the effectiveness of IFN 

pretreatment in clinical applications against viruses, such as SARS-CoV-2. 

Introduction 

Under physiological conditions, cells often encounter environmental cues that 

change over time. Many hormones, cytokines, and signal factors are released in a 

temporally varying fashion. Increasing evidence demonstrated that cells can use complex 
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signaling networks to interpret the dynamic patterns of these inputs and initiate appropriate 

cellular responses [1, 2]. For example, the mitogen-activated protein kinase Hog1 pathway 

in the yeast S. cerevisiae responds to the various frequencies of oscillating osmotic stress 

and differentially control the growth rate under stress [3-5]. Moreover, the gene regulatory 

program mediated by the yeast general stress responsive transcription factors (TFs) Msn2 

and Msn4 can decode various input pulses and induce differential gene expression [6-9]. In 

mammalian systems, it has been shown that the nuclear factor kB (NFkB) pathway can 

process the pulsatile stimulation of tumor necrosis factor-a (TNF-a) to determine the timing 

and specificity of downstream gene expression [10-12]. Similarly, the p53 tumor suppressor 

differentially regulates target genes and cell fates by processing temporal patterns of DNA 

damage cues [13-15]. Intriguingly, many of these studies observed that individual cells 

exhibit widely different behaviors even to the same stimuli, and, as a result, population-

based measurements may obscure the actual response dynamics of individual cells, 

leading to inaccurate interpretation of the data. Furthermore, these observed cell-to-cell 

variabilities play important roles in enhancing the diversity of physiological behaviors and 

biological functions [16-20]. In this study, we focus on interferon (IFN)-a signaling in human 

epithelial cells and investigate how the IFN-driven gene regulatory network operates in 

single cells to decode various signal dynamics.  

IFN-a is a member of the type I IFN family of cytokines, which are synthesized and 

secreted in mammals upon pathogen infection and initiate innate immune responses to limit 

pathogen spread via reducing protein production, upregulating antiproliferative and antiviral 

genes, and programmed cell death [21, 22]. IFN-a has also been clinically used in 

treatments of a variety of diseases, such as hepatitis B and C infection, HIV infection, 

melanoma, kidney cancer, leukemia and lymphoma [23, 24]. IFN-a exerts its anti-
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pathogenic and anti-proliferative effects by activating the Janus kinase (JAK)-signal 

transducer and activator of transcription (STAT) pathway, leading to the expression of over 

300 IFN-stimulated genes (ISGs) [21, 25]. IFN-a binds to a heterodimeric transmembrane 

receptor, the IFN-a receptor (IFNAR), triggering the activation of receptor-associated 

kinases Janus kinase 1 (JAK1) and tyrosine kinase 2 (TYK2), which in turn phosphorylate 

transcription factors signal transducer and activator of transcription 1 (STAT1) and STAT2. 

The phosphorylated STAT1 and STAT2 dimerize and associate with IFN-regulatory factor 

9 (IRF9) to form IFN-stimulated gene factor 3 (ISGF3) complex. ISGF3 then translocates to 

the nucleus and binds to the DNA consensus sequences, known as IFN-stimulated 

response element (ISRE), activating the transcription of ISGs [26, 27]. The duration and 

strength of the IFN-mediated inflammatory responses are tightly controlled in mammals. A 

response that is too short or too weak will fail to limit pathogen spread, whereas a response 

that is too prolonged or too strong will result in tissue damage, organ failure, and 

carcinogenesis [28-30]. In many epidemics, uncontrolled inflammatory responses to 

infection have led to the cytokine storm and high mortality [31, 32]. 

Although the molecular components of the JAK-STAT pathway have been well 

characterized, how they are regulated to generate appropriate responses to dynamic IFN-

a inputs remains largely elusive. In particular, during chronic inflammation, cells receive 

varying IFN signals from neighboring cells [33-35]. However, previous studies have reported 

opposing results regarding the effect of IFN-a pretreatment. In some studies, a prior 

exposure to IFN-a accelerates cells’ responses to the second IFN input, enabling a 

“priming” effect [36-39]. In other studies, however, a pretreatment with IFN-a diminishes the 

responses to the following stimulation, resulting in a “desensitization” effect [40-42]. To 

resolve this paradox, we combined time-lapse imaging, microfluidics, and computational 
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modeling to track and quantify JAK-STAT signaling and downstream gene expression in 

single human epithelial cells. We revealed that a cell cycle-gated negative feedback loop 

functions to decode IFN pretreatments with different durations and induce differential single-

cell responses, reconciling the opposing results from previous studies. A number of recent 

studies have shown that type I IFN pretreatment could be an effective preventive strategy 

against severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection [43-45], 

which causes the pandemic COVID-19. Our findings unravel the important role of the 

dynamics of IFN pretreatments on modulating cellular responses, suggesting that 

optimizing administration timing may help boosting the effectiveness of IFN treatment 

against SARS-CoV-2.    

Results 

IFN-a pretreatments confer opposite effects depending on their durations 

IFN-a activates the JAK-STAT pathway and upregulates the expression of IFN-

stimulated genes (ISGs), initiating an acute inflammatory response to limit pathogen spread. 

Recent studies found that individual cells respond to IFNs in a highly heterogeneous 

manner, both in vitro [46-48] and in vivo [49, 50]. Therefore, traditional assays that measure 

averaged responses across populations at static time points may not be able to accurately 

characterize cells’ responses to IFNs. To monitor the dynamics of JAK-STAT signaling at 

the single cell level, we constructed a reporter cell line in HeLa cells, in which STAT1 was 

C-terminally tagged with mCherry at its native locus using CRISPR/Cas9. In addition, to 

monitor downstream gene expression, we inserted a yellow fluorescent protein (YFP) under 

the endogenous promoter of a representative ISG IRF9 (PIRF9), with a translational skip 

spacer (P2A) between the reporter and the IRF9 coding region (Figure 1.1A; Figure 1.6, A-

C). Using this reporter cell line and time-lapse microscopy, we were able to simultaneously 
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track nuclear translocation of STAT1 and downstream gene expression of in a large number 

of single cells (Figure 1.1B). We observed a rapid nuclear translocation (within ~0.5 hours) 

of STAT1 followed by a gradual increase in PIRF9-driven gene expression in response to 

IFN-a stimulation (Figure 1.1B and 1.1C), consistent with traditional western blotting results 

(Figure 1.6D). For each single cell, we quantified the nuclear to cytoplasmic ratio of STAT1, 

which resembles STAT1 activation, and the rate of increase in YFP fluorescence (dYFP/dt) 

to reflect the PIRF9-driven transcriptional activity. STAT1 nuclear translocation correlated 

temporally with the increase in downstream transcriptional activity (Figure 1.1C). We 

examined single-cell responses to various doses of IFN-a (Figure 1.7) and chose 100 ng/ml 

(10000 IU/ml), a sub-saturating and clinically relevant [51] concentration, for the following 

analyses.   

To examine the responses to repetitive IFN-a stimulation, we employed a previously 

reported microfluidic device designed for mammalian cell culturing [52]. The device features 

rapid cell loading by on-chip vacuum and long-term cell culturing in chambers that are 

isolated from shear stress. In this study, we modified the device to enable constant flows 

for medium refreshing and computer-programmed dynamic control of IFN inputs (Figure 

1.1D). Using this device, we first performed a single pulse experiment to determine the 

duration of a breaktime. To do so, we treated the cells with different durations of IFN- a, 

removed the stimulus and continued the experiment with normal media for at least another 

24 hours. We found that PIRF9-YFP fluorescence continued to increase for about 8 hours 

after IFN- a was removed then declined (Figure 1.4). Therefore, we decided to use 8 hours 

as the break time duration.  

Next we performed a two-pulses experiment by exposing the cells to a pulse of IFN-

a pretreatment with different durations, followed by an 8-hour break time with the normal 
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medium. We then imposed a second 10-hour IFN-a treatment and evaluated single-cell 

responses. The device was integrated with time-lapse microscopy to allow tracking of a 

large number of single cells throughout the experiments (Figure 1.1D and Figure 1.5B). We 

found that a 2- or 10-hour pretreatment accelerated and enhanced the transcriptional 

response to the second IFN-a input, as indicated by increased induction rates and levels of 

the PIRF9-driven reporter, compared to the control without pretreatment (Figure 1.1, E and 

F; compare green and blue curves/bars with black ones, a full time traces are shown in 

Figure 1.5A). Intriguingly, a 24-hour pretreatment, however, dramatically decreased the 

transcriptional response to the second input (Figure 1.1, E and F; compare red curves/bars 

with black ones). Therefore, a pretreatment of IFN-a, depending on its duration, could lead 

to opposite effects on the responses to the subsequent input. A short pretreatment induces 

a priming effect, whereas a prolonged pretreatment triggers desensitization. We also 

examined how changing the dose of 24-hour IFN pretreatment impacts the effect on the 

response to the second input and found that a dose higher than 10 ng/ml is required for 

desensitization (Figure 1.6, A-C).  

Additionally, we investigated the duration of the desensitization. The reporter cells 

were pretreated with IFN-a for 24 hours followed by different break-time durations. We 

compared the level of STAT1 nuclear translocation and PIRF9-YFP induction to cells without 

pretreatment. We found that percentage of STAT1 nuclear translocation increased with 

longer break time and fully restored after 48 hours (Figure 1.7A). However, the PIRF9-YFP 

induction was not fully restored until 72 hours later (Figure 1.7B).    
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USP18 is responsible for desensitization induced by the prolonged IFN-a 

pretreatment 

We next considered the mechanisms underlying the opposite effects induced by IFN 

pretreatments. Previous studies have demonstrated that the priming effect can be attributed 

to the expression induction of IRF9, STAT1 and STAT2, which are components of ISGF3 

transcriptional complex that mediates IFN-driven gene expression [53], and IFN-induced 

chromatin modifications [54]. To determine the mechanism of desensitization caused by the 

prolonged pretreatment, we use a short hairpin RNA (shRNA) to knock-down the expression 

of ubiquitin-specific peptidase 18 (USP18), a major negative regulator of JAK-STAT 

signaling that we identified previously [55-58], in the reporter cell line (Figure 1.7, USP18-

KD). USP18 is transcriptionally upregulated by IFN treatment and exerts inhibition of IFN-a 

signaling at the receptor level, forming a negative feedback loop [41, 59-61]. Without 

pretreatment, USP18-KD cells showed no STAT1 nuclear translocation difference to WT 

cells (Figure 1.7B). However, the induction of PIRF9-YFP started to be distinctively different 

after 24 hours (Figure 1.7C) suggesting that USP18 expression might be delayed. In 

addition, knocking down USP18 did not affect cell growth as the cell cycle length remained 

similar to the WT cells (Figure 1.7D).  

We found that a 24-hour IFN-a pretreatment substantially diminished STAT1 

nuclear translocation in WT cells upon the second IFN input, whereas 2-hour or 10-hour 

pretreatment shows a modest effect (Figure 1.8A and 1.9, “WT”). However, this 

desensitization effect was abolished when USP18 expression was knocked down (Figure 

1.8A, “USP18-KD”). Furthermore, in accord with STAT1 nuclear translocation, IFN-a 

pretreatments boosted the transcriptional responses in USP18-KD cells upon the second 

input, exhibiting priming effects independent of their durations (Figure 1.8, B and C; Figure 
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1.6, D-F). These results indicate that desensitization is primarily mediated by USP18. We 

also examined the role of suppressors of cytokine signaling 1 (SOCS1), another negative 

regulator of JAK-STAT signaling [62]. In contrast to USP18-KD, knocking down SOCS1 

(SOCS1-KD) did not affect the desensitization of STAT1 nuclear translocation by the 

prolonged IFN pretreatment (Figure 1.10). Moreover, to determine how USP18-mediated 

desensitization influences the antiviral effect of IFN-a treatment, we examined viral 

replication upon IFN-a pretreatments with different durations. While a 10-hour pretreatment 

to WT cells resulted in a substantial repression of viral replication, extending the 

pretreatment to 24 hours only furthered the repression modestly. In contrast, the 24-hour 

pretreatment, in USP18-KD, induced a much more dramatic repression of viral replication 

(Figure 1.11). These results indicated that USP18-mediated desensitization attenuates the 

antiviral effect of prolonged IFN-a pretreatment. In addition, USP18-KD cells and longer 

IFN-a pretreatment showed increase apoptosis upon doxorubicin treatment (Figure 1.12). 

Doxorubicin is a chemotherapy drug and its effects rely on STAT1 activation [63]. Therefore, 

obliteration of USP18 enhanced and prolonged STAT1 activity resulting in faster apoptosis 

rate.              

Computational modeling suggests a delayed negative feedback loop through USP18   

Based on our experimental results, we postulated that the opposite effects induced 

by short versus prolonged pretreatment inputs might be caused by different expression 

kinetics of ISGF3 components and USP18: a short input is sufficient to trigger ISGF3 

expression and thereby the priming effect, whereas a prolonged input is required to induce 

USP18 expression and hence desensitization. To test this hypothesis in silico, we devised 

a simple computational model, which is composed of two ordinary differential equations that 

govern the expression of IRF9, an ISGF3 component, and USP18. In this model, IRF9 and 
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USP18 act as the positive and the negative feedback regulators of the JAK-STAT pathway, 

respectively. Another major difference is that, as we proposed above, the upregulation of 

USP18 expression features a delayed kinetics and hence requires a continuous IFN 

stimulation that lasts longer than the delay time t, whereas the upregulation of IRF9 initiates 

immediately upon the IFN treatment (Figure 1.14; see Materials and Methods for details). 

This model was able to reproduce the results from pretreatment experiments, where 

the priming effect dominates for the short pretreatments (2 and 10-hour pretreatments) and 

the desensitization effect dominates when the pretreatment duration increases to 24 hours 

(Figure 1.1, E and F). To investigate the effect of the delay in USP18 upregulation, we 

altered the delay time from 1 to 20 hours while keeping all the other parameters free. By 

fitting the model to the data for each assigned delay time, we found that the fitting error 

(between simulations and data) reaches the minimum when the delay time is 8 hours 

(Figure 1.14, B and C). Based on this 8-hour delay time in USP18 upregulation, the model 

further predicted that repetitive IFN input pulses, with the duration less than 8 hours, could 

not trigger the USP18-mediated negative feedback loop and hence could lead to a higher 

transcriptional response than that induced by a prolonged input with the same total 

treatment time. For example, pulsatile inputs with 5 x 8-hour pulses could produce a higher 

transcriptional response than that induced by a 40-hour sustained input, and the difference 

should be USP18-dependent (Figure 1.14, D and E). This prediction was tested 

experimentally and a higher transcriptional response, indicated by the PIRF9-driven reporter, 

was observed when 5 x 8-hour IFN pulses were given, compared to that induced by a single 

40-hour treatment. Furthermore, this difference caused by different input dynamics was 

abolished in USP18-KD cells (Figure 1.14F and Figure 1.15). Similarly, in microfluidic 
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device experiment, we confirmed that 3 x 8-hour IFN pulses induced higher transcriptional 

response with faster kinetic than a 24-hour pulse (Figure 1.16).   

In summary, our modeling results suggest that a prolonged input is required to 

initiate USP18 upregulation. Therefore, when the input duration is short, the ISGF3-

mediated positive feedback loop dominates the regulation of JAK-STAT pathway, 

conferring the priming effect to subsequent stimulation. Once the input duration is prolonged 

enough to induce USP18 upregulation, the negative regulation by USP18 overrides the 

positive regulation by ISGF3, resulting in desensitization.  

The kinetics of USP18 upregulation by IFN is heterogeneous in single cells 

 To test our model directly, we set out to compare the expression kinetics of IRF9 

and USP18 in living cells. To this end, we built upon the dual reporter cell line constructed 

in Figure 1.17A and inserted a cyan fluorescent protein (CFP) with a nuclear localization 

signal (NLS) under the endogenous USP18 promoter (PUSP18) with a P2A spacer between 

the reporter and the USP18 coding region (Figure 1.17A; Figure 1.18). This cell line enabled 

us to simultaneously track the kinetics of PIRF9 and PUSP18 -driven gene expression in the 

same cells.  

To evaluate the temporal difference in IRF9 and USP18 upregulation, we measured 

and quantified, in each individual cell, the induction kinetics of PIRF9 and PUSP18 -driven gene 

expression upon IFN stimulation. We defined the time needed for induction to initiate as 

“activation time” and the difference between the activation times of IRF9 and USP18 as 

“delay time” (Figure 1.17B). We found that, consistent with our model results, IRF9 and 

USP18, although induced by the same upstream JAK-STAT signaling, exhibited strikingly 

different activation times. PIRF9-driven expression was induced with a fast and relatively 

uniform kinetics among cells; in contrast, PUSP18-driven expression exhibited a slow and 
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heterogeneous kinetics (Figure 1.17C). Intriguingly, we quantified the delay times of UPS18 

induction, relative to that of IRF9, in single cells and observed a bimodal distribution: about 

83.3% of cells showed modest delays in induction (< 10 hours), whereas the other 16.7% 

cells exhibited more prolonged delays (> 10 hours). We classified these two subpopulations 

as “Group 1” and “Group 2”, respectively (Figure 1.17D).  

To determine the source of this clonal heterogeneity in USP18 induction, we 

considered the contribution of the cell cycle stage at IFN treatment onset, as the cell cycle 

progression has been shown as a major factor that coordinates gene expression [63]. To 

this end, we quantified the extent of cell cycle progression in each single cell at IFN 

treatment onset (“% of cell cycle progression”) and examined its relationship with the USP18 

delay time in the same cell. We found that cells showed modest delays if the treatment was 

added at the early phase of their cell cycles (0 – 35% of the cell cycle). In contrast, in those 

cells that progressed beyond this phase, the IFN treatment could not initiate USP18 

induction until the next cell cycle, resulting in sharply extended delay times (Fig. 4E). These 

results suggest that the cell-to-cell variability in USP18 delay times may stem from different 

cell cycle stages among cells at the treatment onset.   

Cell cycle phases differentially regulate USP18 expression  

Our results in Figure 1.17E suggest that the early phase of cell cycle (0 – 35% of 

the cell cycle time), likely the G1 and early S stages, may provide a time window that allows 

immediate USP18 induction without significant delays. To directly test that, we imposed 

chemical perturbations to arrest cells in G1 or G1/S stage and monitored the delay times of 

USP18 induction, relative to that of IRF9. Specifically, we treated cells with serum starvation 

[64], lovastatin [65, 66], and roscovitine [67], all of which arrested cells in G1 or G1/S stage, 

prior to the IFN-a treatment. As expected, we observed that cell cycle synchronization 
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substantially reduced the fraction of cells with prolonged delays of USP18 induction (Figure 

1.19).     

Furthermore, to explicitly determine the cell cycle stages of individual cells at the 

treatment onset and their relationships with USP18 induction delays, we generated another 

reporter cell line in which we stably integrated a cyclin-dependent kinase 2 (CDK2) activity 

reporter [68], allowing us to infer the cell cycle stages based on the dynamics of DNA 

helicase B (DHB) nuclear translocation (Figure 1.19B). In the same cell line, PUSP18-driven 

fluorescent reporter was introduced as described in Figure 1.17A. Using this cell line, we 

classified cells into three groups, G1, S, and G2 cells, based on their cell cycle stages at 

the IFN treatment onset (Figure 1.19C, left). We found that G1 and S cells showed relatively 

fast USP18 activation times, whereas a large fraction of G2 cells exhibited a substantial 

delay in USP18 induction (Figure 1.19C, right). We also employed another cell cycle 

reporter system called fluorescent ubiquitination-based cell cycle indicator (FUCCI) [69] and 

observed similar patterns to those obtained using the CDK2 activity reporter (Figure 1.20). 

These results, together with the cell cycle inhibitor data in Figure 1.19A, confirmed the 

influence of cell cycle stages on USP18 induction. The G1/S stages allow rapid induction of 

expression induction, but the G2 stage restrains the initiation of gene induction, resulting in 

a prolonged delay in USP18 expression.   

What is the mechanism underlying the effects of cell cycle stages on USP18 

expression? Previous studies revealed global variations of epigenetic modifications during 

cell cycle. For instance, DNA methylation decreases in G1 and increases during S and G2 

phases [70-72]. We postulated that cell cycle progression might influence USP18 

expression through variations in DNA methylation. To test this possibility, we first searched 

the genome-wide DNA methylation profiles of various human cell types. Intriguingly, the 
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promoter of USP18 contains a large number of CpG sites, which are highly methylated in 

all the cell types examined. In contrast, the IRF9 promoter contains less CpG sites and is 

less methylated [73] (Figure 1.21). To determine whether the promoter methylation 

influences USP18 expression, we treated cells with decitabine (also known as 5-Aza-

2’deoxycytidine), a commonly-used DNA methyltransferase inhibitor [74, 75]. We observed 

that the fraction of cells with prolonged delay times in USP18 induction were dramatically 

reduced, indicating that the promoter methylation inhibits USP18 induction (Figure 1.19D). 

This result is consistent with a previous study showing that a decreased promoter 

methylation leads to increased USP18 expression in breast cancer [76]. We note that 

decitabine also leads to cell cycle arrest in G2 stage [77]. Since USP18 induction is largely 

delayed in G2 (Figure 1.19C), the accelerating effect of decitabine on USP18 expression 

should be via inhibition of methylation rather than cell cycle arrest. In summary, our results 

suggested that the cell cycle stages may impact the initiation of USP18 upregulation through 

modulating the promoter methylation level.    

Cell cycle-gated feedback control shapes single-cell responses to repetitive IFN 

inputs       

 Finally, we incorporated the cell cycle-gated regulation into our model, in replace of 

the arbitrary delay time, to test whether it is sufficient to account for the experimentally-

observed delays in USP18 induction and, consequently, desensitization, at the single cell 

level. Based on our experimental results (Figs. 4 and 5), we assumed that USP18 can be 

induced immediately if the IFN input starts within a fixed time window (G1 and early S 

phases) of a cell cycle. However, if the input starts outside of the window, cells will have to 

wait until the open window of the next cell cycle with the delay time equals to the waiting 

time. We also assumed that the IFN input onset time is uniformly distributed within a cell 
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cycle. The length of a full cell cycle was estimated to be 21.82 hours based on the single-

cell time trace measurements (Figure 1.8D). The model was fit to the experimentally-

determined distribution of USP18 delay times within a cell cycle (Figure 1.22B; the data 

from Figure 1.17E) and we obtained an estimate of the open window length to be 7.3 hours 

(~33% of 21.82 hours). Using these experimentally-constrained parameters, we then 

performed stochastic simulations of single-cell responses to different pretreatment 

experiments, by introducing noise to gene expression reactions. We observed that the 24-

hour pretreatment effectively induced UPS18 upregulation, to a much higher extent than 

those upon 2-hour and 10-hour pretreatments. Importantly, as shown in Figure 1.22C, the 

higher levels of USP18 expression by the prolonged pretreatment lead to reduced IRF9 

induction upon the second stimulation at the single-cell level, consistent with our 

experimental data (Figure 1.22D). Nonetheless, cells in the 24-hour pretreatment could be 

sensitive to the second IFN input if the first stimulation was added outside the activation 

window and/or the duration was less than the required activation threshold. The 

heterogeneity in USP18 activation resulted in the heterogeneity in the desensitization of 

STAT1 nuclear translocation (Figure 1.23). 

 Taken together, our experimental and modeling results suggest that the cell cycle 

gating can give rise to the delay in USP18 upregulation and USP18-mediated negative 

feedback loop, wherein the delay time is largely determined by the length of the open 

window in the cell cycle (a longer open window results in a shorter delay time). When the 

duration of pretreatment is shorter than or close to the delay time (e.g. 2 or 10-hour 

pretreatment), USP18 can only be partially induced in some cells so that the fast-acting 

positive feedback loop and the priming effect dominate. In contrast, the 24-hour 

pretreatment, with a duration longer than the entire length of a cell cycle, can fully induce 
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USP18-mediated negative feedback in most cells regardless of their cell cycle stages at 

treatment onset, resulting in desensitization to subsequent stimulation. In this way, key 

regulatory processes can be compartmentalized temporally by the cell cycle to decode 

dynamically-varying signals.             

Discussion 

IFN signaling is vital in initiating the innate immune response and providing the first 

line of cellular defense against infection. Although much progress has been made in 

identifying molecular components that mediate the IFN responses, what remains missing is 

an understanding about how these components interact and operate dynamically to process 

varying signals and fine-tune the extent and duration of responses. For example, how cells 

respond to repetitive IFN stimulation remains puzzling, as previous studies led to opposing 

conclusions [37, 38, 41, 42]. In this study, we used microfluidics and time-lapse imaging to 

track the responses to repetitive IFN inputs in single human epithelial cells. We found that 

the effects of IFN pretreatments are governed by a gene regulatory network comprised of 

a fast-acting positive feedback loop, in part through upregulation of ISGF3, and a delayed 

negative feedback loop mediated by upregulation of USP18. A short pretreatment input can 

only induce the positive feedback loop, leading to the priming effect to following stimulation, 

whereas a prolonged pretreatment activates the negative feedback loop that desensitizes 

the pathway. Our study reconciled the opposing results from previous studies and revealed 

that the effects of IFN pretreatments depend on their input durations. This dynamics-based 

regulation stems from coupled feedback loops that act with different kinetics. Regulatory 

circuits with coupled negative and positive feedback loops have been discovered in many 

biological processes, and, depending on the specific mechanisms and kinetics, can give 

rise to various dynamic behaviors, such as sustained oscillations [78, 79] and excitable 
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gene expression [80-82]. In this study, the coupled feedback system in the JAK-STAT 

pathway enables a new function of this well-studied network architecture: it serves as a 

timer that measures the initial input duration and coordinate the temporal order of regulatory 

processes with opposing effects, leading to differential cellular responses to subsequent 

stimuli.  

Moreover, through a closer investigation of the delayed negative feedback, we found 

that cell cycle phases at IFN treatment onset differentially influence USP18 upregulation, 

resulting in heterogeneous delays in the induction of this signaling suppressor. More 

specifically, the G1/S phases enable an open window for immediate USP18 upregulation 

upon the IFN treatment. If cells are exposed to IFN when they pass the G1/S phases, the 

IFN treatment cannot initiate USP18 induction until the G1 phase of the next cell cycle, 

causing a dramatic delay in the induction kinetics. In this way, individual cells exhibit 

substantial cell-to-cell variability in their USP18 induction delay times, as observed 

experimentally (Fig. 4D), which arises from their different cell cycle phases at IFN treatment 

onset. Delays in the expression of key regulatory factors have been widely observed in 

signal-dependent transcriptional responses and have been found important for ensuring 

proper execution of biological functions [83-85]. Common mechanisms underlying these 

delays include extensive nucleosome occupancy at the promoter regions [86, 87] and 

cascades in gene expression programs [88]. The cell cycle gating revealed in this study 

represents a new mechanism that leads to delayed induction of specific genes upon 

stimulation. Distinct from other mechanisms, in this scenario, the cell cycle serves as a 

control hub that connects the expression of key pathway regulators with extracellular and 

intracellular conditions, enabling potential cross-regulation of IFN signaling by various 

factors. For example, external serum or nutrient conditions, which influence cell cycle 
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progression, could thereby modulate USP18 expression and impact IFN responsiveness. 

This mode of regulation may also provide a link between cell cycle stages and the effects 

of IFNs on cancer cells. For instance, the resistance of cancer stem cells to IFN treatments 

may be attributed partially to the fact that they spend the majority of time in G0/G1 [89], 

resulting in high USP18 expression and low IFN responsiveness. Along the same line, a 

recent report showed that IFN in combination with an G2/M inhibitor increased necroptosis 

in cancer cells [90], possibly due to delayed USP18 induction.      

We acknowledge that our study only considered the control of specific ISGs, STAT1, 

IRF9, and USP18, which play crucial regulatory roles in IFN-driven signaling. There are 

other mechanisms that also contribute to priming or desensitization of the JAK-STAT 

pathway. For instance, it has been recently shown that acquisition of histone H3 methylation 

upon IFN pretreatment accelerates the recruitment of RNA polymerase II and transcription 

factors, leading to primed transcriptional responses to re-stimulation [54]. For 

desensitization, the family of SOCS proteins represses JAK-STAT signaling at multiple 

layers via various mechanisms [91], constituting negative feedback loops in addition to that 

mediated by USP18. The coupled ISGF3-USP18 feedback system revealed in this study 

may function together with all the other mechanisms to maintain homeostasis in the 

responses to varying IFN signals. Further work will be needed to evaluate the relative 

contributions of different mechanisms and how they coordinate to fine-tune the IFN 

responsiveness.  

Future studies will also be needed to determine the detailed mechanisms underlying 

the cell cycle-gated regulation of USP18. Our results suggest that DNA methylation at the 

promoter region may be involved in mediating the effects of cell cycle on gene expression 

(Fig. 5D). However, more experiments will be required to directly monitor DNA methylation 
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level over time and measure its effects on chromatin modifications and the recruitments of 

transcription factors and RNA polymerase II. Intriguingly, ISGs have a wide range of CpG 

site numbers, and potentially methylation levels, in their promoters. Among the 278 ISGs 

examined, 114 genes, besides USP18, have more than 100 CpG sites in their promoters 

(Fig. S10A). It would be interesting to perform a genome-wide analysis to see whether the 

cell cycle-gated regulation can be more generally observed in other ISGs and how this 

regulatory scheme contributes to the innate immune response at a global level. 

Furthermore, IFN-a induces proinflammatory and antiviral responses in many types of cells. 

As our current study has focused only on epithelial cells, it would be interesting for future 

studies to examine and compare the dynamics and regulation of IFN-driven signaling and 

gene expression responses in other cell types, such as macrophages, dendritic cells, 

natural killer cells, and T cells, all of which are important players in mounting innate and 

adaptive immune responses. With specialized physiologies and functions, these cells may 

exhibit largely distinct response dynamics and modes of regulation. A careful investigation 

along this direction will advance our understanding about how various types of cells utilize 

the same set of molecular pathways with different kinetics to communicate with one another 

and coordinate their responses to infection. In addition, our study, and many recent single-

cell analyses from other groups [92], highlight the presence of substantial clonal 

heterogeneity in cellular responses to signals. An open question that deserves extensive 

further exploration is how these cell-to-cell variabilities contribute to biological functions, in 

vitro, and more importantly, in vivo, under physiological contexts. Ongoing and future 

technological advances will enable us to tackle the emerging questions and challenges in 

single-cell biology, providing a more comprehensive, quantitative, and dynamic view of 

biological systems.       
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Finally, due to the pandemic COVID-19 caused by SARS-CoV-2, there is an urgency 

in understanding the basic biology of host response to viral infection, which may help the 

development of clinical strategies against the disease. Latest research revealed that SARS-

CoV-2 is especially sensitive to type I IFNs, compared to other coronaviruses, making IFN 

pretreatment a potential strategy to prevent SARS-CoV-2 infection [43-45]. Our findings 

suggested possible ways to enhance the effectiveness of IFNs for future clinical use. For 

example, repetitive short-term administrations of IFN may lead to less desensitization and 

a more dramatic effect than prolonged treatments. Alternatively, the combined use of 

USP18 inhibitors with type I IFNs may substantially boost the effectiveness of IFNs against 

SARS-CoV-2. Further studies in animal models will be needed to test these strategies and 

to direct clinical applications for treating the disease. 
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Figure 1.1 IFN-a pretreatments with different durations lead to opposite effects to the 
second stimulation. (A) Schematic of HeLa reporter cell line engineered using 
CRISPR/Cas9 (top). STAT1 was tagged with mCherry at C-terminus to monitor the 
translocation and expression. The coding sequence for P2A-YFP was inserted at the C-
terminus of IRF9 coding sequence to generate a transcription reporter (PIRF9). A simplified 
diagram of the IFN-a pathway components that can be monitored using the reporter cell 
line (bottom). (B) Time lapse images of a representative cell treated with 100 ng/ml IFN-a 
for 48 hours. Scale bar: 20 µm. The time traces of nuclear/cytoplasmic STAT1-mCherry and 
PIRF9-YFP signals of the cell are shown on the right. Vertical dashed lines represent cell 
divisions. (C) Averaged time traces of nuclear/cytoplasmic STAT1-mCherry, PIRF9-YFP, and 
the time derivative of PIRF9-YFP (dYFP/dt) (n = 257 cells). Data are represented as the mean 
(solid lines) and + standard deviation (SD) (shaded areas). (D) Schematic of IFN-a 
pretreatment experiments (top). Cells were pretreated with 100 ng/ml IFN-a for 0, 2, 10 and 
24 hours followed by 8 hours of break time and re-stimulated with 100 ng/ml IFN-a for an 
additional 10 hours. Bottom: A diagram of the microfluidic set-up. Two syringes filled with 
culture medium with or without IFN-a were connected to programmable Arduino-controlled 
valves that control the duration of IFN-a treatments. Images were captured every 5 min 
throughout the entire experiment that lasted for a total of 52 hours. (E) Averaged time traces 
of PIRF9-driven YFP induction (left) and the rate of induction (dYFP/dt, right) in response to 
the second IFN-a treatment under different pretreatment conditions. For PIRF9-YFP 
induction, the baselines at the beginning of the second stimulation were normalized to the 
same level for the comparison of induction levels under different pretreatment conditions. 
Results were from at least three independent experiments. (F) Amounts of PIRF9-YFP 
induction by the second IFN-a stimulation under different pretreatment conditions were 
shown in bar graph (left) and violin plot (right). The bar showed the averages from three 
independent experiments, represented as mean + standard deviation of the mean (SEM). 
The violin plot showed the distributions of single-cell responses under different pretreatment 
conditions.  
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Figure 1.2 Cell line construction and validation. (A) Illustration of cell line construction 
steps. Full detail was described in Materials and Methods. Fluorescent reporters introduced 
and the targeted genes are shown. In each step, homogenous clones grew from single cells 
were carefully validated with PCR and sequencing to determine correct integration and 
homozygosity. Only one positive clone was selected to proceed with the next step. (B) 
Schematics of the ACTB (top), STAT1 (middle) and IRF9 (bottom) tagged loci. Sequences 
of the gRNA along with the recognition direction and the synonymous substitutions to avoid 
Cas9 recognition are shown. Targeted integration loci and the design of the donor DNA with 
indicated homology arms along with the inserts are also shown. (C) Representative images 
of the reporter cell line in response to IFN-a. Cells were treated without or with 100 ng/ml 
IFN-a for 48 hours. Scale bar: 20 µm. (D) Time course western blots showing the dynamics 
of phosphorylation (pY701) and expression of STAT1, and the dynamics of IRF9 expression 
in the reporter cell line. Cells were treated with 100 ng/ml IFN-a for indicated times, 
harvested and lysed for immunoblotting with indicated antibodies. The dynamics of the 
endogenous protein phosphorylation and expression, measured using immunoblotting, are 
similar to those measured using fluorescence microscopy (compare with Fig. 1C).  
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Figure 1.3 Dose-dependent responses to IFN-a treatment. Time traces of nuclear to 
cytoplasmic ratio for STAT1-mCherry, STAT1-mCherry fluorescence, and PIRF9-YFP 
fluorescence in response to different concentrations (ng/ml) of IFN-a, as indicated. 
Averages of single cell traces were shown.  
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Figure 1.4 Determination of breaktime duration. Averaged time traces of PIRF9-driven 
YFP fluorescence in response to different durations of 100 ng/ml IFN-a treatment. Results 
were from three independent experiments. Cells were treated with IFN-a for 0, 2, 10 or 24 
hours followed by normal media for the total time of 48 hours using microfluidic devices. 
The breaktime is defined as the duration required for PIRF9-YFP fluorescence to reach 
maximum after IFN-a was remove.   
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Figure 1.5 The entire time trace quantification of fluorescent reporter in the 
pretreatment experiment. (A) Averaged time traces of PIRF9-driven YFP induction (left) and 
the rate of induction (dYFP/dt, right) in response to repetitive IFN-a treatment in WT (top) 
and USP18-KD cells (bottom). Results were from at least three independent experiments. 
The vertical dash lines represent the time when the first IFN-a was added for each 
pretreatment condition: 24-hr (red), 10-hr (blue) and 2-hr (green). The second treatment 
was added at the same time (time = 0) and lasted for 10 hours (shaded blue area). (B) 
Representative time-lapse images of WT reporter cells in a microfluidic cell chamber 
illustrating cell morphology and fluorescent signal induction under 24-hr pretreatment 
condition. Scale bar: 50 µm.    
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Figure 1.6 Dose dependence of desensitization to IFN-a treatment. Bar graphs showing 
the amounts of PIRF9-YFP induction to the second IFN input (100 ng/ml) in WT (A - C) and 
USP18-KD (D – F), pretreated with different concentrations of IFN-a for different durations, 
as indicated. The results were normalized to the non-pretreatment condition (control).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 46 

 
 
Figure 1.7 Break time dependence of desensitization to IFN-a treatment. Dual reporter 
cells were treated with 100 ng/ml IFN-a for 24 hours, washed with PBS 3 times and replaced 
with the normal medium. IFN-a was added 8,16, 24, 36, 48 and 72 hours later. Left: average 
time traces of nuclear to cytoplasmic ratio of STAT1-mCherry (A) and PIRF9-YFP 
fluorescence (B) in the control (no pretreatment) and 24-hour pretreatment. The shaded 
area represents ± SD. The % STAT1 nuclear translocation and % IRF9 induction were 
calculated as relative to the control. Right: bar graphs showing percent STAT1 activity and 
% PIRF9-YFP induction given different break time durations. Error bars represent ±SD.  
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Figure 1.8 Validation of the USP18-KD cell line. (A) Western blots of USP18 expression 
in WT and USP18-KD cells. Cells were treated with 100 ng/ml IFN-a for indicated times, 
harvested and lysed for immunoblotting with the USP18 antibody. Time traces of nuclear to 
cytoplasmic ratio for STAT1-mCherry (B) and PIRF9-YFP fluorescence (C) in WT (black) and 
USP18-KD (red) in response to IFN-a. Averages of single cell traces were shown. The 
shaded area represents ±SD. (D) Averaged cell cycle lengths of WT and USP18-KD. Cell 
divisions were identified in individual cells and the lengths between cell divisions were 
quantified. Error bars represent ±SD.  
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Figure 1.9 USP18 mediates desensitization induced by the prolonged IFN-a 
pretreatment. (A) Representative time-lapse images of STAT1 nuclear translocation in 
response to the second IFN-a treatment under different pretreatment conditions in WT cells 
(top) and USP18-KD (bottom). (B) Averaged time traces of PIRF9-driven YFP induction (left) 
and the rate of induction (dYFP/dt, right) in USP18-KD cells in response to the second IFN-
a treatment under different pretreatment conditions. (C) Amounts of PIRF9-YFP induction in 
USP18-KD cells by the second IFN-a stimulation under different pretreatment conditions 
were shown in bar graph (left) and violin plot (right). 
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Figure 1.10 USP18 is responsible for desensitization in STAT1 nuclear translocation. 
Cells were treated with 100 ng/ml IFN-a followed by 8 hours of breaktime and re-stimulated. 
Representative images of STAT1 nuclear translocation at 2 hours after the second IFN-a 
stimulation under different pretreatment conditions in WT cells (top) and USP18-KD 
(bottom). Scale bar: 20 µm. The time traces of nuclear/cytoplasmic STAT1-mCherry ratio is 
shown on the right. 
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Figure 1.11 SOCS1 does not mediate the desensitization of STAT1 nuclear 
translocation upon IFN stimulation. Representative time-lapse images of STAT1 nuclear 
translocation upon the second IFN-a treatment in WT cells (top), SOCS1-KD (middle) and 
USP18-KD (bottom) cells. Cells were pretreated with 100 ng/ml IFN-a for 24 hours followed 
by 8 hours of break time and re-stimulated for 12 hours. Scale bar: 20 µm. (B) Quantitative 
PCR results showing reduced SOCS1 expression in response to IFN-a as a validation of 
successful knock-down. (C) Amounts of PIRF9-YFP induction in WT, SOCS1-KD and 
USP18-KD cells by the second IFN-a stimulation. The error bars represent 3 replicates of 
the same experiment.  
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Figure 1.12 Vesicular stomatitis virus (VSV) replication in WT and USP18-KD cells 
pretreated with different IFN-a durations. Cell were pretreated with 100 ng/ml IFN-a for 
0, 10 or 24 hours followed by 8 hours of break time and infected with 2500 PFU (plaque 
forming units) of VSV. After 18 hours, viral supernatant was collected and titered. Error bars 
represent ±SD, n=3. Note that the y-axis starts with 100 PFU/well as it is the limit of 
detection of our method. 
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Figure 1.13 USP18-KD cells is more sensitive to doxorubicin induced cell death. Cells 
were pretreated with 100 ng/ml IFN-a for 0, 2, 10 or 24 hours followed by 8 hours breaktime 
and then treated with 1 µM doxorubicin. Time lapse images were captured for 50 hours. (A) 
The average cell death time after doxorubicin treatment calculated from single cells based 
on the morphology change. Error bars represent ±SD. (B) Percent cell survival over time 
upon doxorubicin treatment. Number of survival cells in the time lapse images were 
quantified at each time point and shown as percent cell number relative to the start of 
doxorubicin treatment. USP18-KD cells (right) showed faster rate of apoptosis induced by 
doxorubicin than WT cells (left).    
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Figure 1.14 A kinetic model suggests a delayed negative feedback loop through 
USP18. (A) A diagram for the simple kinetic model of the IFN-driven gene regulatory 
network. (B) Fitting errors between simulations and the data with different assigned values 
of the delay time in USP18 upregulation. (C) Amounts of PIRF9-YFP induction by the second 
IFN-a stimulation under different pretreatment conditions, from experimental data (solid 
bars) and model simulations with the best-fit parameters (open bars). Data were from Fig. 
1F and were normalized to the non-pretreatment condition (control). (D) Schematic of 
experimental design with repetitive IFN pulses versus a sustained IFN input. (E) Model 
prediction of the responses to pulsatile versus sustained IFN inputs in the presence and 
absence of USP18. Results were normalized to the amount of induction to the pulsatile IFN 
input in WT. (F) Experimental data of the responses to pulsatile versus sustained IFN inputs 
in WT and USP18-KD cells.  
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Figure 1.15 Pulsatile IFN-a treatment induces higher ISG expression in single cells. 
(A) The violin plots showing single-cell distributions of PIRF9-YFP induction upon 5 x 8-hr 
pulsatile (blue) or 40-hr sustained (red) IFN-a treatments in WT (top) and USP18-KD 
(bottom) cells. (B) Scatterplots showing STAT1-mCherry versus PIRF9-YFP induction in 
single cells in response to 5 x 8-hr pulsatile or 40-hr sustained IFN-a treatments in WT (top) 
and USP18-KD (bottom) cells. Fluorescent signals without IFN-a treatment were used as 
control.  
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Figure 1.16 Pulsatile IFN-a treatment induces higher ISG expression shown in 
microfluidic device. (A) Averaged time traces of PIRF9-YFP induction upon 3 x 8-hr pulsatile 
(blue) or 24-hr sustained (red) IFN-a treatments in WT cells. The blue and line-stripped 
shading indicates the presence of IFN-a in the pulses and sustained conditions 
respectively. (B) Representative time lapse images showing the PIRF9-YFP induction upon 
the pulses or sustained treatment.  
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Figure 1.17 Heterogeneous delays in USP18 upregulation by IFN were observed in 
single cells. (A) Schematic of the dual reporter cell line. A coding sequence for NLS-CFP-
P2A was inserted endogenously into the N-terminus of USP18 coding sequence of the 
previous cell line. IFN-a induces nuclear translocation of STAT1 and upregulation of IRF9 
(PIRF9-YFP) and USP18 (PUSP18-CFP). (B) Representative time traces of PIRF9-YFP and 
PUSP18-CFP of a single cell in response to IFN-a. Activation time is defined as the time 
required to initiate the upregulation of the reporters after IFN-a treatment onset. Delay time 
is defined as the time difference between PUSP18 and PIRF9 activation times. (C) Distributions 
of PIRF9 and PUSP18 activation times in single cells (n = 2021 cells). (D) Distributions of delay 
times in single cells, quantified from the activation times in C. Cells are classified into two 
groups based on the delay times. Representative time traces of PIRF9 and PUSP18 in a single 
cell from each group are shown (right). (E) Single-cell delay times as a function of the 
percentages of cell cycle progression upon IFN treatment onset. Left: Diagram illustrating 
the quantification of the percentage of cell cycle progression at the treatment onset in a 
single cell. The time between two cell divisions (dashed lines) was considered as the length 
of one cell cycle. % of cell cycle progression is calculated as the ratio of the time in a cell 
cycle before IFN-a addition versus the full cell cycle length (100%). Right: Scatterplot of 
delay time in each single cell versus % of cell cycle progression upon treatment onset. Open 
circles represent cells in which PUSP18-CFP upregulation occurred within the same cell cycle 
as the IFN-a addition. Open triangles represent cells in which PUSP18-CFP upregulation 
occurred in the next cell cycle. Red dashed lines indicate the time window for immediate 
PUSP18 induction. 
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Figure 1.18 Construction of the cell line with PUSP18-CFP reporter. (A) Illustration 
showing the introduction of PUSP18-CFP into the dual reporter cell line in Fig. 1A. NLS-CFP-
P2A coding sequence was inserted between the promoter and coding sequence of the 
USP18 gene to generate a transcriptional reporter. (B) Schematic of USP18 tagged locus. 
The sequence of the gRNA along with the recognition direction and the synonymous 
substitutions to avoid Cas9 recognition are shown. The design of the donor DNA with 
indicated homology arms along with the inserts are shown. (C) Representative images of 
the reporter cell line in response to IFN-a. Cells were treated without or with 100 ng/ml IFN-
a for 48 hours. Scale bar: 20 µm. (D) Time traces of PIRF9-YFP and PUSP18-CFP fluorescence 
in response to different concentrations (ng/ml) of IFN-a, as indicated. Averages of single 
cell traces were shown. 
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Figure 1.19 USP18 expression was differentially regulated by cell cycle phases. (A) 
Distributions of delay times in cells treated with different cell cycle perturbations. Cells were 
serum-starved or treated with lovastatin (5 µM), or with roscovitine (5 µM) for 36 hours prior 
to IFN-a treatment. (B) Schematic of CDK2 activity reporter. Amino acids 994-1087 of 
human DNA helicase B (DHB) was fused with mCherry. The construct was stably integrated 
into PUSP18 cell line using lentivirus. The dynamics of nuclear translocation of DHB-mCherry 
can be used to infer the cell cycle phase. Representative time-lapse images of DHB-
mCherry illustrate the inference of cell cycle phases.  
(C) Color maps showing nuclear DHB and PUSP18-driven gene expression in the same single 
cells. Each row represents the time trace of a single cell. Cells were grouped into G1 (n = 
104), S (n = 124) and G2 (n = 144) based on the nuclear DHB signals (left) at the time of 
IFN-a addition. For each group, cells were sorted based on PUSP18-CFP activation time 
(middle). Right: Distributions of PUSP18-CFP activation times for each group. (D) Distributions 
of delay times in cells treated with decitabine, a DNA methyltransferase (DMNT) inhibitor. 
Left: Schematic of the effect of decitabine on DNA methylation and nucleosome occupancy. 
Right: Distribution of delay times upon decitabine treatment. Cells were cultured with 
medium in the absence (control) or presence of 100 µM decitabine for 48 hours prior to 100 
ng/ml IFN-a treatment. Cells with delay times longer than 10 hours are shown in red.  
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Figure 1.20 Cell cycle-dependent USP18 upregulation determined by the FUCCI 
reporter. (A) Illustration of how the FUCCI reporter works. The fluorescent signals of 
chromatin licensing and DNA replication factor 1(Cdt1) and Geminin (Gem) proteins 
oscillate throughout a cell cycle to infer cell cycle phases. Middle: Images of a 
representative cell showing the Cdt1 and Gem level at different cell phases. Dynamics of 
Cdt1 and Gem signals in a single cell are shown along with the cell cycle phase inference. 
Dashed lines represent cell divisions. (B) Color maps of Cdt1, Gem and PUSP18-CFP 
expression in the same single cells. Each row represents the time trace of a single cell. 
Cells were grouped into G1 (n = 451), S (n = 388) and G2 (n = 325) based on Cdt1 and 
Gem signals (left) at the time of IFN-a addition. For each group, cells were sorted based on 
PUSP18-CFP activation time (middle). Right: Distributions of PUSP18-CFP activation times for 
each group. 
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Figure 1.21 ISG promoters contain a wide range of CpG site numbers and methylation 
levels. (A) Histogram showing the numbers of CpG sites at ISG promoters. The promoter 
region is defined as 1000 bp upstream of the transcription start site. The data are collected 
from ENCODE database and the list of the 278 ISGs is from Interferome Database. (B) 
Scatterplot showing the numbers of methylated CpG versus of the numbers of CpG sites 
for ISG promoters. A CpG site is considered methylated if the methylation level is greater 
than 50% according to the bisulfite sequencing. Data are from ENCODE database for HeLa 
cells.  
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Figure 1.22 Stochastic simulations with the cell-cycle gated feedback control 
reproduced single-cell responses to IFN pretreatments with different durations. (A) A 
diagram for the simple model of the IFN-driven gene regulatory network that incorporates 
the cell cycle gating of USP18 upregulation. (B) Cell cycle-dependent delay times in the 
model determined by experimental data from Figure 1.17E. (C) Scatterplot showing the 
simulated responses under different pretreatment conditions. Stochastic simulations were 
performed for 400 times for each condition. In the scatterplot, each circle represents a single 
run with IRF9 induction in response to the second IFN-a treatment versus USP18 
expression by the pretreatment. (D) Scatterplot showing the single-cell responses under 
different pretreatment conditions, from experimental data. PUSP18-CFP expression was 
measured at the end of the breaktime and the induction of PIRF9-YFP was measured 34 
hours after the second IFN-a input was added.    
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Figure 1.23 Heterogeneity in STAT1 nuclear translocation desensitization in 24-hour 
IFN-a pretreatment. (A) Representative time-lapse images of STAT1 nuclear translocation 
and PUSP18-CFP in response to the second IFN-a treatment. The dual reporter cell line was 
treated with 100 ng/ml IFN-a for 24 hours followed by 8 hours of breaktime. Scale bar: 20 
µm. (B) Schematic of possible mechanism of heterogeneity in STAT1 nuclear translocation. 
Cells induce different level of USP18 upon the 24-hour pretreatment causing them to either 
be responsive or desensitized to the second stimulation.  
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Materials and Methods 

Cell cultures 

HeLa and HEK293T cells were cultured in Dullbecco minimal essential medium 

(DMEM: Thermo Scientific HyClone #SH30022FS) supplemented with 10% fetal bovine 

serum, 4 mM L-glutamine, 100 I.U./ml penicillin and 100 µg/ml streptomycin at 37°C, 5% 

CO2 and 90% humidity. The imaging media is phenol red free DMEM (Life Technology-

GibcoÒ) with identical supplements as the culture medium. The transfections were 

performed with 1 µg DNA: 2 µl Fugene HD (Promega E2311) ratio. Cells were seeded at 

300,000 cells/well in 6-well plate for 18 hours before transfection. Two days after 

transfection puromycin was added to the medium at 1 µg/ml, and cells were selected for 2 

days. Survival cells were grown for another 7 days before sorted with FACS into 96-well 

and expanded into monoclonal cell lines.   

Drug treatments 

Cells were treated with 100 ng/mL recombinant human IFN-a (Prospec: cyt-520). 

Lovastatin (Selleck Chemicals, S2061) was used at 5 µM and Roscovitine (Sigma-Aldrich, 

R7772) was used at 5 µM. Decitabine (Sigma-Aldrich, A3656) was used at 100 µM.       

Cell line construction 

We followed the CRISPR/Cas9 protocol [93] to construct the reporter cell line. In 

general, the gRNAs were designed by online CRISPR tool (http://crispr.mit.edu) and the 

DNA oligos were ordered from Eurofins Genomics, annealed and cloned into pSpCas9(BB)-

2A-Puro (Addgene #48139) vector plasmids. gRNA plasmids were transfected into 

HEK293T cells and tested for gRNA efficiency using the T7 endonuclease assay. Only the 

most efficient gRNA was used with the donor DNA. The donor plasmids were constructed 

using Gibson assembly method. We used site-directed in-vitro mutagenesis to make 
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synonymous substitution in the donor plasmids to avoid gRNA recognition and Cas9 cutting 

of the linearized donor.  

 In more detail, we first developed a nuclear marker cell line by inserting the nuclear 

localization signal followed by two copies of infrared fluorescent protein (NLS-2xiRFP) [94] 

under the endogenous actin promoter followed by a P2A spacer in HeLa cells. This cell line 

ensured a constitutive expression without introducing exogeneous strong constitutive 

promoter and greatly assists cell segmentation and tracking. Briefly, the gRNA and the 

linearized donor DNA were transfected into HeLa cells and the transfected cells were 

screened with 1 µg/ml puromycin for 2 days. The cells were allowed to grow for additional 

5 days before sorted by FACS. The fluorescently positive cells were sorted as single cell 

into 96-well plate. We collected at least 500 single cells. We grew the cells for additional 3 

weeks to obtain homogenous clones. On average, about 30% of cells form colonies and all 

were screen for fluorescent signal with the microscope.  A minimal of 10 clones were then 

genotyped and checked for homozygosity and correct integration using at least 3 pairs of 

primers and confirmed with sequencing. Positive clones were further validated with western 

blot to ensure correct protein expression. After construction and validation, the engineered 

single-clonal cell line was assigned a unique identification number, entered in our electronic 

database, and stored in liquid nitrogen with a cryoprotectant. The same procedure was 

performed for CRISPR-based tagging the additional genes, STAT1, IRF9 and USP18 

sequentially.  

 The knockdown of USP18 by shRNA was done using retrovirus transduction. We 

screened the transfected cells with 1 µg/ml puromycin for 5 days and confirmed the 

presence of the construct in the cells with PCR and confirmed the knock-down of USP18 
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with western blotting. Similarly, the knockdown of SOCS1 by shRNA was done using 

lentivirus transduction, screened and validated with PCR and qPCR.  

 For the cell cycle reporter cell lines, we transfected USP18 CRISPR constructs into 

the nuclear marker cell line and screened for a correct and homogenous monoclonal clone. 

We then used lentivirus to stably integrate pCMV-DHB-mCherry or pCMV-mCherry-

Geminin(1-110)-P2A-mCitrine-Cdt1(30-120) in pLenti-Puro (Addgene: 39481). Cells were 

screened with puromycin and sorted by FACS to generate monoclonal cell lines. 

 Primers used in this study were listed in Table 1.1 Plasmids and cell lines 

constructed in this study were listed in Tables S2 and S3, respectively.  

Microfluidic and cell culture setup for time-lapse microscopy 

Fabrication of the microfluidic device was conducted as described previously [52]. 

For setting up the microfluidic experiments, HeLa cells were washed with dPBS and 

detached from the culture dish with 0.25% trypsin EDTA, centrifuged at 200 rcf for 3 minutes 

and resuspended with the complete imaging medium at a density of 7-10 million cells per 

mL. The suspension was loaded into the microfluidic device and allow the cells to adhere 

for at least 36 hours in the standard incubator (37°C, 5% CO2 and 90% humidity). The detail 

of the loading protocol is described previously [52]. The device was set up in a customized 

chamber with 5% CO2 and 37°C. The flow of the media was 1 ml/hour and the control of the 

valves were done with customized Arduino board.  

 For experiment performed on 24-well tissue culture plate, cells were seeded at 

25,000 cells/well for 18 hours before the treatments. Cells were washed with PBS and 

replaced with new medium before setting with the microscope to acquire images.     
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Image acquisition 

Time-lapse images were acquired using a Nikon Ti-E inverted microscope equipped 

with integrated Perfect-Focus (PFS), Nikon Plan Apochromat Lambda objective lens, and 

Evolveâ 512 EMCCD camera (Teledyne Photometrics). Time-lapse imaging was performed 

with an on-stage incubator equipped with temperature control and humidified 5% CO2. 

Images were taken every 5 minutes for phase, Cy5.5 and mCherry channel and every 20 

min for YFP and 30 min for CFP using Nikon NES element software.  

Image analysis and single-cell tracking 

Background correction was performed using ImageJ “rolling ball” background 

subtraction algorithm with 50-pixel radius. Nuclear segmentation was done using the 

nuclear marker iRFP reporter and then refined by marker-based watershed and the mask 

was generated. The phase images were used to generate masks for whole-cell 

segmentation. The masks were applied to other channels to quantify fluorescent intensity. 

Single-cell segmentation, tracking and quantification were performed using a custom 

MATLAB code developed in our lab, as described previously [95, 96]. 

Cell cycle phase inference  

From the single-cell time traces, we used nuclear and cell morphology changes as 

markers to identify each cell division, since HeLa cells become rounded and non-adherent 

when dividing. For CDK2 activity reporter, within one cell cycle G1, S and G2 were identified 

based on the intensity and dynamics of nuclear DHB-mCherry. Similarly, for the FUCCI 

reporter, G1 phase was classified as the phase between the end of cell division and the 

time the YFP-Cdt1 signal reaches maximum. S phase began as YFP-Cdt1 signal starts to 

decline until it intersects with mCherry-Gem1 signal. The rest of the cell cycle was 

considered the G2 phase.     
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Viral replication assay  

Cells were pretreated with 100 ng/ml IFN-a for 0, 10 or 24 hours and washed with 

PBS 3 times followed by 8 hours of normal medium. Cells were infected by adding normal 

medium containing 2500 plaque forming units (PFU) of vesicular stomatitis virus (VSV), 

which corresponds to a multiplicity of infection (MOI) of ~0.01. Two hours after infection, 

medium was replaced again with normal medium.  Viral supernatant was collected 18 hours 

post-infection. Viral titer was quantified by plaque assay on BHK cells. 

Immunoblotting  

Immunoblotting was performed as previously described in detail [60].  

Computational modeling  

Deterministic model: The simplified kinetic model of the gene regulatory network 

consists of two species, IRF9 and USP18, and they impose positive and negative regulation 

to gene expression, respectively. The positive regulation by IRF9 is represented by the 

function 𝑝𝑓: 

𝑝𝑓 = 𝑘! ∙
𝐼𝑅𝐹9

𝑘" + 𝐼𝑅𝐹9
 

and the negative regulation by USP18 is represented by the function 𝑛𝑓: 

𝑛𝑓 =
𝑘#

𝑘# + 𝑈𝑆𝑃18
 

The expression of IRF9 and USP18 are both regulated by interferon (IFN) input and a 

combination of these two functions, and are governed by the ordinary differential equations 

(ODEs) below: 

𝑑
𝑑𝑡
𝐼𝑅𝐹9 = 𝐼(𝑡) ∙ (𝑘$ + 𝑝𝑓) ∙ 𝑛𝑓 

𝑑
𝑑𝑡
𝑈𝑆𝑃18 = 𝐼(𝑡) ∙ 𝑆% ∙ (𝑘& + 𝑝𝑓) ∙ 𝑛𝑓 
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where I(t) is the IFN input, taking either 0 or 1. 𝑆% is a stepwise function that generates a 

delay in USP18 upregulation: 

	𝑆% = 7	0,when	the	IFN	input	time	 < 𝜏
	1,when	the	IFN	input	time	 ≥ 𝜏 

where 𝜏 is the delay time of USP18 production.  

 Because the protein decay observed during the time scale of our experiments was 

very modest, we considered only protein production, but not decay, to keep our model 

simple. We used the model to quantitatively analyze the USP18 delay time. To this end, we 

systematically assigned the value of 𝜏 to be from 1 to 20 hours, while keeping all the other 

parameters free. We fit the model to the data for each assigned value of  𝜏. The ODEs were 

solved using custom MATLAB code based on the basic Euler’s method with dt=0.001. 

Fitting was done using MATLAB built-in function, lsqcurvefit. The time trace data of PIRF9-

YFP reporter fluorescence under sustained IFN-𝛼 stimulation (Fig. 1C) and the data from 

pretreatment experiments (Fig. 1F) were used for the fitting. We found that the fitting error 

(between simulations and data) reaches the minimum when 𝜏 is 8 hours (Fig. 3, B and C). 

The best-fit parameters are summarized in the Table S4. 

 We further used the model to predict the responses to repetitive versus sustained 

IFN inputs. In particular, we simulated the responses to a 5 x 8-hour input and a 40-hour 

sustained input. We found that the 5 x 8-hour input induced a higher expression of IRF9 

than that induced by the 40-hour input, and this difference is USP18-dependent (Fig. 3, D 

and E). This prediction was validated by experiments, as shown in Fig. 3F.    

Incorporation of cell cycle regulation in the model: As described in the main text, 

based on the experimental results in Figs. 4 and 5, we assumed that USP18 expression 

can be induced immediately if the IFN input starts within an open window of a cell cycle and 

the delay time would be 0.  However, if the input misses the window, the cell will have to 
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wait until the open window of the next cell cycle and the delay time will equal to the waiting 

time. The length of a full cell cycle was estimated to be 21.82 hours based on the data (Fig. 

S4D). The model was fit to the experimentally-determined distribution of USP18 delay times 

within a cell cycle (Fig. 6B; the data from Fig. 4E) to obtain an estimate of the open window 

length as 7.3 hours. The stochastic simulation was performed with the stochastic differential 

equations: 

𝑑
𝑑𝑡
𝐼𝑅𝐹9 = 𝐼(𝑡) ∙ (𝑘$ + 𝑝𝑓) ∙ 𝑛𝑓 + 𝜉'()* 

𝑑
𝑑𝑡
𝑈𝑆𝑃18 = 𝐼(𝑡) ∙ 𝑆%(𝑘& + 𝑝𝑓) ∙ 𝑛𝑓 + 𝜉+,-!. 

in which, 𝜉'()* and 𝜉+,-!. are white noise terms, representing expression noise for the two 

species. Both of the two terms are Gaussian random variables with a mean of zero and the 

standard deviations set to be 250 and 1000, respectively. The input onset times of single 

cells within a cell cycle are random numbers uniformly distributed within a cell cycle between 

0 to 21.82 hours.  𝑆% is no longer a deterministic stepwise function with a fixed delay 𝜏, 

instead it is a stochastic stepwise function, where the delay 𝜏 varies depending on the IFN 

treatment onset within a cell cycle, as described above. Other parameters are the same as 

those listed in Table S4. We simulated the single-cell responses of the pretreatment 

experiments with different input durations. For each pretreatment condition, we performed 

400 simulations where each simulation represented a single cell exposed to the IFN inputs. 

Our simulated results were plotted as scatter plots in Figure 1.22C.  
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Table 1.1 Primers used in Chapter 1 study 

Primer names Sequence 

ACTB_gRNA5_F CACCGGCCGCGCTCGTCGTCGACAA 

ACTB_gRNA5_R AAACTTGTCGACGACGAGCGCGGCC 

ACTB_PAM_F CGCTCGTCGTTGATAACGGCTCCGGCATGTGCAAG 

ACTB_PAM_R GCCGTTATCAACGACGAGCGCGGCGATATCATCATCC 

STAT1_gRNA1_F CACCGCCTAGAAACACAGGATGTGA 

STAT1_gRNA1_R AAACTCACATCCTGTGTTTCTAGGC 

STAT1_PAM_F CTCTGTTGCTTCACATCCTGTGTTTCTAGGGAAATGAAAGA

AAGGCC 

STAT1_PAM_R GGATGTGAAGCAACAGAGTAGCAGGAGGGAATCACAGATG

AGAAGG 

IRF9_gRNA2_F CACCGCTCAGCTACTTCCGCCTGCG 

IRF9_gRNA2_R AAACCGCAGGCGGAAGTAGCTGAGC 

IRF9_PAM_F CCTTGGGACAGAGTATCCCCCGCAGGCGCAAGC 

IRF9_PAM_R AATTGCTTGCGCCTGCGGGGGATACTCTGTCCCAAGGGTA

C 

USP18_gRNA3_F CACCGGCAAATCTGTCAGTCCATCC 

USP18_gRNA3_R AAACGGATGGACTGACAGATTTGCC 

USP18 PAM_F CATCCTCGCTGAGTCCTCGCAGTCCCCGGC 

USP18 PAM_R CTCAGCGAGGATGGACTGACAGATTTGCCTCAGGAGCC 

shRNA_USP18 TAAAAAAGGAGAAGCATTGTTTTCAAATCTCTTGAATTTGAA

AACAATGCTTCTCCTGGG 

shRNA_neg TAAAAACAGTCGCGTTTGCGACTGGTCTCTTGAACCAGTCG

CAAACGCGACTGGGG 

shRNA_SOCS1 CCGGGCACTTCCGCACATTCCGTTCCTCGAGGAACGGAAT

GTGCGGAAGTGCTTTTTG 
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Table 1.2 Plasmids constructed in Chapter 1 study 

Plasmid names Descriptions 

NHB0234 ACTB-gRNA5 in pSpCas9(BB)-P2A-Puro 

NHB0250  Nuclear marker donor: 1kb_UP-NLS-iRFPx2-P2A-1kb_Down 

in pUC19 

NHB0186 STAT1 gRNA1 in pSpCas9(BB)-P2A-Puro 

NHB0235 STAT1 donor: 1.5kb_Up-mCherry-1.5kb_Down in pUC19 

NHB0434 IRF9 gRNA2 in pSpCas9(BB)-P2A-Puro 

NHB0443 IRF9 Donor: 1kb_Up-mCitrine-P2A-1kb_Down in pUC19 

NHB0503 shRNA for USP18 in pSuperRetro-puro 

NHB0504 shRNA for negative control in pSuperRetro-puro 

NHB0616 shRNA for SOCS1 in pLenti-puro 

NHB0636 USP18 gRNA3 in pSpCas9(BB)-P2A-Puro 

NHB0647 1.5kb_Up-NLS-mCerulean-P2A-1.5kb_Down in pUC19 

NHB0670 DHB-mCherry in pLenti-puro 

NHB0817 pCMV-mCherry-Gem1-P2A-mCitrine-Cdt1 in pLenti-puro 
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Table 1.3 Cell lines generated in Chapter 1 study 

Strain Name Descriptions 

NHM003 HeLa pACTB-NLS-2iRFP-P2A-ACTB 

NHM008 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry 

NHM025 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry, pIRF9-IRF9-P2A-mCitrine 

NHM026 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry, pIRF9-IRF9-P2A-mCitrine, shRNA USP18 

NHM027 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry, pIRF9-IRF9-P2A-mCitrine, shRNA USP18 negative 

control 

NHM031 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry, pIRF9-IRF9-P2A-mCitrine, shRNA SOCS1 

NHM032 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry, pIRF9-IRF9-P2A-mCitrine, pUSP18-NLS-

mCerulean-USP18 

NHM035 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pUSP18-NLS-

mCerulean-USP18, pCMV-DHB-mCherry 

NHM036 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pUSP18-NLS-

mCerulean-USP18, pCMV-mCh-Gem1-P2A-CFP-Cdt1 
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Table 1.4 Best-fit parameter values of the mathematical models in Chapter 1 
𝜏 Delay in USP18 upregulation (hr) 8 

𝑘! Positive feedback strength (hr-1) 33.33 

𝑘" Positive feedback saturation 

constant 

274.29 

𝑘# Negative feedback saturation 

constant 

549.99 

𝑘$ IRF9 production rate (hr-1) 1.89 

𝑘& USP18 production rate (hr-1) 86.87 

𝐼𝑅𝐹9/ IRF9 basal level (a.u.) 45 

𝑈𝑆𝑃18/ USP18 basal level (a.u.) 0 
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Chapter 2 

The Systematic Study of Synergy in Interferon Signaling 

Abstract 

Interferon is an essential cytokine in innate and adaptive immune response against 

pathogen infection and tumorigenesis. Its effects are primarily through signal transducer 

and activator of transcription (STAT) 1. Dysregulation of STAT1 results in multiple diseases 

including chronic inflammation and cancer. The use of interferon alpha (IFN-a) in clinical 

treatment have been unfortunately not effective due to heterogeneity in patient responses, 

desensitization and hyperactivity of the immune cells. On the other hand, interferon lambda 

(IFN-l) activity is restricted to epithelial cells and shows no desensitization. Nonetheless, 

IFN-l signal is relatively weaker and slower than IFN-a signal. We engineered a reporter 

cell line enabled us to monitor STAT1 and transcription of IRF9 and USP18 using 

CRISPR/Cas9. We employed time-lapse microscopy, single cell analysis and microfluidics 

to systemically study the dynamics of STAT1 and expression of downstream genes in 

response to different types of interferon, both individually and in combination. We 

discovered that interferon gamma (IFN-g) has synergy effect with IFN-l in inducing 

downstream gene expression. Transient pulses of low concentration of IFN-g was sufficient 

to maintain the synergistic effect while minimizing its adverse side effects. Recently, 

urgency in development of treatment for COVID-19 has returned attention to IFN treatment.  

This discovery could guide the way to develop a new interferon delivery method effectively 

overcome viral infection. 

Introduction 

In 1957 Isaacs and Lindenmann used the term “interferon” (IFN) to describe 

substances that cells produced during viral infection that interfered with viral replication [1]. 
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IFN are involved in both innate and adaptive immunity acting as inducers, regulators and 

effectors. Three types of IFN has been discovered named IFN-I, -II and -III. All IFN acts 

through JAK/STAT pathway to induce expression of antiviral factors and several apoptotic 

proteins. The activity of IFN is not limited to inhibition of virus but also to combat bacterial 

and parasitic infection, inhibition of cell migration and cell division, disruption of cell 

differentiation and critical growth stimulatory factors for immune cells. Therefore, IFN has 

been clinically used not only for virus related diseases such as HBV, HCV, HIV infection but 

also for cancer treatment. Over the past decades three types of interferon has been 

discovered based on sequence homology, their receptors and their unique functions. 

Human type I IFN consists of 14 subtypes of IFN-a, IFN-b, IFN-e, IFN-k and IFN-w. 

Multiple IFN-I genes are consequence of gene duplication on chromosome 9. Despite 

shared homology sequence among different IFN-I isoforms, there are subtle differences in 

functions. IFN-a and IFN-b are major IFN-I produced by almost every cell type during 

infection [2]; however, only IFN-b induces IL-10 and PD-L1 causing immune suppression of 

T-cells [3]. In addition, IFN-b binds stronger to IFNAR1 and therefore less desensitized than 

IFN-a [4]. IFN-e is highly expressed in cervio-vaginal tissues [5] and plays significant roles 

in mucosal immunity such as vaccinia virus (VV) in lung [6], HIV in macrophage [7] and 

protects female reproductive tract from viral and bacterial infection [8]. At the same 

concentrations, IFN-w shows higher effectiveness than IFN-a and IFN-b against influenza 

virus [9]. In addition, IFN-k is a critical cytokine secreted by keratinocytes to prevent viral 

infection such as human papillomavirus (HPV-16 or -31) [10].   

IFN-I is rapidly produced in almost all cell types upon viral recognition by 

extracellular pattern recognition receptor such as toll like receptors (TLRs) and intracellular 

pattern recognition receptors such as RIG-I  and the DNA-sensing receptor cyclic GMP-
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AMP synthase (cGAS) [11]. There are three main IFN-I inducing pathways. The first 

pathway is mediated through RIG-I upon RNA viruses [12]. The second pathway is triggered 

by activation of TLR3 and TLR4 and recruitment of the adapter protein TRIF [13]. The last 

pathway is activated by TLR7/8 and TLR9 leading to induction of IRF7 [14]. The major 

producer of IFN-I is plasmacytoid dendritic cells due to their unique ability to sense 

extracellular nucleic acid molecule [15]. IFN-I controls the spread of virus and pathogen by 

three major functions. First, they induced ISGs expression to establish antimicrobial state 

reducing the number of pathogen replication in the infected and neighboring cells. Second, 

they recruit and activate innate immune cells to promote antigen presentation and enhance 

natural killer cell functions. Third, IFN-I activates the adaptive immune system leading to 

the antibody production and clearance of infection [16].  

Binding of IFN-I to the heterodimer receptors, IFNAR1 and IFNAR2, caused 

conformational changes and subsequent auto-phosphorylation of the receptor tyrosine 

residues. In addition, the receptors associated kinases, TYK2 and JAK1 respectively. IFN-

I also induces phosphorylation and dimerization of STAT1 with STAT3, STAT4, STAT5 and 

STAT6. Phosphorylated STAT1 and STAT2 dimerize, translocate to the nucleus and bind 

to IRF9 to form ISGF3 complex. ISGF3 activates transcription of promoters containing an 

ISRE consensus sequence: TTTCNNTTTC [16]. 

The role of IFN-I can be beneficial to the host but also be deleterious in multiple 

diseases. IFN-I plays significant role in chronic inflammatory autoimmune disease such as 

systemic lupus erythematosus (SLE) [17], multiple sclerosis [18] and rheumatoid arthritis 

[19]. More importantly, IFN-I plays essential role in over production of cytokines and 

exuberant activation of immune cells termed cytokine storm. Cytokine storm recently 

becomes a center of attention because it contributes to deaths in a subset of COVID-19 
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patients [20]. Nonetheless, SARS-CoV-2 has been shown to be sensitive to IFN-b [21][22] 

and  early administration of IFN-I was effective against SARS-CoV infection [23]. It is clear 

that the clinical usage of IFN-I has to be cautiously studied and adjusted in individual 

patients to avoid adverse effects and development of potential alternative is necessary.    

IFN-g is the sole member of IFN-II and the gene is located on chromosome 12. 

Unlike IFN-I, IFN-g is produced predominantly by natural killer (NK) cells, macrophage and 

T-cell [24] but not by epithelial cells. IFN-g plays various protective immune response 

against infection and cancer [25]. It is induced by receptor-mediated stimulation or in 

response to other cytokines such as IL-12, IL-15, IL-18, and IFN-I. The production of IFN-g 

is negative regulated by IL-4 and IL-10, TGF-b and glucocorticoids. Binding of IFN-g dimer 

to IFNGR1 and IFNGR2 causes JAK1 and JAK2 phosphorylation and recruitment of STAT1 

of which is also phosphorylated. Phosphorylated STAT1 homodimer forms a complex 

termed GAF complex, translocates to the nucleus and binds to GAS consensus sequence: 

TTCNNNGAA [16]. The downstream gene products include antiproliferative, antiangiogenic 

and pro-apoptotic factors [26]. Dysfunctional IFN-g signaling leads to bacterial, parasitic and 

viral infection such as vaccinia virus, Theriler’s murine encephalomyelitis virus, Leishmania 

major, Toxoplasma gondii, Listeria monocytogenes , and several poorly virulent 

mycobacteria species [25]. In addition to antiproliferative effects, several evidences suggest 

IFN-g plays complicated role in cancer progression partly due to alterations of tumor cells 

to redirect IFN-g effect toward proliferation such as increase DNA stability after radiation 

[27]. In addition, IFN-g induced genes such as PD-1 and CTLA-4 reduce ability of T-cell to 

mediate tumor cell elimination [28].     

The discovery of IFN-III is relative very recent compared to IFN-I and II [29] and the 

genes are clustered on chromosome 17. IFN-III comprises of 4 members: IFN-l1 (IL-29), 
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IFN-l2 (IL-28A), IFN-l3 (IL-28B), and IFN-l4. Polymorphism in two single nucleotide 

variations (SNPs) identified in the GWAS (rs12979860 and rs8099917) linked to IFN-l3 

differentiates the outcome of HCV treatment [27,28]. IFN-III signals through heterodimeric 

receptors, IFNLR1 (or IL28Rα) and IL10Rβ. The expression of IFNLR1 is restricted to 

epithelial and some immune cells such as neutrophils [32]. IFN-III is induced similar to IFN-

I but difference in the location of TLR results in different types of IFN produced. TLR4 at the 

plasma membrane of epithelial barriers induced IFN-III production [33]. Additionally, the 

cytosolic DNA sensor Ku70 can uniquely induce IFN-III but not IFN-I [34]. IFN-III is the main 

antiviral response in the gut against enteric viruses such as norovirus, reovirus, rotavirus 

and enteroviruses [35]. Interestingly, IFN-III induces similar ISGs as IFN-I. It was puzzling 

at first of why cells would maintain the seemingly redundant antiviral defense pathway. 

Emerging evidences has suggested that the prevalence expression of IFN-III receptors in 

epithelial provides first-line defense that is less detrimental than IFN-I counterpart [36]. 

Accordingly, IFN- l has become an potential alternative for IFN-α because of their receptor 

distribution and could become a cure for COVID-19 [37]. 

Even though, IFN-α and IFN-λ share the common signal transduction pathway, the 

kinetics and magnitude of ISGs induction are different. A study in Huh-7 cells and primary 

hepatocytes showed hierarchy in ISG induction as IFN-b > IFN-a > IFN-l3 > IFN-l1 > IFN-

l2 [38]. In addition, the effects of IFN-a last shorter than IFN-l [39]. Several differences 

have been reported between signaling cascade of type I and III. Although, both IFNs 

activate TYK2 and JAK1, only IFN-I activate STAT3 in addition to STAT1 and STAT2 at 

larger extend than IFN-III. In some cases, activated STAT3 negatively affect STAT1 

phosphorylation but in other cases STAT3 contributes to the induction of antiviral ISGs [40]. 

In addition, MAPK inhibitors only affect antiviral response induced by IFN-III but not IFN-I, 
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suggesting different dependency on MAPK pathway to mount antiviral state [41]. Moreover, 

the unique slow kinetics of ISGs expression induced by IFN-III is not due to the receptor 

expression level [42]. Interestingly, a subset of ISGs (e.g. CXCL10, CXCL11, IFIT3, IFI30 

and TDRD7) are highly induced by IFN- l1 than by IFN-b in human vaginal epithelial cells. 

In addition, upper respiratory tract epithelial cells expressed higher IFN-III than IFN-I upon 

influenza infection [43]. While the CNS parenchyma only expressed IFN-I as antiviral 

response [44]. Despite many differences between IFN-I and IFN-III, the main antiviral ISGs 

such as MX1, viperin, and the IFITM, IFIT, and OAS family members are induced higher by 

both IFN types. It remains an ongoing investigation of how cell regulate these converging 

signaling pathways of shared component to produce very striking kinetic differences.  

There are several studies reporting synergy between different types of cytokines, 

yet the mechanisms of the synergy remain elusive. It is essential to mention that STAT1 is 

involved in many of those synergistic mechanisms. Hernadez and the group showed that 

IFN-l acted synergistically with IL-22 to induce ISGs and control rotavirus infection through 

STAT1 activation [45]. Priming the cells with IFN-g synergistically enhances the IFN-a 

stimulation through induction of IRF9, which binds to STAT1 and STAT2 and induces ISRE 

genes[46].  In addition, combination of IFN-g synergized with IFN-a and IFN-b to inhibit 

herpes simplex virus type I (HSV-1) infection [47]. Furthermore, IFN-g cooperates with TNF-

α to induce inflammatory genes via the activation of STAT1a and NF-kB [48] Evidently, 

combination of IFN-g and LPS boosted iNOS production confirming the synergy and 

crosstalk between IFN and NF-kB pathways [49]. In addition, IFN-a had been shown to 

have synergistic interaction with IFN-l in A549 human lung epithelial cells to induce several 

antiviral genes [50]. From these examples, synergy exists among cytokines for cells to fight 

against infection and STAT1 is the key molecule in the process. To our knowledge, there is 
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not yet a report on synergy between IFN-g and IFN-l and more importantly the molecular 

mechanism of such interaction is largely unknown. We aim to use single cell quantitative 

analysis to elucidate the mechanism of the synergy between three types of interferon and 

suggest a potential clinical application in interferon delivery to patients. The techniques used 

in this study will pave a new way for studying integrative cytokine interaction in real-time 

which are adaptable to other signaling pathways and other cell types.     

Results 

Different types of interferon have different STAT1 activation dynamics 

Nuclear translocation of STAT1 can be used to infer STAT1 activation upon IFN 

treatment. The kinetics of the translocation is similar to the phosphorylation performed by 

western blot [51]. Using the STAT1-mCherry reporter cell line, we can monitor the dynamic 

of STAT1 phosphorylation and STAT1 induction in real-time. We first tested whether 

different types of interferon stimulation would result in different rates of STAT1 activation. 

We performed the dose response analysis using different concentrations of IFN-a (type I), 

IFN-g (type II) and IFN-l1 (type III). Interestingly, increase concentration of IFN-a leads to 

faster STAT1 nuclear translocation and the amplitude of nuclear STAT1 signal with a 

maximum at 100 ng/ml (Figure 2.1B left). We also observed de-translocation of STAT1 after 

about 2 hours in concentration higher than 100 ng/ml similar to previous studies using 

western blot and immune-staining techniques [52]. We therefore conclude that the rate of 

nuclear translocation of STAT1 upon IFN-I is concentration dependent. Longer experiment 

(60 hours) with 100 ng/ml showed STAT1 induction which contributes to the increase in 

nuclear STAT1 signal (Figure 2.1D) suggesting a persistent STAT1 activity. Since the 

previous traditional phosphorylation measurement showed that the level of STAT1 

phosphorylation decreased after 4 hours after stimulation, the nuclear STAT1 level here 
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best represents STAT1 activity. This is consistent with studies showing that prolonged IFN 

treatment caused persistent induction of ISG due to activity from unphosphorylated STAT1 

[53].  

Similar to IFN-I, IFN-g which is the only member of IFN-II also showed dose-

dependent of STAT1 nuclear translocation and reached the maximum rate at 25 ng/ml 

(Figure 2.1B middle). Higher concentration of IFN-g did not lead to faster nuclear 

translocation suggesting a limited receptor level. The concentration lower than 25 ng/ml 

could also reach the same amplitude of nuclear translocation with much slower kinetic. The 

time-lapse images showed that STAT1 seems to localize only in the nucleus in the IFN-g 

treatment (Figure 2.1C). The longer IFN-g stimulation showed small increase in STAT1 

nuclear signal suggesting weak induction of STAT1 by IFN-g (Figure 2.1D).  

Unexpectedly, we did not observe STAT1 nuclear translocation given any 

concentrations of IFN-l1 or even after 60 hours (Figure 2.1B right) of incubation. However, 

we observed slight increase STAT1 in the cytoplasm (Figure 2.1C) suggesting that there 

might be an undetectable STAT1 activity that contributed to ISG induction. This 

unanticipated observation highlights the contrast between IFN-I and IFN-III kinetics despite 

sharing a common downstream signal transduction pathway.   

STAT2 is the limiting factor in STAT1 nuclear translocation in response to IFN-I 

 Based on the amplitude of STAT1 activity in response to IFN-a which was only half 

of IFN-g response even with very high IFN-a doses, we asked what could limit the full 

nuclear translocation. It is possible that this limiting factor might be responsible for low 

STAT1 activity in the case of IFN-l stimulation. Because STAT1 forms heterodimer with 

STAT2 prior to nuclear translocation, we hypothesized that STAT2 could be a potential 

candidate. To test this, we overexpressed YFP-STAT2 by stably integrated a reporter 
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construct using lentivirus transduction. We observed that YFP-STAT2 localized mostly in 

the cytoplasm in the absence of IFN (Figure 2.1E) which is consistent with previous studies 

performed by immunostaining [54]. As expected, upon IFN-a stimulation STAT2 

overexpressed cells showed significant increase in STAT1 nuclear translocation similar to 

the level observed in WT cells in response to IFN-g (Figure 2.1F). In addition, YFP-STAT2 

showed clear nuclear translocation. Noteworthily, even though we performed experiment 

on monoclonal cells, there was heterogeneity in STAT2 expression which contributed to the 

level of STAT2 nuclear translocation. That’s to say, cells with very high STAT2 expression 

showed less nuclear translocation than cells with modest expression. This suggests the 

ratio between STAT1 and STAT2 is well maintained in cells and the level of each protein 

serves as a limiting factor for the other. In addition, it is very interesting to further study how 

the ratio affects ISG induction or response to infection.    

On the other hand, to our surprise STAT2 overexpression prevented STAT1 nuclear 

translocation in response to IFN-g (Figure 2.1E). Cells with high STAT2 expression showed 

no STAT1 nuclear translocation. Yet, cells with lower STAT2 expression still showed weak 

STAT1 nuclear translocation (Figure 2.1F). This is in accordance with a previous study 

claiming that STAT2 overexpression prevent STAT1 nuclear translocation but not STAT1 

phosphorylation [55]. Similarly, overexpression of STAT2 did not increase STAT1 nuclear 

translocation in IFN-l treatment and no observable STAT2 nuclear translocation. We 

suspected that STAT1 and STAT2 nuclear translocation in response to IFN-l was 

undetectable with our current measurement capacity.           

Additionally, we also overexpressed CFP-IRF9 and observed that IRF9 is mainly 

localized in the nucleus (data not shown). However, unlike YFP-STAT2 we did not observe 

any differences in term of STAT1 nuclear translocation compared to the WT cells. This 
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indicate that ISGF3 complex is formed inside the nucleus and IRF9 does not limit the 

nuclear translocation of STAT1. Moreover, expression of C-terminally tagged STAT2 and 

IRF9 changes the cellular distribution suggesting a presence of important signaling domain 

at C-terminus [56].         

Heterogeneity in STAT1 induction caused by IFN-l treatment 

 Taking a closer look at time-lapse images of cells treated with IFN-l, we observed 

pronounced heterogeneity in STAT1 expression. There were clusters of cells with 

significantly higher STAT1 induction (Figure 2.2A). The fact that these cells were presence 

in isolated groups suggesting this bimodal response originated prior to or early in the 

stimulation. It is likely that a small number of cells process properties allowing them to 

become a “responder” while the rest of the cells in the population remains as “none-

responder”.  The quantification of nuclear STAT1 signal show only ~11% of cells with 

expression higher than no treatment (Figure 2.2C). To further investigate the heterogeneity 

in IFN-l response, we need to be able to differentiate STAT1 activation from downstream 

gene induction. Therefore, we developed a triple-colored reporter cell line to monitor two 

STAT1 downstream genes. Using CRISPR/Cas9 technology we inserted a yellow 

fluorescent protein (YFP) under the endogenous promoter of a representative ISG IRF9 

(PIRF9), with a translational skip spacer (P2A) between the reporter and the IRF9 coding 

region (Figure 2.3A). IRF9 is a positive feedback in IFN pathway. In addition, we inserted a 

cyan fluorescent protein (CFP) with a nuclear localization signal (NLS) under the 

endogenous USP18 promoter (PUSP18) with a P2A spacer between the reporter and the 

USP18 coding region (Figure 2.3A). USP18 is a negative feedback in IFN signaling 

pathway.  
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 We first repeated the IFN-l dose response experiment. Interestingly, unlike STAT1-

mCherry reporter, IRF9 induction showed dose dependent when the concentration was 

lower than 25 ng/ml. However, the higher concentrations showed similar induction level 

implying a saturation in the number of cell surface receptors (Figure 2.3B left). We decided 

to use 100 ng/ml as in further experiments. Even more surprising, unlike IFN-a, IFN-l barely 

induced USP18 (Figure 2.3B right). The single cells distribution of nuclear STAT1 signal 

showed “responder” subpopulation of which had STAT1 activation similar to IFN-a and IFN-

g treated cells while majority showed no STAT1 activation (Figure 2.3C left). Additionally, 

IFN-l induced IRF9 better than IFN-g but less than IFN-a (Figure 2.3C middle). Lastly, it 

was clear that only subpopulation of cells expresses USP18 upon IFN-l stimulation and the 

average induction was much less than in the IFN-a treated cells (Figure 2.3C right). 

 A more careful analysis of the “responder” population showed that these cells had 

higher induction of STAT1, IRF9 and USP18 (Figure 2.4A and B). Time lapse images 

showed that these cells emerged early after IFN-l stimulation and the kinetics of gene 

induction were distinct from the “none responder” cells (Figure 2.4C and D). Noticeably, 

these cells showed delayed USP18 induction compared to IRF9 similar to IFN-a stimulation 

(Figure 2.4 D). In conclusion, based on our triple colored reporter we found that although 

IFN-g had high STAT1 activation but showed no IRF9 and USP18 induction. IFN-a showed 

strong STAT1 activation and IRF9 induction but came with the high USP18 induction trade-

off. Uniquely, for IFN-l, despite low STAT1 activation, it moderately induced IRF9 but not 

USP18.    

The synergy between interferon-l and interferon-g  

 The effectiveness of IFN-a in therapy is limited because of adverse hyperreactivity 

of immune cells and desensitization due to USP18 induction. Since IFN-l also induce 
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similar ISG but weaker amplitude and slower kinetics possibly due to weak STAT1 

activation, we asked whether combination with IFN-g can enhance its activity. Indeed, 

combination of IFN-l and IFN-g significantly increased STAT1 nuclear translocation 

implying stronger STAT1 activation (Figure 2.5B left). Moreover, IRF9 induction was 

significantly higher than IFN-l or IFN-g alone or the sum of the two IFNs (Figure 2.5B 

middle). Therefore, we concluded that there was a synergy between IFN-I and IFN-III.   

Differential gene expression between IFN-I and IFN-III 

 It is generally accepted that ISG induction is similar between IFN- I and IFN-III [57]. 

However, recent reports support our observation that there is differential gene expression 

between these two pathways [58] especially USP18 expression. To confirm our 

observation, we knock-downed USP18 by stably integrated shRNA in the dual colored 

reporter cells. We found that USP18-KD showed significant increase in STAT1 nuclear 

translocation both upon IFN-a and IFN-a + IFN-g (Figure 2.5 D). This confirms the 

upregulation of this negative feedback in IFN-I pathway. On the other hand, there was no 

significant difference between WT and USP18-KD cells in response to IFN-l or IFN-l + 

IFN-g. We concluded that IFN-I and IFN-III had differential downstream gene expression. 

We suspected that the different kinetics might be responsible for this disparity. More 

comprehensive studies are necessary to identify sets of genes activated by different 

pathway. 

STAT1 activation is responsible for the synergy effect between IFN-II and IFN-III  

 Since IFN-l showed very weak STAT1 activation but IFN-g showed very strong 

STAT1 activation, we hypothesized that IFN-g supplied activated STAT1 for IFN-l pathway. 

Because STAT1 activation by IFN-g is rapid, a short pulse of IFN-g should be sufficient to 

create synergy. To test the hypothesis, we used microfluidic device to generate short pulses 
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of IFN-g while maintaining the constant flow of IFN-l. As expected, we observed similar 

level of IRF9 expression to the sustained stimulation of both IFNs (Figure 2.6A). The time 

lapse images showed transient STAT1 nuclear translocation caused by IFN-g and gradual 

increase in STAT1 and IRF9 expression (Figure 2.6B). However, we performed this 

experiment on the dual reporter cell line; therefore, we were unable to observe USP18 

expression. We expect USP18 level to be lower in the IFN-g pulses experiment than the 

sustained because USP18 induction is duration and amplitude dependent. 

Development of synthetic IFN-g production system to mimic the synergy in vivo  

 The main IFN-g in vivo are natural killer (NK) cells, T-cells and macrophages. To 

study how epithelial cells respond to IFN-g produced by these cells, ones need to co-culture 

them or study them in vivo. To simplify the complication of cell culture and multiple 

cytokines, other than IFN-g, secreted by the immune cells, we attempted to develop IFN-g 

producer cells of which the level of IFN-g can be tuned. To do this, we integrated a Tet-ON 

reporter construct in the dual reporter cells (Figure 2.6C). Upon doxycycline addition, the 

transcription of human IFN-g will occur along with P2A-nls-CFP which serves as a marker 

for identifying the producer cells and inferring amount of IFN-g produced. The initial test 

showed that the level of IFN-g and STAT1 activity can be tuned with doses of doxycycline 

(Figure 2.6C right). In addition, doxycycline could create the synergy effect with IFN-l as 

seen with exogenous IFN-g treatment (Figure 2.6D). Ultimately, we aim to culture the 

“producer” cells with the “none-producer” cells at different ratio to mimic the in vivo system. 

This system will allow us to study not only the synergy between two types of IFN but also 

how the cytokine signal is spread and contained during infection. 
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Discussion 

 IFN pathway is a crucial primary response against virus infection. As the COVID-19 

pandemic is threatening health of millions and vastly damaging the world economy, it is 

clear that understanding how cells regulate IFN pathway is as essential to understanding 

how virus infect cells. Recent studies suggest the low ISG induction due to dysregulation of 

IFN-I and IFN-III pathway allows SARS-CoV-2 to replicate stealthily in lung epithelial cells 

[59].  This insufficient innate immune response coupled with high production of pro-

inflammatory cytokines such as IL-6 and chemokines such as CXCLs lead to 

hyperactivation of immune cells and increase mortality rate in COVID-19 patients [60]. In 

addition, IFN-I and IFN-III showed promising therapeutic results in number of cases [61,62]. 

Despite increasing evidences of IFN role in COVID-19, more studies are needed to better 

understand the timing of administration and how ISG kinetics contribute to success and 

failure in therapy. This study illustrates unique characteristics and interaction between 

different type of IFNs. We discovered that IFN-g can synergistically enhance IFN-l while 

minimize the induction of a negative feedback molecule such as USP18.  

 IFN-I and IFN-III, even though using different receptors, signal through an identical 

downstream signaling molecules. Heterodimerization between STAT1 and STAT2 allows 

nuclear translocation. In the absence of IFN, STAT1 and STAT2 can shuttle between 

nucleus and cytoplasm [63]. Upon IFN treatment, phosphorylated STAT1 and STAT2 

rapidly translocate to the nucleus. However, we observed incomplete nuclear translocation 

of STAT1. On the other hand, IFN-g stimulation lead to homodimerization of STAT1 and 

complete nuclear translocation. It is unclear how cells differentiate the dimer formation from 

the homodimer of phosphorylated STAT1 upon IFN-I stimulation. Nonetheless, we showed 

that incomplete STAT1 nuclear translocation was caused by lack of sufficient STAT2 
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partner. Overexpression of STAT2 allowed complete STAT1 nuclear translocation but in 

turn caused incomplete STAT2 nuclear translocation (Figure 2.1E). It suggests that cells 

control the strength of IFN-I response via the amount of STAT2 expression. STAT2 acts as 

a limiting factor in the pathway while acts as an inhibitor in the other pathway. This regulation 

is vulnerable to zika virus infection because it targets STAT2 for degradation and therefore 

is able to shut down IFN-I response [64]. Yet, it remains unclear how IFN-l induced ISG in 

the absence of detectable STAT1 and STAT2 nuclear translocation. We believe that IFN-l 

only weakly activates STAT1 and STAT2, a level that is indistinguishable with our 

measurement method.  

 Despite the general weak response to IFN-l stimulation, a subset of cells showed 

strong ISG expression. These small percentage of cells emerged early in the treatment and 

subsequent daughter cells remained “responder” cells. The fact that these cells did not 

showed strong STAT1 nuclear translocation prompted us to speculate that the ISG 

promoters in these cells reside in special epigenetic state such as less DNA methylated or 

highly histone acetylated. This is supported by a study in intestinal epithelial cells which 

also showed heterogenous response to type III due to cell polarization [65]. To test this 

possibility, we will treat cells with methyltransferase inhibitor (decitabine) or histone 

deacetylase inhibitor (valproic acid) and observed changes in ratio of “responders” and 

“non-responders”. Alternatively, it is possible that these cells express higher level of 

IFNLR1. To test this possibility, we will perform immunostaining for IFNLR1. In addition, we 

will sort out these responders and track how sensitivity to IFN-l change over subsequent 

culture in order to investigate whether the changes are transient or permanent.  

 The specificity in IFNLR1 expression limit the response of IFN-l to epithelial cells. 

This grants huge advantages over the use of IFN-l over IFN-a in therapy because it 
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significantly lowers the risk of cytokine storm caused by overreaction of immune cells to IFN 

[66]. However, IFN-l induces weaker ISG expression. In this study we showed that we can 

enhance IFN-l activity by increase STAT1 phosphorylation. More importantly, short pulses 

of IFN-g is sufficient to create synergy. In addition, the combination of IFN-l and IFN-g only 

slightly induce USP18 expression; therefore, did not cause desensitization. Future 

experiments need to be performed to characterize more complete sets of genes 

differentially induced by IFN-a, IFN-l and IFN-l+IFN-g. Our discovery can be applied to 

develop novel method in IFN-l delivery in viral infected patients or cancer treatment.  

 During virus infection cells need to restrain the spread of virus by rapidly upregulate 

antiviral proteins. However, some of these proteins led to apoptosis and hinder cell growth. 

Therefore, the response needs to be local to ensure survival of non-infected cells especially 

in multicellular organisms. In addition to understanding how IFN signaling is regulated within 

a single cell, we aim to study how IFN secreted by different cells contributed to antiviral 

response. The synthetic IFN-g secretion system, we developed, is a proof-of-concept in vitro 

model for researchers to dissect complex interaction of multiple cytokines in a simplified 

and adjustable set-up. We intended to mimic the interactions between epithelial cells and 

resident IFN-g producing cells, such as macrophage and NK cells. It is likely that distribution 

of these resident immune cells limits the synergy effect within an area of infection and 

therefore restricts anti-infection response.  

 Finally, the urgency in understanding basic biology of host innate immune response 

against SARS-CoV-2 places IFN pathway into the focus of attention. This study provides 

evidence to support the use of IFN-l in treatment of COVID-19. The methods used in this 

study can be easily apply to other signaling pathways to obtain deeper insight on 
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heterogeneity and temporal responses. Further studies in animal models is needed to 

validate the proposed strategies and direct clinical application.        
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Figure 2.1 Different types of IFN induce different STAT1 nuclear translocation 
dynamics. (A) Schematic of HeLa reporter cell line engineered using CRISPR/Cas9 (top). 
STAT1 was tagged with mCherry at C-terminus to monitor the translocation and expression. 
A simplified diagram of the IFN pathway components that can be monitored using the 
reporter cell line. Binding of IFN leads to homodimer or heterodimer of STAT1 of which 
activate different sets of downstream genes. (B) STAT1 nuclear translocation in response 
to doses of IFN-a, IFN-g and IFN-l focusing on the first 6 hours of the stimulation. The 
stimuli were added at time = 0 hr. Nuclear STAT1 signal was quantified in single cells and 
the average was shown. (C) Representative time-lapse images of cells showing STAT1 
nuclear translocation and STAT1 expression in response to IFN treatment during the first 
24 hours. Scale bar is 20μm. (D) Averaged time traces of nuclear STAT1-mCherry. 
Data are represented as the mean (solid lines) and + standard deviation (SD) 
(shaded areas). (E) Representative time-lapse images of cells showing STAT1 nuclear 
translocation in overexpressed YFP-STAT2 cells in response to IFN treatment. Scale bar is 
20μm. (F) Averaged time traces of nuclear STAT1-mCherry fluorescence of 
experiment shown in (E). Data are represented as the mean (solid lines) and + 
standard deviation (shaded areas).  
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Figure 2.2 Heterogeneity in STAT1 expression induced by IFN-λ treatment.  
(A) STAT1 expression in cells after treated with different concentrations of IFN-l for 48 
hours. The images show only representative subpopulation of the cells with high STAT1-
mCherry expression. (B) Violin plots showing the distribution of STAT1 expression 
quantified from the full view images shown in (A). (C) Distributions of nuclear STAT1-
mCherry fluorescence in single cells without (control) and with 100 ng/ml IFN-l treatment. 
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Figure 2.3 Different type of IFN induced differential downstream gene expression.  
(A) Schematic of the triple colored reporter cell line. A coding sequence for P2A-YFP was 
inserted endogenously into C-terminus of IRF9 coding sequence. A coding sequence for 
NLS-CFP-P2A was inserted endogenously into the N-terminus of USP18 coding sequence 
of the previous cell line. (B) Average time traces of PIRF9-YFP and PUSP18-CFP quantified 
from single cells in response to different doses of IFN-l. (C) Distributions of STAT1-
mCherry, PIRF9-YFP and PUSP18-CFP fluorescence in response to no stimuli, 100 ng/ml IFN-
a, 25 ng/ml IFN-g and 100 ng/ml IFN-l (n = 9241, 7468, 10153 and 9347 cells respectively). 
The red dashed lines indicate the threshold of cells  considered as “responder” cells.  
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Figure 2.4 IFN-l induces strong ISG expression in a subset of population.  
(A) Representative images of a subpopulation of cells with strong IFN-l response. Cells 
were treated with 100 ng/ml IFN-l for 48 hours. (B) Scatterplots showing expression of 
nuclear STAT1-mCherry, PIRF9-YFP and PUSP18-CFP fluorescence in single cells. The 
fluorescent signals were normalized to the expression of the nuclear marker. The red data 
points represent cells with the expression level of both reporters higher than the mean + 
standard deviation. (C) Time lapse images illustrating the emergence of “responder” cells. 
Cells were treatment with 100 ng/ml IFN-l and a subset of the full view image was cropped 
and analyzed. (D) Time traces of STAT1-mCherry, PIRF9-YFP and PUSP18-CFP fluorescence 
in single cells from images shown in (C). The red lines indicate cells with strong response 
classified from the final PIRF9-YFP > 500 a.u.  
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Figure 2.5 The synergy between IFN-II and IFN-III. (A) Average time traces of nuclear 
STAT1-mCherry, PIRF9-YFP and PUSP18-CFP in response to different types of IFN and 
combination of IFNs. The concentrations of IFN-a, -g and -l are 100, 25 and 100 ng/ml 
respectively. (B) Distributions of nuclear STAT1-mCherry, PIRF9-YFP and PUSP18-CFP 
fluorescence comparing response to the combination of IFN-gl to IFN-a. Cells are treated 
for 72 hours and the images were taken and quantified in single cells. The signals were 
normalized to nuclear marker signal. Solid lines were fitted as “Gaussian” distribution model. 
(C) Representative images showing the difference between response to IFN-a and IFN-gl. 
(D) Average time traces of nuclear STAT1-mCherry and PIRF9-YFP fluorescence in WT cells 
(solid lines) and USP18-KD cells (dashed lines).  
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Figure 2.6: A short pulse of IFN-g is sufficient to maintain the synergy.  
(A) Average time traces of nuclear STAT1-mCherry and PIRF9-YFP fluorescence of cells in 
microfluidics treated with 2 hour-pulse of 25 ng/ml IFN-g (green strips) in the presence of 
sustained 100 ng/ml IFN-l. (B) Representative time lapse images of cells in one chamber 
of a microfluidic device in the experiment showed in (A). (C) Schematics of tetracycline-
inducible IFN-g reporter construct. A coding sequence of human IFN-g gene was inserted 
after a minimum CMV promoter followed by P2A-nls-CFP. Upon addition of doxycycline, 
rtTA can bind to TREs led to expression and secretion of IFN-g of which can be inferred 
from nuclear CFP level. Distributions of nuclear STAT1-mCherry and nuclear CFP 
fluorescence in response to different doses of doxycycline. (D) Left: schematic showing how 
doxycycline induces IFN-g production from the producer cell (blue) causing STAT1 nuclear 
translocation and the synergy effect seen in IRF9 induction. Right: the average time traces 
of STAT1-mCherry and PIRF9-YFP fluorescence in Tet-inducible reporter cells.       
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Materials and Methods 

Cell cultures and Cell line construction 

Hela cells were grown in DMEM medium supplemented with 2 mM L-glutamine, 5% 

fetal bovine serum and 1% penicillin-streptomycin in 5% CO2 in air atmosphere at 37°C. 

Trypsin-EDTA solution was used for sub-culturing. For time-lapse microscopy, DMEM 

medium without phenol-red was used to reduce auto-fluorescent background. The 

sustained interferon signal experiments were performed in 24-well plate. In those cases, 

the cells were seeded at 5,000 cells/well for 24 hours and fresh medium was replaced 

before setting the plate with a microscope. We used a microfluidic device to generate pulses 

of IFN signal. To set up the microfluidic experiment, cells were loaded as described 

previously [67] and placed in an incubator for 24 hours to allow the cells to adhere. During 

the experiment the medium was flowed at 1ml/hour.  

To generate the nuclear marker cell line, we used CRISPR technique [68] to 

endogenously insert nuclear localization signal (NLS) sequence followed by 2 copies of 

infrared fluorescent protein (2iRFP) and a translational skipping sequence (P2A) after actin-

β (ACTB) promoter. The cells were screened with antibiotic and sorted by FACS and 

selected for monoclonal cells. We then performed PCR and sequencing to confirm the 

correct insertion and integration. The correct clone was then used to generate C-terminus 

tagged STAT1-mCherry cell line using CRISPR technique[54][69]. The clones were 

screened in similar manner as the nuclear marker cell line and the correct homozygous 

clone was used to generate the IRF9-P2A-YFP cell line (named dual colored reporter). 

Finally, we generated NLS-CFP-P2A-USP18 cell line (named triple colored reporter). 

Lentivirus was used to integrate pCMV-YFP-STAT2 reporter construct into the 

STAT1-mCherry cell line. Cells were screened with puromycin for 5 days and sorted with 
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FACS for monoclonal cells. The final clone was validated with PCR and sequencing. 

Similarly, Tet-inducible IFN-g construct was stably integrated into dual reporter cell line, 

screened and validated for a single monoclonal and homogenous clone.   

The knockdown of USP18 by shRNA was done using retrovirus transduction. We 

screened the transfected cells with 1 µg/ml puromycin for 5 days and confirmed the 

presence of the construct in the cells with PCR and confirmed the knock-down of USP18 

with western blotting. 

Chemicals 

The E. coli-derived recombinant human IFN-α-1a was obtained from Prospec (CAT# 

cyt-520). The E. coli-derived recombinant human IFN-γ was obtained from R&D Systems 

(CAT# 285-IF-100).  The mouse myeloma cell line, NS0-derived recombinant human IL-

29/IFN-λ1 was obtained from R&D Systems (CAT# 1598-IL-025). Throughout this study, 

type I IFN refers to IFN-α, type II IFN refers to IFN-γ and type III IFN refers to IFN-λ1.  

Time-lapse microscopy 

The time-lapse imaging experiments were performed using a Nikon Ti-E inverted 

fluorescent microscope with Perfect Focus, coupled with an EMCCD camera (Evolve, 

Photometrics). The light source is a SOLA system from Lumencor. Images were taken with 

10X and 20X objective. During the experiment, the plate or the microfluidic device was 

taped to a customized holder and placed on the motorized stage of the microscope. For the 

plate experiment, one position in the middle of the well was chosen while 11 positions were 

chosen in one microfluidic device. The microscope was programed by NLS Element to 

acquire phase, cy5.5 and mCherry every 5 min, YFP every 20 min and CFP every 30 min. 

During the experiments, the cells were maintained in 5% CO2 at 37°C using customized 

environmental chamber.   
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Image Analysis and single-cell tracking 

Background correction was performed using ImageJ “rolling ball” background 

subtraction algorithm with 50-pixel radius. The images were processed using a custom 

MATLAB code for single-cell tracking and fluorescence quantification. The nuclear marker 

(iRFP signal) was used for nuclear segmentation and the phase image was used for 

cytoplasm segmentation. The single cell trajectories were analyzed, and we performed cell 

selection to remove incorrect tracking trajectories based on the nuclear size traces. The 

code was described in detail previously [70,71] 
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Table 2.1 Primers used in Chapter 2 

Primer names Sequence 

ACTB_gRNA5_F CACCGGCCGCGCTCGTCGTCGACAA 

ACTB_gRNA5_R AAACTTGTCGACGACGAGCGCGGCC 

ACTB_PAM_F CGCTCGTCGTTGATAACGGCTCCGGCATGTGCAAG 

ACTB_PAM_R GCCGTTATCAACGACGAGCGCGGCGATATCATCATCC 

STAT1_gRNA1_F CACCGCCTAGAAACACAGGATGTGA 

STAT1_gRNA1_R AAACTCACATCCTGTGTTTCTAGGC 

STAT1_PAM_F CTCTGTTGCTTCACATCCTGTGTTTCTAGGGAAATGAAAGAAAG

GCC 

STAT1_PAM_R GGATGTGAAGCAACAGAGTAGCAGGAGGGAATCACAGATGAG

AAGG 

IRF9_gRNA2_F CACCGCTCAGCTACTTCCGCCTGCG 

IRF9_gRNA2_R AAACCGCAGGCGGAAGTAGCTGAGC 

IRF9_PAM_F CCTTGGGACAGAGTATCCCCCGCAGGCGCAAGC 

IRF9_PAM_R AATTGCTTGCGCCTGCGGGGGATACTCTGTCCCAAGGGTAC 

USP18_gRNA3_F CACCGGCAAATCTGTCAGTCCATCC 

USP18_gRNA3_R AAACGGATGGACTGACAGATTTGCC 

USP18 PAM_F CATCCTCGCTGAGTCCTCGCAGTCCCCGGC 

USP18 PAM_R CTCAGCGAGGATGGACTGACAGATTTGCCTCAGGAGCC 

shRNA_USP18 TAAAAAAGGAGAAGCATTGTTTTCAAATCTCTTGAATTTGAAAA

CAATGCTTCTCCTGGG 

shRNA_neg TAAAAACAGTCGCGTTTGCGACTGGTCTCTTGAACCAGTCGCA

AACGCGACTGGGG 

BsrGI-STAT2_F AAAATGTACATGGCGCAGTGGGAAATG 

NotI-STAT2_R TTTTGCGGCCGCCTAGAAGTCAGAAGGCATCAAGG 
BsrGI-IRF9_F AAAATGTACATGGCATCAGGCAGGGC 
NotI-IRF9_R TTTTGCGGCCGCCTACACCAGGGACAGAATGG 
NheI-hIFNg_F TTTTGCTAGCATGAAATATACAAGTTATATCTTGGCTTTTCAG 

SalI-hIFNg_R TTTTGTCGACTTACTGGGATGCTCTTCGACC 
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Table 2.2 Plasmids constructed in Chapter 2 

Plasmid names Descriptions 

NHB0234 ACTB-gRNA5 in pSpCas9(BB)-P2A-Puro 

NHB0250  Nuclear marker donor: 1kb_UP-NLS-iRFPx2-P2A-1kb_Down 

in pUC19 

NHB0186 STAT1 gRNA1 in pSpCas9(BB)-P2A-Puro 

NHB0235 STAT1 donor: 1.5kb_Up-mCherry-1.5kb_Down in pUC19 

NHB0434 IRF9 gRNA2 in pSpCas9(BB)-P2A-Puro 

NHB0443 IRF9 Donor: 1kb_Up-mCitrine-P2A-1kb_Down in pUC19 

NHB0503 shRNA for USP18 in pSuperRetro-puro 

NHB0504 shRNA for negative control in pSuperRetro-puro 

NHB0636 USP18 gRNA3 in pSpCas9(BB)-P2A-Puro 

NHB0647 1.5kb_Up-NLS-mCerulean-P2A-1.5kb_Down in pUC19 

NHB0808 pCMV-YFP-STAT2 

NHB0701 pCMV-STAT2-YFP 

NHB0717 pCMV-CFP-IRF9 

NHB0710 pCMV-IRF9-CFP 

NHB0664 TRE-minCMV-IFNg-P2A-NLS-CFP-dDomain 
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Table 2.3 Cell lines generated in Chapter 2 

Strain Name Descriptions 

NHM003 HeLa pACTB-NLS-2iRFP-P2A-ACTB 

NHM008 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry 

NHM025 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry, pIRF9-IRF9-P2A-mCitrine 

NHM026 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry, pIRF9-IRF9-P2A-mCitrine, shRNA USP18 

NHM027 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry, pIRF9-IRF9-P2A-mCitrine, shRNA USP18 

negative control 

NHM032 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry, pIRF9-IRF9-P2A-mCitrine, pUSP18-NLS-

mCerulean-USP18 

NHM046 HeLa pACTB-NLS-2iRFP-P2A-ACTB, pSTAT1-STAT1-

mCherry, pIRF9-IRF9-P2A-mCitrine, TRE-minCMV-P2A-

NLS-mCerulean-dDomain 
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