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Abstract

We are able to learn from others through a combination of trust
and vigilance: we trust and believe people who are reliable
and have our interests at heart; we ignore those who are in-
competent or self-interested. While past work has studied how
others’ competence influences social learning, relatively little
attention has been paid to how others’ motivations influence
such processes. To address this gap, we develop a Bayesian
model of vigilance that considers the speaker’s instrumental
self-interest, and test predictions of this model through an ex-
periment. In accordance with our model, participants become
more vigilant when informants stand to benefit from influenc-
ing their actions. When perceived self-interest is maximal, tes-
timony can be discounted wholesale, rendering middle ground
increasingly difficult, if not impossible, to find. Our results
have implications for research on polarization, misinforma-
tion, and societal disagreement.

Keywords: vigilance; disagreement; communication; motiva-
tion; inference;

Introduction

Why do most trust doctors and teachers, but few trust lob-
byists or politicians? Why do we believe the testimony of
eyewitnesses more than defendants? And why do product re-
views from fellow consumers carry more weight than ads?!
Inferred motivations provide a common explanation across
these cases: Some people—Ilike doctors and eyewitnesses—
typically do not benefit from manipulating our beliefs and
actions, while others—Ilike politicians and defendants—stake
their careers and lives on social influence. Despite starkly
influencing who we listen to, believe, and rely on, inferred
motivations have received little direct attention from the cog-
nitive science community. In particular, we lack formal mod-
els that can make precise predictions about how people ad-
just their beliefs in others’ testimony based on evidence of
instrumental motivations. Here, we address this gap through
a novel computational model of these inferences, and present
an experiment that tests key predictions of our model. Be-
yond explaining consequential inferences, our findings pave
the way towards a novel account of polarization and have im-
plications for the design of interventions that increase align-
ment in trust.

! According to a global public opinion poll by IPSOS, 50% trust
teachers when only 12% trust politicians (Nicholas, 2022). Simi-
larly, when the conflicting testimonies of a defendant and an eye-
witness are the primary evidence in a trial, 75% of defendants are
convicted (Loftus, 1984). Finally, 92% indicated trusting word-of-
mouth recommendations more than advertisements, according to a
global consumer poll (Nielsen, 2012).

Prior Work: Social Learning and Vigilance
Selective Learning from Testimony

Others’ testimony extends the reach of our beliefs beyond
the horizon of our experiences (Lippmann, 1922). For in-
stance, we can learn that the climate is warming without feel-
ing hot—and that vaccines work without falling ill—because
we trust the testimony of scientists. Yet learning from testi-
mony is not as simple as merely trusting what we are told.
Other people may be incompetent or ignorant, or even ma-
nipulative, aiming to sway our judgments and decisions in
service of their own interests (Harris, 2012). Philosophers
have long recognized the importance of critical, reflective in-
quiry in shielding one’s beliefs from undue manipulation by
others (Fricker, 1995). Such epistemic vigilance is thought
to undergird the very possibility of cooperative communica-
tion and social knowledge transmission, as it allows people to
selectively trust reliable testimony (Sperber et al., 2010).

The Need for Research on Vigilance of Motivation

Research in psychology has empirically investigated the
mechanisms underlying vigilance (Mercier, 2017; Clément,
2010), and recent cross-disciplinary work aims to investi-
gate its macro-scale implications (Reisinger, Kogler, & Jiger,
2023; Flache et al., 2017). Yet some aspects of vigilance re-
main elusive. As Sperber et al. (2010) noted in a landmark
review of vigilance: “What is most urgently needed is (...)
research on how trust and mistrust are calibrated to the situa-
tion, the interlocutors and the topic of communication. Here,
two distinct types of consideration should be taken into ac-
count: the communicator’s competence on the topic of her
assertions, and her motivation for communicating.” Since
this review, much work has focused on the vigilance of com-
petence, whereas vigilance of motivation has been relatively
understudied. We outline this research and the gaps in our
understanding of vigilance before describing how our ratio-
nal analysis addresses these gaps.

Vigilance of Competence. Epistemologists have provided
formal Bayesian models of source credibility (Merdes,
Von Sydow, & Hahn, 2021; Olsson, 2011), psychologists
have shown that sophisticated mechanisms for reliability in-
ference are present both in adults and children (Aboody,
Yousif, Sheskin, & Keil, 2022; Langenhoff, Engelmann,
& Srinivasan, 2023), and computational cognitive scientists
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have shown how such inferences can be formalized (Shafto,
Goodman, & Frank, 2012; Landrum, Eaves, & Shafto, 2015).
Bayesian analyses have been recently been expanded to ex-
plain people’s inferences from persuasive messages (Bhui &
Gershman, 2020), and how people can detect the difference
between systematically biased and noisy information sources
(Schulz, Schulz, Bhui, & Dayan, 2023). The literature on in-
ferences of reliability or competence has thus received exten-
sive, cross-disciplinary interest (Harris, Koenig, Corriveau, &
Jaswal, 2018).

Vigilance of Motivation. Despite this progress, the ques-
tion of how others’ motivations influence vigilance and in-
ference has received much less direct attention. Most of the
relevant work comes from public policy and science commu-
nication, which has examined how views of scientists change
in response to evidence about their funding sources. This
research has found that the credibility of research decreases
when people learn that it has been privately funded (Critchley,
2008; Critchley & Nicol, 2009), and that scientists work-
ing as lobbyists are perceived as having less integrity and
benevolence than publicly funded scientists (Konig & Jucks,
2019; Johnson & Dieckmann, 2020). Motivation-induced
vigilance has consequences beyond lower trust: Revealing
a lobbying-association causes people to interpret misleading
evidence provided by a scientist more accurately (Gierth &
Bromme, 2020). More generally, the literatures on persua-
sion (Cialdini & Goldstein, 2004; O’Keefe, 2018) and negoti-
ations (Mnookin, 1992; Reynolds, 2020) have shown that re-
vealing the motivations underlying a message can make them
more or less convincing, depending on whether the motiva-
tions are self-interested, altruistic, or reciprocal (O’Keefe,
2013; Whatley, Webster, Smith, & Rhodes, 1999). Despite
this cross-discipline body of evidence that inferred motiva-
tions influence the persuasive appeal of messages, explana-
tions for why or how they do so remain informal.

Research has thus shown that we lose trust in communica-
tion when it could be driven by self-interest (Mercier, 2020).
But why does this happen? We seek to answer this question
by developing a rational model of communicative inference
amid instrumental motivation.

A Formal Model of Vigilance

The Rational Speech Acts framework

Our model builds on the Rational Speech Acts (RSA) frame-
work (Frank & Goodman, 2012). RSA is a formal model
of language understanding, modeling communication as a re-
cursive reasoning process between a speaker and a listener.
Speakers choose utterances u to update the listener’s beliefs
about the true world state w. Formally, speakers choose an
utterance according to a utility function U (u, w):

Ps(u | w) o< exp{ Bs - U(u,w) }, €))

where Bg is a soft-max parameter controlling speaker opti-
mality. The speaker is assumed to address a so-called “literal”

listener typically hold a uniform prior over possible world
states. Lo denotes their posterior beliefs after hearing the ut-
terance. The speaker thus reasons about the literal listener’s
beliefs after hearing the utterance:

Pro(w | u) o< dp,q(w) P(w), 2)

where 8p,(,) denotes the meaning of u, returning one when
utterance u is true of w and zero otherwise. L is literal be-
cause it uses only lexical meanings. To formalize pragmatic
language understanding, RSA defines a pragmatic listener,
L;. The pragmatic listener embeds a speaker model (which in
turn embeds a literal listener, Lg):

Pri(w | u) o< Ps(u | w)P(w). 3)

Reasoning about the speaker’s intent allows the pragmatic lis-
tener to move beyond a literal interpretation and consider the
speaker’s communicative intentions (see Figure 1).

While the classical RSA speaker objective assumes the
speaker is trying to reduce the listener’s uncertainty about
the world state (Frank & Goodman, 2012), recent work has
extended RSA to consider decision-theoretic utility (Sumers,
Ho, Griffiths, & Hawkins, 2023). This approach models the
listener as a rational agent who will act in the world. The
speaker’s communication influences their beliefs, and thus
their subsequent actions. Listeners are modeled as noisy-
rational actors who choose an action a from a set of available
actions A. The listener updates their beliefs after hearing an
utterance (Eq. 2), then marginalizes over them to estimate the
reward for action a:

Ri(a,u) =) R(a,w)Pry(w|u). )

weWw

The scalar reward value for an action is defined by the
world state: R: 4 x W — R. Ry represents the listener’s pos-
terior beliefs about their decision problem: it specifies the
listener’s expected reward for action a after hearing utterance
u. The listener then forms a decision policy 7y as a softmax
(Savage, 1954), choosing an action a according to:

7z (a | u,A) o< exp{ Br-Re(a,u) }, 5)

where B is the listener’s softmax optimality. Then, rather
than seeking to be informative, speakers can instead maxi-
mize the listener’s expected rewards:

Uspeaker (1 | w,A) = Z . (a| u,A)R(a,w). (6)

acA
While RSA has been used to model a wide range of linguis-
tic phenomena (Degen, 2023), it rests on a fundamental—and
fundamentally unrealistic—assumption: that speakers and
listeners are purely cooperative.? In our model, we consider a

ZNotably, studies of deception use similar recursive reasoning,
but make the opposite assumption: that communication is purely ad-
versarial (Oey, Schachner, & Vul, 2023; Alon, Schulz, Rosenschein,
& Dayan, 2023).
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Figure 1: A graphic illustrating the recursive reasoning pro-
cess in the Rational Speech Acts framework. In this case, we
can explain why a dog owner might say “my pet barks” in-
stead of “my pet is a mammal,” even though both statements
are true. This is because “mammal” is under-informative for
a naive listener, since it could refer to either the elephant or
the dog.

mixed motives setting where the speaker’s cooperative stance
can interpolate between these two extremes (full cooperation
and pure deception), and extend RSA to enable inference over
the speaker’s latent motivational state. In our empirical tests
we focus on how knowledge of this cooperativeness parame-
ter influences listener’s inferences.

Computational Model

We extend prior work on instrumental communica-
tion (Sumers et al., 2023; Sumers, Hawkins, Ho, Griffiths,
& Hadfield-Menell, 2022; Van Rooy, 2003; Benz, 2006;
Franke, 2009) by relaxing the assumption that the speaker
is cooperative, instead allowing the speaker and listener’s
reward functions to diverge. A pragmatic listener then
faces an additional challenge: they must infer the speaker’s
motivations for producing an utterance, in order to determine
whether or not to believe it.

Formally, we assume that the speaker and listener have in-
dependent instrumental reward functions, Rg(a) and Ry (a)
respectively. These reflect the value that each party receives if
the listener takes an action a.3 For example, in a trial setting,
we can imagine that the listener is a juror whose actions are to
vote to convict or acquit. In this case, we expect that the de-
fendant benefits from a vote to acquit regardless of their guilt
(Rs(acquit) > 0). In contrast, an eyewitness is a neutral third
party with minimal stake in the outcome (Rs(acquit) ~ 0).

3For notational simplicity, we drop the dependence on w from
prior work, writing R(a) instead of R(a|w). This assumes that the
world state is synonymous with the rewards of actions.

The speaker’s reward function can then be modeled as a
convex combination of their instrumental reward and the lis-
tener’s instrumental reward,

Rioint (R, Rs, A, a) = AR (a) + (1 —A)Rs(a), )

where A € [0,1]. When A = 0 the speaker is purely self-
interested, and considers only their personal instrumental re-
ward. When A = 1 the speaker is purely altruistic.

Then the speaker’s probability of choosing an utterance is
a softmax over the expected utility — the “joint” reward asso-
ciated with each action, times the probability of the listener
taking it:

Pg(u| Rg,R, A A) o< exp ) Rioinc(Re,Rs, A, a) x 7z (a | u). (8)
A

A purely self-interested speaker manipulates the listener
for their own benefit, choosing utterances that lead the listener
to maximize Rg regardless of the consequences for them-
selves (Rr). In contrast, an altruistic speaker guides the lis-
tener to maximize R;. Intermediate values lead to a compro-
mise between speaker and listener’s benefit.

Finally, a pragmatic listener formalizes epistemic vigilance
by reasoning about both the true reward of an action (Rp)
and the speaker’s motivations (their instrumental reward, Rg
and helpfulness, A). The vigilant listener marginalizes over
the speaker’s motivations to perform inference over Ry, us-
ing their priors over Rg, Ry and A to decide whether or not to
believe the speaker:

P(Rr | u) o< P(u | Rs,Rr,M,A)P(Rs)P(RL)P(A).  (9)

In the next section, we use simulations to illustrate how a
vigilant listener’s beliefs are shaped by these priors.

Simulations

We consider a minimal setting where a listener must choose
from three actions, A = (ap,a1,a2). Each action is worth 0
or 1 to the speaker and listener and their reward functions
are independent of each other. We assume Bs = B, = 10 and
place a uniform prior over possible reward functions. Finally,
the set of utterances consists of all action-value pairs, i.e. “ag
is worth 07, “aq is worth 17, “a; is worth 0”, and so on.

To demonstrate the effects of epistemic vigilance, we vary
the listener’s priors over the speaker’s motivations. We as-
sume the speaker says “ag is worth 1” and then plot the lis-
tener’s resulting posterior (Equation 9) in Figure 2B. The
leftmost plot shows how the speaker’s altruism affects the lis-
tener’s inference. When the listener believes the speaker is
self-interested (A = 0) they discount testimony entirely; their
posterior remains uniform over [0,1]. As A increases, the lis-
tener is increasingly willing to believe the speaker, and their
posterior shifts towards the stated value (“ag is worth 17°). The
middle plot shows how the speaker’s reward influences the
listener’s beliefs. When the speaker does not benefit from the
action (Rg = 0) the listener is willing to believe them. How-
ever, as Ry increases, the listener is more skeptical. Finally,
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the rightmost plot varies both the speaker’s altruism and re-
wards. Altruistic speakers are trusted regardless of whether
they stand to benefit, whereas self-interested speakers are met
with increasing skepticism as their potential rewards increase.

Testing the Model’s Predictions

We presented participants with a simple vignette where differ-
ent people recommend a credit card, with differing amounts
of referral bonuses motivating their reccommendations. Par-
ticipants provided their judgments of the quality of the card
across conditions, and then provided relevant social judg-
ments (e.g., how self-interested they think the recommenders
tend to be).

Our primary aim in this study was to investigate three foun-
dational questions regarding the psychology of vigilance:
First, do people in fact systematically decrease their trust in
others’ testimony when they learn that they have independent
instrumental motivations? Second, do the ways in which they
adjust their credences accord with the predictions of our com-
putational model? And finally, do people’s prior levels of
trust in other individuals moderate the effect of instrumen-
tal motivations? Given that the recursive inferences underly-
ing instrumental reasoning are quite complex, people could
be relatively insensitive to further considerations, such as the
identity of the informant.

Methods

Participants Participants were 77 adults (48 male, 29 fe-
male, 0 other, mean age = 37.4) recruited on Prolific in ex-
change for monetary compensation ($1.20 for a 6-minute
study). Participation across all studies was restricted to users
currently residing in the United States with an approval rating
> 98% on at least 100 tasks.

Materials and Procedure Participants read four sets of vi-
gnettes in random order. Each set involved the same scenario,
but different characters. As an example, here is the vignette
involving a close friend:

You are interested in getting a credit card. One day, as
you are having a conversation with a close friend, the
topic of credit cards come up. Your friend tells you that
they have done a lot of research and they think the new
DoubleCash card is the best.

Moreover, your friend tells you that you should defi-
nitely get the card, and gives you a link that lets you
easily access the sign-up page for it.

Participants then indicated how good they thought the card
was initially, using a 7-point Likert scale from “Much worse
than other cards” [1] to “Much better than other cards” [7],
with “Neither worse nor better” as a neutral midpoint [4].
Participants next learned about referral bonuses (“A referral
bonus is a cash reward someone may get for convincing an-
other person to sign up for a card”). They then considered
four scenarios, and re-rated the same card-quality scale for

each. In these scenarios, they considered learning that the
informant either received i) no referral bonus, ii) a $10 refer-
ral bonus, iii) a $100 referral bonus, iv) and a $1000 referral
bonus. Participants completed these judgments separately for
four characters: a stranger, a neighbor, a close friend, and a
romantic partner.

After completing these key trials, participants provided an
open-ended explanation of their strategy during the experi-
ment, and completed several other ratings. First, they rated
how self-interested the characters are (“‘When others interact
with us, they can be self-interested, care about us, or both
care about their own and our well-being. Consider the peo-
ple you had in mind in the previous question. Please rate
how much they care about themselves vs. you.”) on a slider
from ‘entirely self-interested’ [0] to ‘only wants what is best
for you’ [100] with ‘both self-interested and cares about you’
[50] as a midpoint. They then rated how good they thought
the differing referral bonuses were, on average, from ‘getting
this bonus would not matter at all’ [0] to ‘would be extremely
good to get this bonus’ [100]. Finally, they provided ratings
of how competent the characters are, from ‘totally incompe-
tent at knowing whether a card is good’ [0] to ‘extremely
competent at knowing whether a card is good’ [100]. Partici-
pants finally provided demographics (age, gender, education),
as well as a self-reported attention check.

Results

Given that our data contained multiple measurements from
each participant, we used linear mixed-effects regressions
implemented through the 1lme4 package (Bates, Michler,
Bolker, & Walker, 2014) in R across all of our analyses. In
keeping with recent recommendations, we first fit ‘maximal
models’ including random slopes and intercepts, and itera-
tively simplified models if they did not converge (Barr, Levy,
Scheepers, & Tily, 2013).

Manipulation Checks. We first investigated whether our
manipulations worked as intended (see Figure 2A). As
expected, participants inferred strangers, neighbors, close
friends, and lovers to be increasingly altruistic, [3 =21.27,
95% CI [19.11,23.42], t(74.01) = 19.37, p < .001. Across
analyses of different characters, we operationalized the effect
of different relationships through an ordinal mapping.

Participants also perceived larger referral bonuses to be
increasingly desirable, = 29.07, 95% CI [26.62,31.51],
(74.00) = 23.30, p < .001; though reported utility showed
diminishing sensitivity to increasing dollar amounts, replicat-
ing a finding that extends back to Bernoulli (1738).

Altruism moderates trust. Having established that partic-
ipants perceived differences in altruism across characters, we
investigated whether this altruism translated to increased trust
in the characters’ testimony. As predicted by our computa-
tional model (see Figure 2B, left panel), participants gener-
ally drew stronger inferences from the testimony of characters
perceived as more altruistic, B = 3.07, 95% CI [2.81,3.34],
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Figure 2: Results from simulations and the behavioral experiment. A. Box plots of altruism and reward utility for the exper-
imental conditions. As expected, participants perceive closer others as increasingly altruistic in their motivations, and they
perceive higher dollar amounts as better (though with diminishing marginal returns, such that exponential increases in dollar
amounts linearly increase utility). B. Simulations illustrating how the speaker’s motivations affect the listener’s inference. Each
plot shows the listener’s posterior estimate after hearing an action is worth 1. Left: when the listener believes the speaker is
self interested (A = 0) they discount their testimony entirely. As A increases, the listener is increasingly willing to believe the
speaker. Center: When the speaker does not benefit from the action (Rs = 0) the listener is willing to believe them. As Rg
increases, the listener is more skeptical. Right: combining both altruism and reward. Altruistic speakers are trusted regardless
of whether they stand to benefit, whereas self-interested speakers are met with increasing skepticism as their own instrumen-
tal rewards increase. C. Participants’ inferences about how good the recommendation is for them, as a function of the same
features explored in the simulations. Note that participant inferences go below neutral in the case of the stranger, indicating
that participants are considering the possibility that the card might be bad for them, a possibility we did not explore in the
simulation. The line connects mean reward inferences and 95% confidence intervals across conditions.
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1(74.00) = 22.52, p < .001 (see Figure 2C, left panel).

Incentives moderate trust. Across all characters, our
model predicts that increased speaker incentives (i.e., refer-
ral bonuses) should explain away listener rewards, leading to
lower trust (see Figure 2B, middle panel). We also observe
this decreasing marginal trust with increasing rewards in our
data, B = —0.23, 95% CI [-0.35,—0.11], #(74.00) = —3.70,
p < .001 (see Figure 2C, middle panel).

Interaction between altruism and incentives.

Beyond the intuitive direct relationships between altruism, in-
centives, and trust, the key prediction of our computational
model was an interaction between these factors. In partic-
ular, our model predicts that high prior beliefs about altru-
ism should protect trust from the effect of incentives. For
instance, at the limit of pure altruism, knowledge of incen-
tives should have practically no effect on trust (see Figure 2B,
right panel). We also observe this key interaction in our data,
B =0.05,95% CI [0.01,0.09], #(74.00) = 2.34, p < .05 (see
Figure 2C, right panel). The more altruistic the character, the
weaker the decrease in trust from incentives.

Discussion

Testimony is powerful: we can convince juries to free the in-
nocent (or convict them), persuade the public to vaccinate (or
to drink bleach), and influence consumers to sign up for ad-
vantageous credit cards (or fall for scams). Learning from
testimony thus requires inference mechanisms that incorpo-
rate both trust and vigilance. In this paper, we shed new light
on these mechanisms through a Bayesian model of instru-
mental communication. This model explains how prior be-
liefs and evidence about others’ motivations rationally guide
inferences from testimony. We also investigated key empir-
ical predictions of this model through an online experiment,
and found that participants’ responses closely replicate the
dynamics of the model. Below, we first situate these find-
ings within the broader literature on vigilance, then outline
fruitful directions for future research, and conclude by con-
sidering important theoretical implications of this work for
our understanding of misinformation, polarization, and soci-
etal disagreement.

Much work across different disciplines has examined the
mechanisms underlying vigilance of competence—how we
come to selectively learn from the reliable and knowledge-
able, and discard the testimony of noisy or overconfident
sources (Harris et al.,, 2018). Yet those who deceive us
are often not incompetently misinformative, but instead de-
liberately shape their messages to manipulate our behavior,
because they have a stake in our judgments and decisions.
Psychologists have tested how such personal stakes influ-
ence trust through intuitive, qualitative predictions—for in-
stance, investigating whether lobbying reduces trust in scien-
tists (Konig & Jucks, 2019). Critically, however, the existing
work on motivational vigilance does not provide rational ex-
planations for why we draw precisely the inferences that we

do. Our Bayesian model addresses these gaps: We propose
that people rationally consider (i) their prior beliefs about
how self-interested others are, and (ii) the evidence that they
obtain about others’ and their own outcomes, (iii) through re-
cursive social reasoning. This model leads to surprising pre-
dictions that are reflected in participants’ behavior: Learning
about others’ motivations can ‘explain away’ the informative-
ness of testimony, even when potential rewards are known to
be independently distributed (i.e., without assuming zero-sum
rewards; or that others profit when we suffer).4

Though our models’ predictions broadly align with partic-
ipant behavior in the specific case of inferences from credit
cards, two additional steps need to be taken to broadly vali-
date it as an account of epistemic vigilance. First, the com-
putational model needs to be fit to participant data to enable
quantitative comparisons between model predictions and hu-
man inferences. Second, further experiments are necessary
to investigate how well our model generalizes to other cases.
Given that people’s judgment and decision-making is remark-
ably sensitive to the decision domain in question (Oktar &
Lombrozo, 2022a), our model might need additional contex-
tual information to be able to predict inferences across con-
texts. In particular, people’s assumptions about how others’
and their own outcomes tend to be related in a given domain
will substantially influence the predictions of the model.

A domain of particular interest is politics. With partisan
animosity and misalignment increasing in the U.S and glob-
ally, recent research has focused on elucidating the psycho-
logical mechanisms underlying polarization (Iyengar, Lelkes,
Levendusky, Malhotra, & Westwood, 2019). This work has
uncovered identities (Van Bavel & Pereira, 2018), cognitive
limitations (Pennycook, McPhetres, Bago, & Rand, 2022),
and other mechanisms (Jost, Baldassarri, & Druckman, 2022)
as causing polarization. Our work demonstrates a comple-
mentary explanation for how polarization persists even when
partisans are exposed to the same testimony: People may
have differing prior beliefs about others’ instrumental motiva-
tions; with partisans believing sources aligned with the other
side to be systematically self-interested. This mechanism
may explain why certain interventions—such as exchanging
personal narratives (Kalla & Broockman, 2020)—can reli-
ably shift views amid polarized conversations: These inter-
ventions help listeners calibrate their understanding of the
motivations underlying political or scientific testimony. Be-
yond polarization, addressing inferences of selfish or nefari-
ous intent may allow people to re-evaluate their views on en-
trenched societal disagreements (Oktar & Lombrozo, 2022b),
and reconsider their intuitive judgments through communica-
tion and deliberation (Oktar, Lerner, Malaviya, & Lombrozo,
2023).

4Such explaining away happens commonly in causal reasoning:
If we see rain on our window, and notice that the sprinkler was on,
we infer that it is unlikely to be raining, even if sprinklers are turned
on randomly. This is because both rain and sprinkling are unlikely
to occur at the same time, compared to just one of them occurring
(Wellman & Henrion, 1993).
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