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Multiwire Phase Encoding: A Signaling Strategy for
High-Bandwidth, Low-Power Data Movement

Prashansa Mukim

Abstract—This article presents multiwire phase encoding
(MWPE), a transition signaling technique aimed at chip-to-chip
communication on silicon interposer technology, where multi-
ple, relatively low-bandwidth transmission lines can be easily
routed between high-performance dies. The encoding exploits
timing correlation between transitions on multiple band-limited
wires to achieve high ensemble bandwidth, potentially exceeding
that of parallel conventionally encoded NRZ links. The unam-
biguous encoding enables instantaneous bit synchronization,
resulting in low-power, low-latency, PLL-/DLL-free on-chip data
movement. Theoretical and practical bandwidths achievable by
phase-encoded links are evaluated as a function of channel prop-
erties. Link timing, driver, and receiver circuits are implemented
to evaluate the link performance and power costs associated
with moving MWPE data. The Hspice simulation-based estimates
indicate that a 2-mm-long MWPE link can achieve 126-Gb/s
bandwidth on a lossy, dispersive transmission line medium, with
an energy cost of 0.24 pJ/bit in 22-nm FDX technology.

Index Terms— High bandwidth, low-power on-chip link, tran-
siting signaling.

I. INTRODUCTION

T HAS been well established that the energy cost of

moving data across a large scale System-on-Chip (SoC)
or Network-on-Chip (NoC) is orders of magnitude higher
than the cost of computation [1]-[3]. Most widely used
high-performance I/O interfaces are based on either a source
synchronous architecture [4], where the clock is transmitted
on a separate channel along with parallel data channels or an
embedded clock architecture [5], where the clock is recovered
from the transmitted data edges. These techniques generally
transmit non-return-to-zero (NRZ) encoded data and utilize
delay-locked loops (DLLs) or phase-locked loops (PLLs) at
the receiver for clock and data recovery. While techniques to
reduce the dynamic power consumption of NRZ links have
been proposed [6] and [7], these links also incur static power
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consumption due to an always-ON PLL or DLL and require
hundreds to tens of thousands of clock cycles to achieve a lock.
This increases the link overhead, especially if the communi-
cation is burst-mode or is switched from different sources.

Transition signaling protocols, in contrast, entirely encode a
clock in signal transitions and, thus, do not require a sampling
clock to recover the transmitted data. This eliminates most
of the static power consumption associated with a DLL- or
PLL-based link receiver and also makes the link “fire-and-
forget” as the data can be recovered instantaneously. How-
ever, currently known transition signaling techniques, such as
1-of-n level encoded transition signaling (LETS) [8], m-of-n
RTZ encoding [9], relative order-based encoding [10], and
relative time-based encoding [11], achieve this at the cost
of substantially lower effective data bandwidth compared to
conventional NRZ level encoded links. Furthermore, their use
has been limited to short-distance and low-speed (<2 Gb/s)
bus-based communication.

One differentiating work is a two-phase level encoded
dual-rail (LEDR) link proposed by Dobkin et al. [12], which
has been shown to operate at bandwidths up to 67 Gb/s in
65-nm technology. However, this technique achieves a high
data bandwidth by transmitting pulses as narrow as 15 ps
and may not be viable for communication over band-limited,
lossy, and dispersive on-chip wires with a reach of several
millimeters. In this article, we propose a general transition
signaling protocol called multiwire phase encoding (MWPE),
which is designed to exploit timing correlations between
multiple signaling wires to transmit data at effective rates:
1) higher than the bandwidth limit of a single wire; 2) higher
than the rate of other known transition signaling techniques;
and 3) comparable to or higher than parallel conventional NRZ
encoded links. Both passive [13] and active [14] interposer
links have been successfully implemented and shown promise,
as has the use of transition signaling for communication
between multiple locally clocked but globally asynchronous
domains on an NoC [15]. On-chip or on-interposer links
would be the ideal target applications for the proposed MWPE
encoding.

The organization of this article is given as follows. The
MWPE protocol, theoretical bandwidth limits, and bandwidth
comparisons are presented in Section II. The link architecture
and performance limits of a six-wire MWPE link on prac-
tical on-chip channels are presented in Section III. Circuits
for the six-wire MWPE link are implemented in 22-nm
FDX technology, and the link is characterized in terms of
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Fig. 1. Transitions on an n =4, k =2 S-MWPE link.

power, performance, and reliability against PVT variations in
section IV.

II. MULTIWIRE PHASE ENCODING: PROTOCOL AND
THEORETICAL BANDWIDTH LIMITS

Assume Ty, to be the minimum pulsewidth that can be
reliably transmitted on a given channel, chosen based on
length, loss, and dispersion limits. This dictates that consecu-
tive transitions on any particular wire should be apart in time
by at least Ti,,. However, for a multiwire link, transitions on
different wires have no such constraint. MWPE on an n-wire
link is defined by the following three rules.

1) Consecutive transitions on any wire must be apart in

time by at least Tpin.

2) Consecutive transitions on different wires can happen

at a minimum interval of AT, which is a fraction of
Tiin, 1.6., AT = Tiin/ k. We define k to be the number
of phases, and AT is the resolution of consecutive
transitions on different wires.

3) Data are encoded in the identity of switching wire(s).
MWPE can be of the single-transition type [or single-transition
MWPE (S-MWPE)] if only a single wire is allowed to
transition at any given time or of the multitransition type
[or multitransition MWPE (M-MWPE)] if multiple wires are
allowed to transition simultaneously. Fig. 1 shows an example
of an S-MWPE link with n = 4 wires and k = 2 phases
such that a single wire can switch at intervals AT = Tpin/2,
as long as consecutive transitions on the same wire are apart
by at least Ti,,. Fig. 2 shows an example of an M-MWPE
link with n = 4 wires and k = 2 phases such that one or two
wires can switch at intervals AT = Tyin/2, and switching
times between consecutive transitions on the same wire have
a lower limit of T,;,. The data transmission bandwidth for
each type of encoding can be estimated as follows.
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Fig. 2. Transitions on an n =4, k = 2 M-MWPE link.

S-MWPE: Considering the example of Fig. 1, after wire-1
(w;) switches at time 0O, for the next word transmission at
time AT, any wire except w; can switch without violating
Tmin. As k = 2, this constraint is released at time 2AT.
Thus, on each phase, there are three available wires that
can switch, enabling transmission of log,3 bits of data at a
rate = AT = Tyin/ k.

By the same argument, an n-wire, k-phase S-MWPE link
can transmit log,(n — k + 1) bits of data at a rate = AT =
Tin/ k, resulting in an effective data transmission bandwidth
of

k x logy(n —k+1)
Tmin ’

k > 2 ensures that AT is, indeed, less than Ty, and k < n—1
ensures that at least two wires are available to be switched
on every phase and at least log,2 = 1 bit of data can be
transmitted by means of transitions on each of the k-phases.

For bandwidth estimation of M-MWPE, consider the exam-
ple of Fig. 2. At every AT step, either one wire can switch
(leaving three available wires to switch in the next time
step) or two wires can switch (leaving two available wires
to switch in the next time step, allowing at least 1 bit of data
transmission). Let the state where one wire switched in the
previous time step be called S and the state where two wires
switched in the previous time step be called S,. When the
state is Sj, there are six combinations of transitions possible
on the three available wires: three single-wire transitions + (;)
double-wire transitions, and thus, log,6 = 2.58 bits can be
transmitted. On the other hand, when the state is S5, there are
three combinations of transitions possible on the two available
wires: two single-wire transitions + 1 double-wire transition,
and log,3 = 1.58 bits can be transmitted. To estimate the
average number of transmitted bits, we need to know the
probability of being in each state. If each combination is

(1

BWs.mwpE =

Authorized licensed use limited to: Univ of Calif Santa Barbara. Downloaded on April 20,2022 at 20:56:36 UTC from IEEE Xplore. Restrictions apply.



MUKIM AND BREWER: MWPE: SIGNALING STRATEGY FOR HIGH-BANDWIDTH, LOW-POWER DATA MOVEMENT

equally likely, when in §;, three of the six combinations
result in the next state being S;, and when in S, two of the
three combinations result in the next state being S;. Therefore,
the probability of being in each state is S} =

p1=p1 x3B/6)+ (1 —p1) x(2/3). 2)

On solving, p; = 4/7, and the probability of being in each
state is S = p, = 1 — p; = 3/7. The average data
transmission bandwidth for n = 4, k = 2 M-MWPE is then

p1#10g,6 + py xlog,3 4.3
AT B Tmin.

3)

The average bandwidth for other combinations of n and k can
be obtained similarly and will be of the form shown in the
following equation:

k x z;g:](pi x log,c;)
Tmin

BWwm.mwee = (4)
where S in the total number of states for that encoding, p;
is the probability of being in state i, and ¢; is the number of
switching combinations available when in state i.

Algorithm 1 describes the steps for estimating the band-
width of any n,k M-MWPE link. First, all possible states
are calculated, where the length of each state is k — 1 (as
every transitioning wire is busy for k — 1 time steps), and the
elements of each state are ordered to denote how many wires
transitioned in the previous k — 1 time steps. A maximum of
n — 2 wires can be busy at any given time (to allow transmis-
sion of at least one bit in the next cycle). All permutations of
lists of length k — 1 whose elements lie between 1 and n — 2,
with the sum of all elements less than or equal to n — 2 is
the set of valid states for the given n and k. Next, the number
of transitions possible for every state is counted. The count
depends on: 1) the number of available wires to switch given
the history of the current state and 2) the maximum number of
wires that can switch in the current time step, given the history
of the current state, such that at least two wires are available to
switch in the next time step. The maximum number of wires
allowed to switch is the minimum of these two values, and
count;; stores the number of combinations of transitions for
state i when j wires switch. Then, for each count;; value,
the next state is formed by the history of the current state
except the first element, as it will no longer be busy, and the
number of wires that switch in the current state (j). Now,
the probability p; of being in each state S; can be calculated
by scanning through all the count,,; values for each state S,,.
If the next state for a count,,; value is the same as the state for
which the probability is being calculated (S;), the ratio of this
count,,; value to the sum of all count,,; values for the current
state S,, is multiplied with the probability p,, of being in the
state being iterated (S,,) and added to the total probability
p; of being in state S;. Linear equations for the probability
of each state create S (= number of states) linear equations
in § variables. Solving these equations determines the state
probabilities. The bandwidth for the encoding is calculated by
calculating the average number of bits transmitted in every
time step (= Tin/ k).

1545
Algorithm 1 Calculating Bandwidth for M-MWPE

1: function BANDWIDTH(n, k, T}in)

2 states <— STATES(n, k)

3 for all S; € states do

4 count; <~ COUNT(n, k, S;)

5: ¢ = Ea”j count;;

6 nextState; < MAP_NEXT_STATE(.S;, count;)
7 end for

8 P < PROB(states, count, nextState)

9: bandwidthy_ ywpe = M

10: return bandwidthy_ pw pPE

11: end function

12: function STATES(n, k)

13: states « {all S; € {1,n — 2}¥~1 such that

14 3520 Sij <n—2}

15: return states

16: end function

17: function COUNT(n, k, S;)

18: avail_switch < n — Zf;ll S

19: next_switch < n —2 — Zf;gl Sij
20: max_switch < min(avail_switch, next_switch)
21: for j :=1: max_switch do
2. counti]- - (avail_;witch)
23: end for
24: return count;
25: end function
26: function MAP_NEXT_STATE(S;, count;)
27: for all count;; € count; do
28: nextState;; < {{ all S;; € S; such that j >

2}, 7}

29: end for
30: return nextState;

31: end function

32: function PROB(states, count, nextState)
33: for all S; € states do

34: for all count,, € count do
35: for all count,,; € count,, do
36: if nextState,,; == S; then
count
37: Pi < Pi + Pm X
Za”j countyy,;
38: end if
39: end for
40: end for
41: end for
42: Spi=1

43: Solve S x S matrix (S = |states|) to get all p;
44 P« {p}:,

45: return P

46: end function

The receiver decodes data by determining which of the
n-wires switched, as well as maintaining the history of the
previous k — 1 transitions. It should be noted that AT
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TABLE I
N-WIRE BANDWIDTH COMPARISONS

Encoding Effective Bandwidth
Conventional level-based NRZ Tn‘
loga(n)
1-of-n NRZ LETS [8] T
log, (")
-of-n RTZ [9 ——s
m-of-n [9] 5% oo
loga(n!)

Order Encoding [10] Toin + (n — AT

k xloga(n —k+1)
Tmin

k x Zle(pi x logac;)
Tmin

Proposed S-MWPE

Proposed M-MWPE

cannot be arbitrarily small, as the received signal will show
timing deviations caused by channel dispersion, intersymbol
interference, crosstalk, device noise, and PVT wvariations.
Ensuring that AT is greater than the total expected timing
noise of the received signal will result in successful data
reception.

Table I compares the effective data bandwidths for conven-
tional level-based NRZ encoding, other transition signaling
protocols, and phase encoding. The 1-of-n LETS [8] is similar
to S-MWPE in which it is one-hot, but the transitions on any
two wires are constrained to be apart by Tpi, and not a fraction
of Thin. The m-of-n RTZ codes [9] involve transitions on ()
wires every bit period and are denser than the 1-of-n LETS
codes, but the bit-period is twice of Ty, as it is a return-to-zero
protocol and transmits data on only one edge. Order codes [10]
further improve the code density by encoding data in the
relative order of transitions on n-wires, resulting in n! available
codes transmitted over a bit period = Ty, + (n — 1)AT.
Although counterintuitive, the efficacy of order codes actually
reduces as n increases because the time to transmit a symbol
is also o« n.

It is clear from Table I that the proposed S-MWPE protocol
outperforms the other transition signaling protocols in terms of
the effective bandwidth for sufficiently large values of k. Fig. 3
shows a comparison of the per-wire bandwidth of conventional
NRZ encoding and MWPE as a function of the number of
wires, n. For n > 6, S-MWPE can outperform the bandwidth
of parallel conventional NRZ encoding without requiring
clock-based decoding. Fig. 4 shows the bandwidth comparison
of different M-MWPE encodings. M-MWPE results in a
higher effective bandwidth than certain S-MWPE cases; for
example, when n = 4 and k = 2, S-SWPE achieves a
bandwidth that is 80% of an equivalent NRZ encoded link,
whereas M-MWPE achieves a bandwidth that is 110% of
NRZ. However, from a switching point of view, M-MWPE
is also prone to larger crosstalk induced time deviations, as it
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Fig. 4. Bandwidth comparisons of M-MWPE with conventional NRZ links.

allows simultaneous switching of wires. Although choosing a
larger n may lead to larger per wire bandwidths, wire length
matching requirements are imposed across a larger set of wires
in order to preserve phase relations of the transmitted signals.
For a fixed value of T,,,, choosing a larger k£ may also lead
to larger per wire bandwidths. However, this leads to smaller
values of AT, tightening the timing error margins between
transitions. In Section III, the performance of S-MWPE and
M-MWPE protocols on practical on-chip channels will be
evaluated to determine the actually achievable bandwidth given
channel distortion. The analysis will be focused on n = 6,
k = 2 MWEPE links as they offer reasonably high per-wire
and total bandwidths with the largest possible AT and low
encoding/decoding complexity.

III. LINK ARCHITECTURE AND PERFORMANCE ON
PRACTICAL CHANNELS

Six-wire, two-phase S-MWPE and M-MWPE links were
implemented in 22-nm FDX technology, and the link circuits
and coupled transmission lines using W-models [16] were
simulated in Hspice. The link architecture is shown in Fig. 5.

Authorized licensed use limited to: Univ of Calif Santa Barbara. Downloaded on April 20,2022 at 20:56:36 UTC from IEEE Xplore. Restrictions apply.



MUKIM AND BREWER: MWPE: SIGNALING STRATEGY FOR HIGH-BANDWIDTH, LOW-POWER DATA MOVEMENT

w1_sel 2
6-wire w2_sel 2
T iti w3 sel 2 Phase 6
w4_sel 2
w5_sel
Data wé_sel ;
2
i} T ] 2
P1 P1 P2 5
&
£
2-Phase P1 0_"» g ||
Clock P2 | 1805 E
2
=
Q
=
o
e
x6
w1_p 2 +
A & t
o [ i
w4 _p 2 Retimer
w5_p 2
Data ‘W6_p 2 L
==
Converter
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Fig. 6. Six-wire coupled microstrip line topology: W = S =3 um, H =

1 um, T =90 nm; C, = 230 pF/m, L, = 165 nH/m, C. = 56 pF/m, and
R, = 1.93 KQ/m.

At the transmit end, a two-phase clock is utilized to read
from a shift register block and random six-wire transition
encoded data, which follows the protocol rules described in
Section II. The data for each of the six wires are one-hot
encoded and transmitted on two wires. For example, a high
value on wl_sel[0] would indicate that wire-1 is selected to
switch on clock phase P1, whereas a high value on w1_sel[1]
would indicate that wire-1 is selected to switch on clock phase
P2. The phase encoder block uses the values on the wire select
lines to switch one or more of the six wires on clock phase
P1 or P2. The line drivers drive six coupled single-ended
transmission lines. Fig. 8 shows the transient waveforms of
various signals at the transmitter end. The lines are terminated
at the receiver, where a comparator first amplifies the received
data and converts rising and falling edges to pulses, which
are finally retimed to occur at k x AT intervals by the
retimer block. The output of the retimer consists of pulses
on two channels for each wire, whose presence indicates that
the corresponding wire is transitioned in the respective clock
phase. Fig. 9 shows the transient waveforms of various signals
at the receiver end.

In order to evaluate the maximum allowable bandwidths
for n = 6,k = 2 S-MWPE and M-MWPE links on prac-
tical on-chip channels, the link was driven by random data
(following the rules specified by the encoding protocol) with
the minimum pulsewidth on any wire (T,,) ranging between
40 and 80 ps. Timing deviations in the received data due
to channel dispersion, intersymbol interference, and crosstalk
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and R, = 1.93 KQ/m.
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effects were then extracted to analyze the reliability of the
link at different lengths. The first channel that was simulated
is shown in Fig. 6. It consists of six unshielded local chip
wire microstrip lines with the parameters shown in the figure.
The outer two wires have a larger C,/C, value than the inner
two wires and the values shown in the figure are the ones
that lead to a minimum C,/C.. A channel comprising of
six shielded coplanar waveguides, as shown in Fig. 7, was
also simulated, which shows significantly smaller crosstalk
effects but consumes nearly double the wiring resources. The
insertion loss for these channels at 20 GHz for lengths of
1-5 mm lies in the range of 1.6-6 dB. While eye diagrams
are a useful metric to evaluate the reliability of NRZ encoded
links involving a sampling receiver clock, their direct use
is not appropriate for evaluating MWPE links. MWPE links
do not make use of any sampling clock at the receiver, and
their reliability only depends on the timing deviations of local
successive transitions, as opposed to global timing deviations
across all transitions. For example, as shown in Fig. 10,
a 4-mm-long shielded S-MWPE link shows closed eyes on
all wires. However, when the eye diagrams are realigned such
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Fig. 10. Eye diagrams for n = 6, k =2, Tpin = 60-ps S-MWPE shielded
links of 4-mm length.

that for each wire, all zero crossings of the waveforms are
considered to be the origin, and voltages on all wires are
plotted for a bit period starting from this origin (as shown
in Fig. 11), the resulting eye diagrams show open eyes. This
shows that, even though the actual eye diagrams show closed
eyes, local edge-to-edge timing of deviations is much smaller,
and decoding based on the timing of consecutive edges is
possible. Thus, jitter, as defined in Fig. 12 to be the deviation
in the timing of consecutive transitions from the ideal timing
of consecutive transitions (A7), is used to assess the reliability
of MWPE links.

Fig. 13 shows the jitter for n = 6,k = 2, T\yin = 60-
ps S-MWPE links implemented using the unshielded and
shielded transmission line topologies of Figs. 6 and 7, with
line lengths of 4 mm. The following constraint is used to
determine if the link operation would fail with the given jitter:
the retiming circuit at the receiver is designed to reliably
trigger at minimum consecutive transition times of (2/3)AT,
it is known to not retrigger if the spacing between consecutive
transition is between 0 — (1/3)AT, and the window between
(1/3)AT — (2/3)AT is the “unreliability” window where the
retimer may trigger but produce pulses too narrow to drive the
subsequent logic, and hence, the window should be avoided.
Thus, for the S-MWPE link with a single transitioning wire
on every phase, the link would not fail as long as the time
between consecutive transitions is > (2/3)AT, or if the jitter
is < —AT/3 = —10 ps. As shown in Fig. 13, the S-MWPE
link has enough margin when shielded signal wires are used

Voltage (V)
Voltage (V)

0 10 20
Time (ps)

Fig. 11.  Aligned eye diagrams for n = 6, k = 2, Tpyin = 60-ps shielded
S-MWPE links of 4-mm length.

wl
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w3
wéd
w5
- w6

oltage

Vsw

P Ti T

.

S

Time

Fig. 12. Jitter for an MWPE link computed from
consecutive transitions.

relative timing of

and is very close to failure with unshielded wires for wire
lengths of 4 mm.

Fig. 14 shows the jitter for n = 6,k = 2,Thn, =
60-ps M-MWPE links implemented using the same unshielded
and shielded transmission line topologies. The reliability of
M-MWEPE links depends on one additional constraint: since
multiple wires can transition in the same clock phase, the jitter
for the same phase transitions should be <(1/3)AT to avoid
retriggering the retiming circuit, as the retiming circuit is
designed to trigger once every clock phase (working described
in Section IV). The M-MWPE link has enough margin when
shielded signal wires are used, and it fails with unshielded
wires of 4-mm length, as shown in Fig. 14. Fig. 15 shows
the maximum wire lengths over which data can be reli-
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Jitter for n = 6,k = 2, tmin = 60 ps S-MWPE links of 4-mm
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Fig. 14. Jitter for n = 6,k = 2, Tipin = 60 ps M-MWPE links of 4-mm
length.

ably transmitted using shielded and unshielded S-MWPE and
M-MWPE links with varying minimum pulse widths Tiyy.
When T, is 40 ps, the unshielded M-MWPE link fails even
for line lengths of 0.5 mm. Unshielded S-MWPE links are
reliable for longer distances than M-MWPE links as they
exhibit lower worst case crosstalk-induced timing deviations.
Intersymbol interference, loss, and dispersion effects limit
the minimum 7, that can be used. Note that, as these
arguments are worst case, restricted M-MWPE codes avoiding
the worst case crosstalk transition pairs might well achieve
higher performance; however, the selection of such codes is
beyond the scope of this article. Section IV presents link
circuits that are implemented in 22-nm FDX technology to
evaluate the maximum performance achievable in this technol-
ogy, the power cost of moving data using MWPE, and factors
that govern the tolerance of the link under PVT variations.

IV. LINK IMPLEMENTATION

The two-phase clock, phase encoder, and retimer circuits
were implemented using pulse logic [17], a self-resetting
logic family of gates, typically used for the design of
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Fig. 16. Pulse gates used for implementing the link.

high-performance asynchronous circuits. Pulse logic is only
rising-edge sensitive and uses atomic pulses to encode
both data and timing, allowing the efficient realization
of high-performance transition signaling protocols, such as
MWPE. Fig. 16 shows a pulse gate, which accepts a pulse
at the pull-down network input to produce an output pulse,
whose width is primarily set by the delay of the reset loop.
Different logic functions, such as OR, AND, and AND-OR,
can be implemented by modifying the pull-down network.
Pulse AND in particular allows gated pulse triggering, as one
input is a pulse and the other input is a level. To convert
a pulse to a level, latches shown in Fig. 17 are used. The
rules for constructing pulse gate circuits are described in detail
in [18].

In 22-nm FDX technology, the FO4 delay of an inverter
implemented using low-V; transistors is ~5 ps, and for a pulse
gate, the propagation delay is &7 ps, and the reset time is
~20 ps. Thus, the retimer can retrigger at minimum intervals
of 20 ps, and we use a AT = 30 ps in order to meet the
timing constraints described in Section III. The clock used in
this implementation is a 12-gate, one-pulse collective pulse
oscillator (CPO) [19], designed to have a period = Ty, =
60 ps, and the two phases used in the link are tapped from the
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Fig. 19. Diriver circuit.

first and seventh gates of the ring. CPOs have been shown to
exhibit better noise rejection properties than similarly powered
inverter-based ring oscillators [19], and their use for MWPE
links helps to lower the timing noise at the transmit end.

The phase encoder circuit shown in Fig. 18 is a pulsed
multiplexer utilizing pulse AND-OR gates. It multiplexes either
clock phase P1 or P2 to the input of a toggle (T)-latch, based
on the values (levels) of the w1_sel[0 : 1] signals. The T-latch,
thus, produces a transition on wire-1 in one of the clock
phases. The encoder circuit of Fig. 18 is replicated six times
for the six wires and drives the line driver shown in Fig. 19.
The driver is a single-ended make-before-break driver [20]
driving a terminated transmission line of Zo =~ 27 Q, with the
signal swing on each line being &~ 170 mV.

At the receiver, the signal is amplified, and rising and
falling transitions are converted to pulses (see Fig. 20), which
are retimed by the circuit shown in Fig. 21 to occur at
intervals = 2 X AT = Ty;,. The retimer combines transition
events (represented by pulses) on the six wires using a tree

IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 29, NO. 8, AUGUST 2021

Comparator

Edge to Pulse Converter

INN_|

nbias

l_INP
_|

Fig. 20. Receiver circuit.

=T
Fulsea,ﬂ) /\

pulsed_out

/\ > T Q first

second

pulse5_out Q
=]
=] DA
pulse1_out | A
_/\\ wi1_p[1]
—1/
Wire 1 Retiming

Fig. 21. Retimer circuit.

of pulse-OR gates, whose output drives a T-latch (or a 1-bit
counter) to indicate the clock phase in which the wire is
transitioned. In parallel, delayed versions of transitions on all
wires (encoded as pulses) are split into two channels based
on the phase in which they occurred using pulse-AND gates,
and the output of the channel containing phase-1 pulses is
delayed by one clock phase to be aligned with the pulses on
the second channel. In general, for a k-phase MWPE link,
a k-bit counter can be used to split events on each wire to
k-channels identifying their phase of occurrence. Thereafter,
the data can be decoded by evaluating groups of k-consecutive
transitions. The following two-sided timing constraints should
be met for the retimer circuit to work as intended:

Reset-Time Constraint: Minimum separation between con-
secutive events on different clock phases should be longer than
the reset time of the OR-gates used in the combining tree to
ensure that all distinct events are captured.

Setup-Time Constraint: The T-latch should be set before the
next event arrival, and therefore, the delay of the T-latch should
be less than the minimum expected separation between events
on distinct clock phases.

Hold-Time Constraint: The delay of the T-latch should not
be smaller than the width of pulses; else, both pulse-AND gates
in the retiming logic would trigger. Due to these constraints,
the maximum allowable jitter due to channel distortions in
Section IIT was limited to AT/3.
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TABLE II
COMPARISONS WITH STATE OF THE ART
Reference [21] [22] [23] This work
BW/pin 30 21 10-20 12-21
(Gbps)
Energy 1.11 0.94 0.68-1.36 | 0.24-0.39
(pJ/b)
Technology | 28nm 28nm 65nm 22nm
Signaling PAM-3 | CNRZ-5 NRZ MWPE
Measured Yes Yes Yes No

The same circuits can be used for both S-MWPE and
M-MWPE links. The S-MWPE link achieves a total band-
width = 77.4 Gb/s (log,5 = 2.32 bits transmitted every 30 ps),
and the M-MWPE link achieves 125.8 Gb/s (3.77 average
bits transmitted every 30 ps) with total power consumption of
30.4 mW according to the power breakdown shown in Fig. 22.
Thus, an n = 6, k = 2, T, = 60 ps S-MWPE link
allows data movement across wires up to 3.5-4.5-mm long
(see Fig. 15) at an energy cost of 0.39 plJ/b, whereas an
n =206,k =2, Thin = 60 ps M-MWPE link allows data
movement across wires up to 2-4-mm long at an energy
cost of 0.24 pJ/b. Table II compares the performance of
MWPE links with related state-of-the-art works. By using
transmit preemphasis and/or receive equalization, the trans-
mission length could be further extended. Since the receiver
for MWPE links does not make use of a PLL/DLL, these
links eliminate the static power dissipation associated with
an always-ON PLL/DLL. In a system where these links are
used with an activity factor «, i.e., the links are active for
a fraction of time = «, the total power consumption would
be = a x denamic + Pyaic, Where denamic and Pyie are
the link dynamic and static power consumptions, respectively.
Pgraic in MWPE links corresponds to the bias current of the
receiver comparators (* 2mW), whereas, for PLL-/DLL-based
links, this term would be much higher corresponding to the
PLL/DLL power. The other system-level benefit of MWPE
links is due to the instantaneous link recovery. If the lock
time of a PLL-/DLL-based link receiver is L bit periods and
payloads of length P bit periods are transmitted, the link
efficiency would be P/(P + L), whereas, for MWPE links,
the efficiency would be close to 100% for all values of P as
the data can be recovered instantaneously.

Finally, these encodings are also robust against PVT vari-
ations, as long as the retiming circuit can be guaranteed to
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Fig. 23. Pulse gate delay variance due to (a) process variations, (b) voltage
variations, (c) temperature variations, and (d) body bias tuning.

work even at the slowest corner as the transmitter works at the
fastest corner, and vice versa. Fig. 23 shows how the delay of
a pulse gate varies with local and global process variations,
+10%Vyq variations, and temperature variations between 0 °C
and 100 °C. With the tunable body bias offered by 22-nm FDX
technology, the n and p body biases of the transmitter circuits,
particularly the clock, and the retiming circuit at the receiver
end can be tuned to lower the TX/RX speed disparity and
further improve the link robustness.

V. CONCLUSION

A general class of MWPE protocols, which encode data
in the timing correlation of transitions on multiple signaling
wires as opposed to voltage levels, was presented in this
work. They offer the advantage of very high-bandwidth data
transmission on lossy and dispersive on-chip channels at
rates higher than the effective bandwidth of the channel and
comparable to or higher than conventional level encoded NRZ
links. Furthermore, these links do not use PLL-/DLL-based
recovery mechanisms, leading to instantaneous data recovery
and low idle-state power dissipation. In this article, theoretical
bandwidth bounds for S-MWPE and M-MWPE were derived,
and the performance of these encodings on practical on-chip/
on-interposer channels was evaluated. Simulation of link cir-
cuits for moving MWPE data across wires of 2—-5-mm long
in 22-nm FDX technology showed that the energy cost of these
links is as low as 0.2-0.4 pJ/b.
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