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Will they participate? Predicting patients’
response to clinical trial invitations in a
pediatric emergency department

Yizhao Ni,1 Andrew F Beck,2 Regina Taylor,3 Jenna Dyas,3 Imre Solti,1 Jacqueline Grupp-Phelan,3 Judith W Dexheimer1,3

ABSTRACT
....................................................................................................................................................

Objective (1) To develop an automated algorithm to predict a patient’s response (ie, if the patient agrees or declines) before he/she is approached
for a clinical trial invitation; (2) to assess the algorithm performance and the predictors on real-world patient recruitment data for a diverse set of
clinical trials in a pediatric emergency department; and (3) to identify directions for future studies in predicting patients’ participation response.
Materials and Methods We collected 3345 patients’ response to trial invitations on 18 clinical trials at one center that were actively enrolling pa-
tients between January 1, 2010 and December 31, 2012. In parallel, we retrospectively extracted demographic, socioeconomic, and clinical pre-
dictors from multiple sources to represent the patients’ profiles. Leveraging machine learning methodology, the automated algorithms predicted
participation response for individual patients and identified influential features associated with their decision-making. The performance was vali-
dated on the collection of actual patient response, where precision, recall, F-measure, and area under the ROC curve were assessed.
Results Compared to the random response predictor that simulated the current practice, the machine learning algorithms achieved significantly
better performance (Precision/Recall/F-measure/area under the ROC curve: 70.82%/92.02%/80.04%/72.78% on 10-fold cross validation and
71.52%/92.68%/80.74%/75.74% on the test set). By analyzing the significant features output by the algorithms, the study confirmed several liter-
ature findings and identified challenges that could be mitigated to optimize recruitment.
Conclusion By exploiting predictive variables from multiple sources, we demonstrated that machine learning algorithms have great potential in im-
proving the effectiveness of the recruitment process by automatically predicting patients’ participation response to trial invitations.

....................................................................................................................................................

Keywords: patient-directed precision recruitment, socioeconomic status, predictive modeling, machine learning

INTRODUCTION
Challenges with patient recruitment for clinical trials represent major
barriers to the timely and efficacious conduct of translational re-
search.1 Despite a long-term effort made by the National Institutes of
Health to enhance clinical trial accrual, trial enrollment rates are not
improving, and even lower participation rates are reported in minority
and underserved populations.2–7 Previous research suggested that a
remarkable number of clinical trials were extended or closed prema-
turely because of recruitment problems.8–10 This can lead to a signifi-
cant waste of financial resources or underpowered studies that report
on clinically relevant research questions with insufficient statistical
power. The potential consequences and costs of failed clinical trials
due to poor recruitment highlight the urgent need to identify strategies
that could optimize and improve patient enrollment.

Studies have reported various predictors that impact the successful
recruitment of patients for clinical trials.4,11–34 At the patient level, de-
mographic characteristics such as age, race, and gender have been
commonly recognized as influential factors on patients’ participa-
tion.4,19,21,23,33,35,36 Patients’ financial and socioeconomic status (SES),
measured through factors such as insurance payer and education level,
have also been shown to correlate with decision-making.11,12,19,29,32

Besides these objective factors, the impact of patients’ subjective atti-
tudes towards research is thought to be considerable – attitudes are
also potentially influenced by family members and care providers, par-
ticularly in a pediatric setting.4,16,18,20,24,25,27,32,36,37 Additionally, each
clinical trial has unique characteristics that could impact a patient’s

willingness to participate, including time demands and scheduling, trial
type (eg, randomized trial), and financial incentive.4,25,27,33 Some of
these characteristics could confound a patient’s clinical status when
influencing their participation decisions. For instance, deterioration of a
patient’s health could motivate the family to participate in a disease-
specific trial, while lower severity of illness could potentially have the
opposite effect.19,38 Other factors, such as seasonality and clinical envi-
ronment have also proven to be influential in recruitment success.14,36

Despite these efforts, barriers remain in the application of such
findings toward interventions aimed at facilitating patient recruitment.
Since the majority of the work has focused on a handful of clinical tri-
als,2,5,11,12,19,29,32,35,36,38 small subgroups of the general population
(eg, race, gender, and ethic group),4,32,34 or with a specific type of trial
design,16,24,27,37 generalizability of findings, and of the predictors
studied, remain of unclear significance to a broad range of clinical
trials. Although the use of such findings to tailor trial invitations for
individual patients was widely accepted as a future direction,13,24,29

few have actually trialed implementation, possibly due to the labor-
intensive process of collecting and reviewing pertinent information in
the busy clinical care setting.13 Therefore, there is a critical need for
automated methods to analyze influential factors on patients’ decision
making to support patient-directed precision recruitment.

Machine learning is a field of computer science that employs
mathematical algorithms to learn the relation between, and make
prediction on, sets of data. The algorithms operate by formulating a
model from example inputs (ie, training data) to make data-driven
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predictions on unseen samples (ie, test data). Machine learning has
been widely used on a variety of clinical decision support tasks, in-
cluding patient clinical status detection, sign and symptom identifica-
tion for specific diseases, and phenotype discovery.39–43 In particular,
earlier studies have provided evidence for the effectiveness of ma-
chine learning in predicting human behaviors such as suicide attempt
and conflict.44–46 Nevertheless, few studies attempted to explicitly
predict human attitude towards clinical trial participation.36 Additional
study is therefore required to fill this gap in the body of knowledge.

To take the next step, we investigated different predictors from
multiple sources and developed a machine learning-based algorithm
to support patient recruitment. Our specific aims are: (1) to develop an
automated algorithm to predict a patient’s response (ie, if the patient
agrees or declines) before he/she is approached for a clinical trial invi-
tation, (2) to assess the algorithm performance and the predictors on
real-world patient recruitment data for a diverse set of clinical trials in
an urban tertiary care pediatric emergency department (ED), and (3) to
identify directions for future studies in predicting patients’ participation
response. The study is the first, known to us, investigation of influen-
tial factors from multiple sources to predict patients’ participation pref-
erence. Our long-term objective is to develop an automated approach
to patient recruitment that will achieve a more effective, patient-
directed paradigm in clinical trial enrollment.

METHODS
We included all clinical trials for patients occurring at the Cincinnati
Children’s Hospital Medical Center (CCHMC) ED between January 1,
2010 and December 31, 2012. Approval of the study was given by the
CCHMC institutional review board and a waiver of consent was
authorized.

The pediatric ED at CCHMC is an urban, level one trauma center
with 6 triage rooms, 42 beds, and 3 trauma bays. Its challenging clini-
cal environment offers a unique opportunity for implementing and
evaluating the proposed algorithm: the ED has a busy clinical care set-
ting with approximately 70 000 patient visits annually and treating ill-
ness takes precedence over patient recruitment. In addition, families
are often less likely to support ED research because of fears that it
could delay treatment or distract from care provided by their physician
in an emergency situation.47,48 As such, automatically identifying the

likelihood of patients’ participation preference before approaching the
patient or family promises benefits for clinical trial enrollment.

Figure 1 diagrams the overall processes of the study and the de-
tails of each process are provided below.

Clinical Trials and Gold Standard Patient Response
All 18 clinical trials that recruited patients in the ED and required pa-
tients’ (and/or parents’) consent/assent before enrollment were in-
cluded in the study. The trials covered a variety of clinical areas,
interventions, observations, randomized trials, and trials requiring
long-term follow-ups. Trial descriptions are presented in Table A1,
Supplementary Appendix.

In current practice, patient recruitment in the ED is performed on a
per visit basis. A clinical research coordinator (CRC) matches patients
with the actively enrolling trials open on the patients’ date of visit and
approaches the eligible patients if consent is required. Therefore, in this
study we treated each patient visit (referred to as “encounter”) as the
unit of analysis. During the study period, patients in 3444 encounters
were eligible for at least one of the trials and were approached for en-
rollment. Patients in 99 encounters (2.87%) were excluded due to lack
of documentation in the Electronic Health Record (EHR) (ie, no patient re-
sponse documented or unidentified home addresses), resulting in a set
of 3345 encounters for the study. We retrospectively collected the pa-
tients’ actual response (ie, agree or decline) to the trial invitations from
the CRC study database, which served as a gold standard set to train
and evaluate the predictive models. To use these data, we labeled the
consent and decline response as {þ1,�1}, respectively.

Patient and Clinical Trial Characteristics
Based on the literature, we collected a list of demographic characteris-
tics, measures of socioeconomic status, and clinical factors from mul-
tiple sources. The list consists of three categories of variables
(Table 1). First, encounter information (denoted by EI) that was docu-
mented during the patients’ visits, including the demographics, visit
data, and clinical status. Clinical status was represented by number of
arrival complaints, category of chief complaint, priority in triage, and
acuity of clinical problem. Second, we identified proxies of the pa-
tients’ socioeconomic status (denoted by SES). To estimate SES, the
patients’ addresses were geocoded or mapped using ArcGIS software

Figure 1: The overall processes of the study.
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Table 1: The List of Variables Collected from Multiple Sources

Variable Name Variable Description

Age (EI) Patient’s age

Gender (EI) Patient’s gender

Race (EI) Patient’s race

Ethnicity (EI) Patient’s ethnicity

Insurance type (EI) Patient’s insurance type (eg, commercial, Medicare, and self-pay)

Arrival means (EI) The arrival means of the patient (eg, walk in, by private car and other)

Arrival time (EI) The time interval in which the patient arrived (at 2-h increment)

Arrival season (EI) The season of the patient visit (spring, summer, autumn, winter)

Guardian presence (EI) Is the patient escorted by his/her legal guardian? (yes/no)

Arrival complaint (EI) Number of arrival complaints

Chief complaint (EI) The category of the patient’s chief complaint (eg, abdominal pain)

Pain score (EI) The pain score evaluated by the clinicians (normalized from 0 to 10)

Triage priority (EI) Is this patient a triage priority? (yes/no)

Acuity (EI) The acuity of the patient’s chief complaint (from 1 to 5: 1 indicating urgent complaint and 5 nonurgent complaint)

Length of stay (EI) Patient’s length of stay (at 30-min increment)

Disposition (EI) The disposition of the patient (admit, discharge, transfer, other)

Poor (SES) Percentage of persons within a census tract at <100% poverty line

Extreme poor (SES) Percentage of persons within a census tract at <50% poverty line

Unemployment (SES) Unemployment rate within a census tract for persons �16 years in the workforce

Income (SES) Median household income within a census tract

Occupied house (SES) Percentage of housing units that are occupied within a census tract

House value (SES) Median value of owner-occupied houses within a census tract

Crowded house (SES) Percentage of households with �1 person per room within a census tract

Rent house (SES) Percentage of households who rent their home within a census tract

Own car (SES) Percentage of households who do not own a car within a census tract

Marriage (SES) Percentage of persons aged �15 years who have never married within a census tract

Education (SES) Percentage of persons aged �25 years with less than 12th grade education within a census tract

Complexity (CTC) Amount of information provided to the patient (simple, moderate, complex)

Time required (CTC) Length of time required for the trial (brief, moderate, extensive)

Invasiveness (CTC) Level of invasiveness of the trial (from 1 to 5: 1 indicating noninvasive and 5 highly invasive)

Incentive (CTC) Amount of compensation

Conductor (CTC) Conductor of the clinical trial (patient, parent, CRC, nurse, and physician)

Trial type (CTC) Type of the clinical trial (observation, intervention, other)

Randomization (CTC) Is the trial a randomized trial? (yes/no)

Disease specific (CTC) Is the trial a disease specific trial? (yes/no)

Multi-center (CTC) Is the trial a multi-center trial? (yes/no)

Sample required (CTC) Does the trial require samples (eg, blood sample)? (yes/no)

Follow-up visit (CTC) Does the trial require follow-up visits? (yes/no)

Follow-up call (CTC) Does the trial require follow-up calls? (yes/no)

Insurance restriction (CTC) Does the trial only enroll Medicare or self-pay patients? (yes/no)

Sensitive topic (CTC) Does the trial involve sensitive topics? (yes/no)

“EI” in “Variable Name” indicates an “Encounter Information” variable, “SES” a socioeconomic status variable and “CTC” a clinical trial characteristics variable.

RESEARCH
AND

APPLICATIONS
Ni Y, et al. J Am Med Inform Assoc 2016;23:671–680. doi:10.1093/jamia/ocv216, Research and Applications

673



(Redlands, California).49 This allowed for the identification of the census
tract, or neighborhood, in which each patient lived. Ten socioeconomic
variables, available at the census tract level, were then extracted from
the 2008 to 2012 US Census American Community Survey to be used
as proxies for household-level SES.50 Third, clinical trial characteristics
(denoted by CTC) that could influence patients’ participation decisions
were identified.33 Two CRCs who recruited patients for the 18 trials
manually reviewed the trial protocols and abstracted the corresponding
characteristics (Table A2, Supplementary Appendix).

Since the goal of the automated algorithm was to predict patients’
decisions during the encounter to assist CRCs’ patient prioritization, all
the information used in the study was either available in the EHR, or
could be imputed from information in the EHR (eg, home address and
SES data), before patient discharge. Some variables discussed in the
literature (eg, patients’ treatment preference) were not available before
patient approach, so they were not included in the developed algo-
rithm. In addition, the current practice allows the CRCs to approach
stable patients for enrollment without need for notifying ED physicians.
Consequently, the physicians’ attitude towards the patients’ decisions
on trial enrollment were not available in the study database.
Therefore, we did not investigate physicians’ influence on patients’ de-
cision making, although “deference to physician opinion” was men-
tioned as an influential factor in the literature.16,37

Predictive Modeling of Patients’ Participation Response
Predictive modeling was applied to capture the mathematical relation-
ship between a patient’s response and the patient and trial variables
with the goal of weighing and identifying influential features for the pa-
tient’s decision-making. The process consisted of two steps: (1) fea-
tures were extracted from the multiple-sourced sets of data and were
normalized and (2) different machine learning techniques were lever-
aged to build the predictive models.

Feature Extraction and Normalization.
Since we collected variables from multiple sources, most of them re-
quired pre-processing and normalization before use in the predictive
models. Following the methodology from our previous studies, the
nominal variables (eg, gender and insurance type) were converted to
binary features.51 The numerical variables (eg, age, length of stay and
SES data) were first discretized into bins. The supervised discretization
method, “ChiMerge,” was then applied to merge bins using the Chi-
square test to reduce feature dimensions.52,53 Finally, the ordinal fea-
tures generated by ChiMerge were converted to binary features. In the
experiments the ChiMerge method was always trained on the data
that was never part of the test set.

Predictive Modeling.
We leveraged machine learning methodology to build models for pre-
dicting patients’ participation response. The baseline approach (denoted
by BASELINE) simulated the current practice in which the CRCs ran-
domly approached eligible patients without prioritization. It was imple-
mented as a random response predictor using a binomial probability
model, where the probabilities of agreeing/declining a trial invitation
were optimized using maximum likelihood estimation.54 The algorithm
randomly generated a response to a trial invitation based on the con-
sent/decline probabilities learned from the training data of the trial. We
then compared the baseline with two typical machine learning classi-
fiers: (1) logistic regression (LR), a direct probability model that mea-
sures the linear relationship between the features and the patients’
response and (2) a support vector machine (SVM) with linear kernel, a
nonprobabilistic model that constructs a hyperplane in the feature space

to separate the patients’ agree and decline response.54 We chose this
sample of classifiers on purpose because they allowed us to analyze co-
efficients on individual features. The coefficients implied importance of
the features in making predictions, and they were useful for identifying
predictive factors associated with the patients’ participation decisions.

To take into account the possibility of presence of correlated fea-
tures, we also validated the results with two additional machine learn-
ing algorithms: (1) SVM with a radial basis function (RBF) kernel that
captures the nonlinearity of the feature space55 and (2) a random for-
est that constructs a multitude of decision trees each of which learns
a highly irregular combination of the features.56

The classifiers output predictive values ranged between �1 and
þ1 to represent a patient’s response to a trial invitation. We used a
default threshold to place the predictions in binary form: if a predictive
value was greater than 0, we assigned þ1 to the output suggesting
that the patient agreed to participate. Otherwise, we assigned �1,
suggesting that the patient declined.

Experiments
Evaluation Metrics
To assess algorithm performance, we adopted three evaluation met-
rics that are customary in biomedical science: (1) Precision¼ True
Positives/(True PositivesþFalse Positives) (denoted by P); (2)
Recall¼True Positives/(True Positives þ False Negatives) (denoted by
R); and (3) F-measure¼ 2P� R/(Pþ R) (denoted by F), which is the
harmonic mean of precision and recall.57,58 We also generated re-
ceiver operating characteristics curves and measured the area under
the curve (denoted by AUC) to assess balance between sensitivity and
specificity.59 Since the goal of this study was to identify patients will-
ing to participate in clinical trials, we adopted the F-measure as the
primary metric to evaluate the algorithms.

Experiment setup
We performed a stratified random sampling based on numbers of pa-
tients approached for each trial to split the data into two sets, 90% for
training and development and 10% for testing and error analysis. Ten-
fold cross-validation was applied on the training and development set
to tune the hyper-parameters for the predictive models. The cost pa-
rameters (C) of the LR and the SVM models were optimized using grid
search parameterization (screened at 2 increments from 2�20 to 220).
The same strategy was applied to find the optimal parameter c for the
RBF kernel (screened at 2 increments from 2�15 to 25) and the optimal
number of trees for random forest (screened at 2 increments from 2
to 211). The models with optimal parameters were then applied to the
test data for performance comparison and error analysis.

The above experimental setup (denoted by in-domain setup) as-
sumed that data from all trials were available for model development.
To assess the generalizability of the models on new trials that might
not be available for training, we also developed an out-of-domain test
simulation. In the simulation a model was trained on samples from all
clinical trials except a test trial (denoted by X). The best model with
optimal parameters was then evaluated on the samples from X as its
out-of-domain performance. In each experiment the predictive model
was selected from LR, SVM with linear and RBF kernels, and random
forest, which generated the best F-measure in parameter optimization.
The experiments were repeated until we tested all trials.

In addition to algorithm comparison, we tested the three variable
sets (EI, SES, and CTC data) individually and in combination to validate
their respective contribution to the predictive models. The experiments
were conducted using the in-domain setup and LR was used as the
predictive model.
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Finally, to identify predictive factors associated with patients’ deci-
sions, the features from the multivariable LR model that were associ-
ated with patients’ response at P� .1 level were exported for feature
analysis. To increase the interpretability of the feature coefficients, we
used binary features derived from the nominal variables and ordinal
features from the numerical variables. Our experiments showed that
there was no significant difference between the performances of LR us-
ing ordinal and binary features derived from the numerical variables.

RESULTS
Descriptive Statistics of the Data Set
For the gold standard set, patients in 2039 encounters agreed to partici-
pate in the trials, which yielded an overall consent rate of 61%. Figure 2
shows the consent and decline rates for each clinical trial, suggesting a
large variation in participation decisions across included trials. After
stratified sampling and feature processing, the training set contained
3010 samples (1834/1176 agreed/declined) with 150 unique features.
The test set had 335 samples (205/130 agreed/declined) with 142 fea-
tures. In total there were 150 unique features in the data set.

Performance of Patient Response Prediction
Table 2 shows the performance of different classification algorithms
with all variables. All machine learning algorithms performed signifi-
cantly better than the random predictor baseline (P< .001 on F-mea-
sure under paired t-test). On the 10-fold cross validation set, the SVM
with RBF kernel achieved the best F-measure (80.15%), but the per-
formance was not significantly better than that of LR (80.04%) and
SVM with linear kernel (79.65%). On the test set, the three algorithms
also achieved similar performance on F-measure, while the random
forest algorithm performed approximately 4% lower. Figure 3 shows
the performance on individual trials in the out-of-domain test simula-
tion. The average performance (P/R/F/AUC: 69.2%/87.7%/72.3%/
67.8%) was lower than that of the in-domain setup (Table 2), and the
individual performances varied across the trials.

Table 3 presents the performance of LR with different sets of vari-
ables. The LR with all variables achieved the best F-measure (set 7).
Improvements were statistically significant over the LRs using individ-
ual sets, and the combination of EI and SES data (sets 1–4). Among
the three variable sets, the CTC (set 3) achieved the best F-measure.
The EI set performed worse, but combining it with CTC (set 5) signifi-
cantly improved the F-measure (P¼ 2.66E-2 under paired t-test). The
same improvement was also observed when comparing the

combination of SES and CTC data (set 6) with the individual CTC data
(P¼ 3.00E-3 under paired t-test).

Impact of Variables on Patients’ Participation Response
Table 4 presents features from the multivariate LR model that were
associated with patients’ response at the P� .1 level. Seventeen fea-
tures were found to be statistically significant, 10 from EI, 6 from CTC,
and 1 from SES data. Eight features had a positive effect on patients’
decision-making, meaning that they were predictive of patients’ (or
parents’) agreeing to participate in clinical trials. The other nine fea-
tures had a negative effect.

DISCUSSION
Compared with the baseline random response predictor, all machine
learning algorithms achieved significantly better performance in identi-
fying patients’ participation decisions (Table 2). In addition, most of the
algorithms achieved similar performance on F-measure, suggesting
that the results are reliable. The lower performance made by the ran-
dom forest approach was possibly due to the fact that the algorithm
tends to learn a highly irregular pattern in the feature space and conse-
quently overfits, if the sample size is not sufficiently large. The promis-
ing results suggest the potential of utilizing machine learning
algorithms in improving the effectiveness of patient recruitment into
clinical trials. Nevertheless, training only with data from out-of-domain
trials decreased the predictive performance. Similar observations have
been discussed in our earlier study.60 The generalizability of the predic-
tive models varied across the clinical trials, suggesting that some trials
could have unique patterns in influencing patients’ decision-making
(which could be a combination of trial characteristics and studied

Figure 2: The consent and decline rates of the clinical trials.

*Numbers show the consent rates for the clinical trials.

Clinical trial ID

Table 2: Performance of Different Classification Algorithms with all
Variables.

Classifier Ten-fold cross validation
performance (%)

P R F AUC P-value*

BASELINE 61.68 61.58 61.54 50.64 1.06E-9

Logistic Regression 70.82 92.02 80.04 72.78 2.85E-1

SVM þ Linear Kernel 70.22 92.02 79.65 69.91 2.83E-1

SVM þ RBF Kernel 70.35 93.12 80.15 69.46 N/A

Random Forest 72.52 79.31 75.76 72.13 5.56E-6

Classifier Test set performance (%)

P R F AUC

BASELINE 60.70 59.51 60.10 50.65

Logistic Regression 71.52 92.68 80.74 75.47

SVM þ Linear kernel 70.52 92.20 79.92 68.07

SVM þ RBF kernel 69.46 93.17 79.58 70.58

Random Forest 72.25 80.00 75.93 72.96

Bold numbers indicate the best results.
*The P-value was calculated by comparing the F-measure between the best al-
gorithm (SVM þ RBF kernel) and the other algorithms using the paired t-test in
10-fold cross-validation.
N/A indicates that the performances between the two algorithms are identical
and no P-value is returned.
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patient characteristics) that cannot be learned from the others. As
such, one should apply the predictive models more cautiously on new
clinical trials. For instance, one could train a model on out-of-domain
data and incrementally customize the model using online machine
learning when data from new trials become available.61 Investigating
such domain adaption methods to improve the machine learning-based
algorithms is an interesting direction of our future work.

Among the influential variables, the CTC set was shown to be
more predictive than the others (Table 3). The EI and SES data were
less predictive. However, they did contribute unique information such
that including them in the algorithm significantly improved the perfor-
mance. By analyzing the significant features output by the LR

algorithm (Table 4), on a more diverse set of clinical trials and patient
data, we confirmed several findings reported in the literature. For clini-
cal trial characteristics, we observed that patients were more likely to
participate in disease-specific trials (var.1). They were less likely to
participate in randomized and multi-center trials, more complex trials,
and trials that required follow-up visits (vars.11–15).4,25,27,33,38

Regarding patients’ characteristics, White patients were more likely to
participate than African Americans (var.6 in Table 4).4,33 In addition,
patients from extremely poor areas were less likely to participate
(var.10). During the patients’ visits, medical factors could affect their
response to a trial invitation. A discharge disposition suggested a
better clinical status and had a positive effect on the patients’

Figure 3: Performance of the predictive models on individual clinical trials under the out-of-domain test simulation.
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Table 3: Performance of Logistic Regression with Different Variable Sets

Variable Set Ten-fold cross validation performance (%)

Set EI SES CTC P R F AUC P-value*

1 H � � 65.33 81.95 72.69 61.25 3.39E-10

2 � H � 61.61 91.80 73.72 52.15 1.05E-7

3 � � H 70.64 90.12 79.20 72.22 9.60E-3

4 H H � 65.06 82.25 72.65 61.94 1.99E-8

5 H � H 70.70 90.50 79.38 72.23 5.28E-2

6 � H H 70.01 92.24 79.60 71.41 3.30E-1

7 H H H 70.82 92.02 80.04 72.78 N/A

Variable Set Test set performance (%)

Set EI SES CTC P R F AUC

1 H � � 66.53 79.51 72.44 62.50

2 � H � 61.76 92.31 74.01 52.07

3 � � H 70.27 90.45 79.09 71.86

4 H H � 66.67 79.14 72.37 61.99

5 H � H 72.03 91.71 80.68 73.76

6 � H H 70.41 91.71 79.66 70.20

7 H H H 71.86 92.20 80.77 75.47

H variable set used; � otherwise.
Bold numbers indicate the best results.
*The P-value was calculated by comparing the F-measure between the best algorithm (set 7) and the other algorithms using the paired t-test in 10-fold cross-
validation.
N/A indicates that the performances between the two algorithms are identical and no P-value is returned.

Table 4: Variables Output by Logistic Regression That Were Significant at the P� .1 Level (Ordered by Odds Ratio).

Variable Index Variable category Variable description OR (95% CI)

1 CTC Disease specific trial: yes vs noþ 5.29 (0.91, 30.89)

2 EI Guardian presence: yes vs no* 2.22 (1.03, 4.78)

3 EI Arrival means: other means vs by car* 1.56 (1.00, 2.44)

4 EI Arrival season 1: winter vs summer* 1.54 (1.14, 2.08)

5 EI Arrival season 2: autumn vs summer* 1.33 (1.00, 1.77)

6 EI Race: White vs African American* 1.31 (1.02, 1.69)

7 EI Disposition: discharge vs admissionþ 1.29 (0.96, 1.74)

8 EI Length of stay: every 30-min increment* 1.06 (1.03, 1.09)

9 EI Pain score: every 1-point increment* 0.95 (0.92, 0.98)

10 SES Extreme poor: every 3% increment* 0.94 (0.88, 0.99)

11 CTC Randomization: yes vs noþ 0.43 (0.16, 1.14)

12 CTC Multi-center: yes vs no* 0.37 (0.13, 0.99)

13 CTC Complexity 1: complex vs simple* 0.24 (0.06, 0.96)

14 CTC Complexity 2: moderate vs simple* 0.16 (0.03, 0.80)

15 CTC Follow-up visit: yes vs no* 0.10 (0.02, 0.43)

16 EI Chief complaint: swollen lymph nodesþ 0.08 (0.004, 1.52)

17 EI Chief complaint: painþ 0.06 (0.002, 1.86)

*Variable significant at P� .05 level, þ variable significant at P� .1 level. OR: odds ratio, CI: confidence interval.
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decision-making (var.7). In contrast, increasing pain and certain chief
complaints were physical barriers to trial participation (vars. 9, 16,
17).32 In addition to medical factors, guardians’ presence usually moti-
vated the pediatric patients to participate (var. 2). Longer length of
stay in the ED also implied a greater chance for the CRCs to approach
patients and recommend clinical trials (var. 8). Arrival by car might
suggest longer travel time, and it could decrease the patients’ enthusi-
asm for contributing to a clinical trial (var. 3).12 Finally, we found that
the families that visited the hospital during winter and autumn were
more likely to participate compared with the families who visited
during the summer (vars. 4, 5), such seasonal variability has been
reported in earlier research.14

The developed algorithm and the findings could have the potential
for a significant impact on the planning and patient prioritization in the
recruitment process. The algorithm could facilitate recommendations
of trials to patients in ways that maximize the chance of participation.
For instance, the CRCs could recommend non-disease-specific trials
(eg, trials 1 and 12 in Table A1, Supplementary Appendix) to patients
who are going to be discharged rather than patients with increasing
pain. We could also recommend the patient for trials that have more
need for recruitment and are an acceptable match with a possibility of
enrollment. In practice, the acceptable possibility of enrollment into a
trial for a patient could be enumerated with an empirical value that
balances trial need and enrollment likelihood. If a patient has an ac-
ceptable possibility of participating in multiple trials (eg, trial 1 and 2),
the CRCs could recommend the trial that has fewer eligible partici-
pants (trial 2). They could also recommend the trial that is near the
end of its recruitment but has not met the enrollment goals.

Error Analysis, Challenges, and Future Work
To identify challenges with predicting patients’ participation decisions,
we performed error analysis for the LR algorithm on the test set. The al-
gorithm made 90 errors, of which 16 were false negatives and 74 false
positives. All false negatives came from the trials with very low consent
rates (trials 3, 10, 11, and 15) and the majority of the patients (62.5%)
were African Americans. These patient and trial factors could be over-
weighed on the samples and made the predictions bias towards a deci-
sion to decline. To alleviate this problem, we will develop advanced
multi-layer classifiers in our future work to balance weights between dif-
ferent variable sets before aggregating them for prediction.51

To analyze the false positives, we manually reviewed the CRC’s
notes documented during the recruitment process. The errors were
grouped into four categories in Table 5. We observed that 37.8% of the

errors were due to participants’ attitude towards research as was re-
ported in earlier studies.4,36 Project planning is in progress to conduct
surveys of patients and families to identify and integrate potential factors
associated with patient, parent, and family attitudes and beliefs. Another
category of error was time restraint as several families expressed inter-
est in studies initially but the recruitment process was interrupted later
on. This observation illustrates the challenge with integrating recruit-
ment processes into busy clinical care settings. Although it is out of the
scope of this study, we plan to implement real-time notification of pa-
tients’ activities in the ED to see if it helps streamline the workflow of
clinical trial enrollment. Finally, concerns about study procedures and
patients’ clinical status caused an additional 32.5% of the errors.
Although potentially influential factors such as pain evaluation (in EI
data), a proxy of education level (in SES data), and invasiveness (in CTC
data) have been included in the algorithms, they might not be suffi-
ciently informative and, hence, may have been outweighed by the other
variables. Besides leveraging the multi-layer classifiers as described
above, we will collect and investigate additional predictors to more ac-
curately model the patients’ participation preference.

One limitation of our study is that the SES data used is ecological,
referring to the status of the geographic areas and not to individual
households. The proxies might cause an inaccurate estimate of indi-
viduals’ SES and decrease the power of the SES variables (evidenced
by the fact that only one was significant in the experiments). In the fu-
ture, we plan to collect more accurate SES data from the patient and
family via an innovative and privacy-compliant screening program (un-
der development in the ED), which will make the predictive model
more powerful. Another limitation of the study is that its evaluation is
restricted to the ED clinical trials, where the physicians’ influence was
not documented. To study its generalizability, we also plan to test the
algorithms on more diversified clinical trials including oncology clinical
trials, where the physicians could play more important roles in pa-
tients’ decision-making.16 Finally, whether using such predictive ana-
lytics to prioritize patients causes any impact on selection bias
warrants further investigation in a prospective study in the future.

CONCLUSION
Our ultimate goal is to improve the effectiveness of the recruitment pro-
cess by developing algorithms capable of predicting whether patients
would agree to enroll in clinical trials when invited. In this study, by
leveraging potentially predictive factors from multiple sources, we dem-
onstrated that machine learning algorithms could achieve promising

Table 5: False Positive Errors Made by the LR Algorithm

Category and percentage Subcategory Frequency

Participant Attitude (37.8%) Generally not interested in research study 28

Time Restraints (29.7%) Enrollment process interrupted by patient treatment 5

Parent(s) occupied by other activities (eg, taking care of the patient, working on insurance issue) 11

Being discharged, not willing to stay 6

Study Procedures (17.6%) Could not complete the enrollment (eg, could not use computer or understand the protocol) 2

Concerns about additional invasive techniques (mainly blood draw) 6

Concerns about privacy (access of patient EHR) 2

Unspecified concerns 3

Patient Status (14.9%) Patient too tired (eg, sleeping or tired due to long stay in the ED) 3

Patient too ill (eg, headache and pain) 8
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performance on the prediction of patients’ decisions. In a gold standard
based evaluation of real-world clinical data and trials, the LR algorithm
achieved 70.82%/92.02%/80.04%/72.78% (Precision/Recall/F-measure/
AUC) on 10-fold cross validation and 71.52%/92.68%/80.74%/75.74%
(Precision/Recall/F-measure/AUC) on the test set, significantly better than
the baseline predictor that simulated the current practice. By analyzing
the significant features identified through the algorithm, we also con-
firmed several findings that have been previously reported and identified
challenges that could be mitigated to optimize recruitment. Further re-
finements are still required to improve algorithm accuracy, including the
development of advanced multi-layer classifiers and the exploration of a
broader and more precise set of predictors, including the collected socio-
economic data. If successful, the developed algorithm will pave the way
to a more effective, patient-directed paradigm in clinical trial enrollment.
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