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A B S T R A C T

With the growing penetration of converter-interfaced generation in power systems, the dynamical behavior of
these systems is rapidly evolving. One of the challenges with converter-interfaced generation is the increased
number of equations, as well as the required numerical timestep, involved in simulating these systems. Within
this work, we explore the use of continuous-time echo state networks as a means to cheaply, and accurately,
predict the dynamic response of power systems subject to a disturbance for varying system parameters. We
show an application for predicting frequency dynamics following a loss of generation for varying penetrations
of grid-following and grid-forming converters. We demonstrate that, after training on 20 solutions of the full-
order system, we achieve a median nadir prediction error of 0.17 mHz with 95% of all nadir prediction errors
within ±4 mHz. We conclude with some discussion on how this approach can be used for parameter sensitivity
analysis and within optimization algorithms to rapidly predict the dynamical behavior of the system.
1. Introduction

The increasing integration of converter-interfaced generation (CIG)
into large-scale synchronous power systems is forcing a re-examination
of simulation practices to assess stability and reliability. Historically,
large-scale power systems analysis was primarily focused on eletrome-
chanical phenomena, arising from synchronous machines and their
associated controls. However, the introduction of CIG, whose control
loops act on the timescale of microseconds to milliseconds, is altering
the dynamical behavior of power systems and is forcing examination of
both electromagnetic and eletromechanical phenomena. These changes
are leading to questions about the validity of several simplifications
that have enabled computationally tractable large-scale system time
domain simulations [1].

One of these key simplifications has been representing high-
frequency dynamics, e.g., network dynamics, by either steady-state
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those of the sponsors of this work.
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models or simplified dynamic models [1]. With increasing penetration
of CIG, however, these simplifications have been shown to lead to
incorrect conclusions about the small-signal stability of an operating
point [2,3] and/or lead to incorrect time-domain behavior following
a disturbance [4]. This has led to some system operators recently
introducing more stringent requirements for models of CIG to enable
detailed electromagnetic studies [5].

These electromagnetic studies can be very computationally inten-
sive, and potentially prohibitively time-consuming. The inclusion of
both the dynamics of slow-acting synchronous machine and fast-acting
CIG results in a stiff system. These systems require implicit differential
equations solvers and, typically, very small simulation timesteps during
a disturbance to accurately solve. This challenge in numerically solving
the system is compounded by the increase in the number of equations
vailable online 15 July 2022
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to solve as large capacity synchronous generators are replaced by tens,
or hundreds, of smaller capacity CIG plants. Therefore, not only are
these systems computationally more expensive to simulate for a fixed
number of differential equations, but the number of equations is also
significantly larger, assuming all dynamics are modeled.

This paper explores the application of scientific machine learning
(SciML) to accelerate power systems simulations. SciML is a grow-
ing area of research that attempts to blend principles of scientific
computing and machine learning [6]. One research area of SciML is
computational acceleration using surrogates. A surrogate is an accurate
approximation of the corresponding physics-based model trained using
a data-driven approach. The training data come from recording the
output of a full-order physics-based simulation across a subset of oper-
ating conditions. Once a surrogate has been trained to fit the training
data, it can then be used in place of the full-order physics-based model.
This reduces computational burden and can facilitate further analysis,
e.g., sensitivity analysis or optimization.

The application of SciML techniques to model the dynamical behav-
ior of power systems has been gaining interest in recent years, partic-
ularly the application of physics informed neural networks (PINNs) [7,
8]. In this paper, we will explore the application of continuous-time
echo state networks (CTESNs) [9] for learning a surrogate to predict the
time-domain solution of a power system for varying system parameters.

We begin with a discussion of the challenges that stiff systems
present for some popular SciML surrogates, e.g., PINNs and long short-
term memory (LSTM) networks. We then present a detailed introduc-
tion to CTESNs and how they bypass these stiffness-related challenges.
Following this, we demonstrate an application for accelerating power
system dynamic simulations through the use case of predicting fre-
quency dynamics for varying compositions of CIG. We show that, after
training on 20 solutions of the full-order system, we achieve a median
nadir prediction error of 0.17 mHz with 95% of all nadir prediction
errors within ±4 mHz across the parameter space. Finally, we conclude
with a discussion on the potential of CTESNs for power systems analysis
and propose future research directions.

The main contributions of this paper are:

• An exploration of CTESNs as a new approach to accelerating
parameter-sensitivity time domain simulations for power systems.

• An empirical examination of how the accuracy of CTESNs de-
pends on the number of true solutions used during the training
phase.

• An applied example where we use CTESNs to predict frequency
dynamics following a large loss of generation with varying rela-
tive compositions of CIG (i.e., grid-forming vs grid-following).

2. Surrogates for power system simulation

The general process for training a surrogate is shown in Fig. 1. The
parameter space of interest is sparsely sampled and the solution of the
full-order model is obtained for each of these samples. These solutions
form the training data from which the surrogate learns the parameter
sensitivity of the solution. Once a surrogate has been trained, it can
then be used to probe the parameter space at a much finer granularity
with significantly less computational overhead, while maintaining a
sufficient level of accuracy.

One surrogate model that has gained significant interest in recent
years is a PINN [10]. A PINN is a continuous time function that predicts
the solution of a physical system. Its loss function typically has two
terms. The first of these terms penalizes the neural network for predict-
ing values that do not match measured, or simulated, data. The second
term in the loss function typically encodes known, or approximate,
physical equations governing the behavior of the underlying physical
system. An example of this in the context of power systems is penalizing
the neural network for predicting voltage magnitudes and angles that
do not satisfy the algebraic network power flow equations. PINNs have
shown promise in predicting the solution of synchronous machines [8].
2

Fig. 1. Surrogate for computational acceleration.

Another data-driven approach to learning the solution to a system
of equations are LSTM networks. These neural networks are a type
of recurrent neural network (RNN) where connections between nodes
form a directed graph along a temporal sequence. This allows RNNs
to learn to exhibit temporal dynamic behavior, and consequently, are
suitable for learning the solution to a dynamical system. Like PINNs,
LSTM networks have been successfully shown to be able to learn the
solution of a synchronous machine [11,8].

Both PINNs and LSTM networks have, however, been shown to be
very difficult to fit to stiff systems [9,12]. With the continual addition
of CIG to our power systems, fast power system dynamics can no
longer universally be well approximated by their steady-state algebraic
equations [1]. Stiff systems are difficult for gradient-based surrogate
training techniques for the same reason they are very difficult for
explicit numerical solvers; they require a very small numerical step.
For gradient-based optimization techniques, this numerical step is the
learning rate of the optimizer.

2.1. CTESNs

Echo state networks (ESNs), like LSTM networks, are a type of RNN.
However, they differ in that the weights of both the input matrix,
𝑾 𝑖𝑛, and the weights of the reservoir, 𝑨, in (1) are randomly assigned
and fixed throughout the training. Therefore, the training of an ESN
simplifies to learning the weights of the output layer, 𝑾 𝑜𝑢𝑡, in (2).

𝑛+1 = 𝑓 (𝑨𝒓𝑛 +𝑾 𝑖𝑛𝒙𝑛) (1)

𝒙̂𝑛 = 𝑔(𝑾 𝑜𝑢𝑡𝒓𝑛) (2)

Typically the function 𝑔(⋅) is the identify function. The process for
earning the weights of the readout layer then reduces to a least-
quares problem, thereby, significantly simplifying the training of these
etworks. Consequently, ESNs avoid the challenges of gradient-based
ptimization for learning stiff systems. ESNs typically have a large
ecurrent layer, as shown in Fig. 2, that results in a high-dimensional
tate space of rich dynamics. It is this wide spectrum of heterogeneous
ynamics that allow ESNs to achieve excellent performance in pre-
icting time series behavior. ESNs have been used to predict chaotic
ystems [13], energy consumption and wind power generation [14].

Typically, ESNs are trained against fixed timestep interval data.
his, however, can present challenges for learning stiff systems where
high number of samples may be required during disturbances to

ppropriately sample the fast dynamics. To overcome this issue, the
uthors in [9] proposed the use of continuous-time echo state networks
CTESNs). These networks sample the true solution at the same non-
niform time intervals as was required to accurately solve the system
sing an adaptive implicit ODE solver.

To train a CTESN, we first begin with a sample solution of the true
hysical non-linear system that we term a nominal solution. We denote
his nominal solution with parameters 𝒑⋆, and pre-defined disturbance
⋆, as 𝒙(𝒑⋆, 𝑤⋆, 𝑡). We then use this nominal solution to drive the

dynamics of the high dimensional reservoir

̇ ⋆ ⋆
𝒓(𝑡) = 𝑓 (𝑨𝒓(𝑡) +𝑾 𝑖𝑛𝒙(𝒑 , 𝑤 , 𝑡)) (3)
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Fig. 2. General structure of ESNs.

where 𝑨 is a fixed sparse random matrix ∈ R𝑁×𝑁 , 𝑾 𝑖𝑛 is a fixed dense
random matrix ∈ R𝑁×𝑀 , 𝒙(𝒑⋆, 𝑤⋆, 𝑡) ∈ R𝑀 and 𝑓 (⋅) is a non-linear
function, e.g., tanh(⋅). Because the reservoir in (3) is a non-stiff system,
it is computationally cheap to simulate.

Once we have simulated the reservoir, we then want to learn a
parameter-dependent mapping from this solution, 𝒓(𝑡), to a predicted
solution of the true system, 𝒙̂(𝒑, 𝑤⋆, 𝑡). Typically, this is a linear-
projection estimated by least squares. In our work however, we adopt a
non-linear projection, the radial basis function (RBF), from [15]. RBFs
are a method of interpolating unstructured data in high-dimensional
spaces. The interpolant takes the form of a weighted sum of radial basis
functions 𝜙||.||, e.g., Gaussian, linear or cubic, and frequently has some
low order polynomials. Given 𝑛 pairs of training data, (𝒙, 𝒚), over which
we fit an RBF, we estimate 𝒚̂ at a test datapoint, 𝒙⋆, by (4)

𝒚̂ = 𝑟𝑏𝑓 (𝒙⋆) =
𝑛
∑

𝑖=1
𝜆𝑖𝜙(||𝒙⋆ − 𝒙𝑖||) +

𝑚
∑

𝑗=1
𝛾𝑗𝑝𝑗 (𝒙⋆) (4)

where the weights 𝝀 and 𝜸 are learned during training. We use two
RBF functions in this work. The first of these, 𝑟𝑏𝑓𝛽 in (5a), takes as
input the parameters we want to vary within our simulation, 𝒑, and
outputs a vector of weights, 𝜷(𝒑). These weights then parameterize a
second RBF, 𝑟𝑏𝑓𝑥 in (5b), that maps from the pre-simulated reservoir,
𝒓(𝑡), to the physical time series we want to predict, 𝒙̂(𝑡).

𝜷(𝒑) = 𝑟𝑏𝑓𝛽 (𝒑) (5a)

𝒙̂(𝒑, 𝑤⋆, 𝑡) = 𝑟𝑏𝑓𝑥(𝜷(𝒑), 𝒓(𝑡)) (5b)

We train this model by first sampling the boundary points of our
multi-dimensional parameter space of interest. We then sample the
remaining training points using Latin hypercube sampling, a low-
discrepancy sequence, to generate a set of sample parameter vectors,
𝑷 = [𝒑1 𝒑2 …𝒑𝑛]. Then, ∀𝒑𝑖 ∈ 𝑷 , we simulate the full order model of
the power system and calculate the parameter dependent 𝑟𝑏𝑓𝑥 weights,
𝜷(𝒑), that map the reservoir states, 𝒓(𝑡), to states of the physical system,
𝒙(𝑡). Once we have a set of training weights, 𝜷(𝒑) ∀𝒑𝑖 ∈ 𝑷 , we fit the
radial basis function interpolation in (5a) to estimate these weights for
parameters outside our training set. All RBF functions are fit using the
Julia package Surrogates.jl.1

After a CTESN has been trained, predicting system behavior for
different parameters consists of a simple evaluation of (5a) to determine
the parameter dependent weights, 𝜷(𝒑), followed by a matrix multi-
plication of these weights by the precomputed interpolation matrix
of 𝑟𝑏𝑓𝑥. The dominate operation in this workflow is a simple matrix
multiplication that scales (𝑁). This is significantly cheaper that the
cost of a general implicit ODE solver that generally scales up to (𝑁3).

1 https://github.com/Surrogates.jl.
3

Fig. 3. Modified IEEE 14 bus model.

3. Methodology

The use case we consider within this work is predicting the fre-
quency of the system following a large loss of generation for varying
penetrations of both grid-following and grid-forming converters. The
inclusion of these devices, and their relative penetrations, impacts key
metrics of interest following large disturbances, e.g., the frequency
nadir and rate of change of frequency (RoCoF).

3.1. Power system models

The main power system considered for analysis is a modified version
of the IEEE 14 bus system, shown in Fig. 3. Generation capacity
and active power set-points are adjusted to distribute active power
generation more evenly among the units. An additional thermal unit
is added to bus two that provides 4% of the systems total active power
generation. The disturbance considered for all experiments is a trip of
this generating unit.

To understand the impact of increasing penetration of CIG, we add
both a grid-forming and grid-following converter to bus 2, 3, 6 and 8,
as shown in Fig. 3. All generation resources have an active power set-
point of 0.8 p.u. with respect to their own capacity. For each simulation
we change the penetration of CIG by changing the installed capacity
for every generation resource on the network. Therefore, in addition to
changing the active power injection from synchronous units, we also
change the total system inertia for each simulation.

All synchronous machines are thermal units with a Type I tur-
bine governor, with an active power droop of 5%, and a Type II
AVR [16]. The grid-forming converters, from [2], are operating in
droop mode, with an active droop of 5%. The grid-following inverters,
taken from [17], are injecting fixed P and Q into the network and we
model both network current dynamics and voltage dynamics for nodes
with non-zero capacitance. This results in a system with 𝑥 ∈ R243 with
an associated stiffness ratio of the system on the order of 106.

Additionally, to demonstrate the scalability of the proposed ap-
roach, we will also examine how both the CTESN relative computation
ime and accuracy scale for increasing system size in Section 4.3. These
ystems are constructed by connecting copies of the IEEE-9 bus system.
ll simulations are carried out using the Julia package PowerSimu-

lationDynamics.jl [18,19] using Differentialequations.
jl [20] and all code for the experiments described here can be found
at [21].

https://github.com/Surrogates.jl
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3.2. Training the CTESN

To generate training data, we simulate the network subject to a loss
of generation at 𝑡 = 10 s. We vary the system operating conditions
y changing (1) the % of generation that are CIG ∈ [10, 80] and (2)
he % of the CIG that are operating in grid-forming mode ∈ [10, 40].
he system is solved using the adaptive-stepping implicit IDA solver in
undials [22]. The timesteps at which IDA solves the system determines
he non-uniform sampling interval for training a CTESN. The input
atrix, 𝑾 𝑖𝑛, is a random matrix whose entries are drawn from 𝑥 ∼
(0, 1). The reservoir matrix, 𝑨, is a Erdős–Renyi random graph with

he total number of connections equaling the dimensional of the matrix.
or 𝑟𝑏𝑓𝑥 we use a linear RBF function while for 𝑟𝑏𝑓𝛽 we use a cubic RBF
unction.

For this application, we train a CTESN to predict all line currents,
odal voltages for nodes with non-zero capacitance and the frequency
f all synchronous machines on the network. To ensure that the reser-
oir is sufficiently excited by the solution of the true system, we
ormalize all state variables of the nominal solution, by subtracting
heir respective mean and dividing by the standard deviation, prior
o feeding it as an input into the differential equations describing the
volution of the reservoir.

Within this work, we sample the parameter space and simulate the
ull-order physical system for the primary purpose of generate training
ata. In practice, depending on the application, the user/operator may
ollow such an approach. Alternatively, a CTESN can viewed as a
aluable secondary use of the enormous amount of data that operators
re generating daily through contingency analysis. In such cases, a
TESN can be trained in parallel until it is deemed to have met some
ccuracy requirements, from which time onward it can accelerate the
xploration of contingencies.

. Results

.1. Accuracy of the surrogate

We first begin by examining the accuracy of a CTESN. We sample
rom the parameter space using a Sobol sequence to generate a test
ize of 200. Fig. 4 shows a histogram of the errors between the true
requency nadir from the full-order system and the predicted frequency
adir from the CTESN for each individual test for different training
izes. In this context, training size refers to the number of time-domain
olutions of the full-order we use for training the CTESN.

For the case of a training size of 20, 95% of all the errors are ≤ ±
mHz. This empirical level of accuracy in Fig. 4 supports the idea

hat these surrogate approaches can be used to understand parameter
ensitivities and/or within optimization algorithms to ensure satis-
actory system frequency bounds. Furthermore, as previously noted,
hese training samples were randomly generated using Latin hypercube
ampling. With more intelligent sampling of the parameters space
here exists the possibility for equivalent, or improved, accuracy with
educed training samples.

Another metric receiving increasing interest is the maximum RoCoF
ollowing a loss of generation. Fig. 5 shows a histogram of the errors
etween the largest negative RoCoF from the full-order system and the
redicted largest negative RoCoF from the CTESN for each individual
est. For both cases, the RoCoF was not a state variable but was
stimated by calculating the maximum change in frequency over a time
eriod of 0.1 s. Given this, the error distribution is less sensitive to
raining size, as expected.

Fig. 6 compares three frequency traces from the synchronous ma-
hine at Bus 1 for three different generation composition mixes. In
he first subplot, the CTESN predicted frequency traces are overlaid
ith the true solution, the dashed black line, and the prediction error

or each case is shown in the second subplot. Across all cases, the
TESN accurately predicts the dynamical behavior of the system, with a
4

Fig. 4. Empirical probability distribution of worse-case CTESN frequency nadir
prediction error for varying training size.

Fig. 5. Empirical probability distribution of worse-case CTESN RoCoF prediction error
for varying training size.

maximum prediction error of ≈ 10 mHz. This plot shows the capability
of the CTESN to predict metrics such as the nadir and RoCoF, while
also providing an estimation of the settling time and how damped the
system response is.

4.2. Power system dynamic behavior

Once a CTESN is trained we can use it to rapidly predict the time
series response for any parameter set within the upper- and lower-
bounds specified during training. Fig. 7 shows the predicted frequency
nadir by conducting a parameter sweep across the parameter range
with a parameter granularity of 0.5%. This type of analysis can help
system operators understand the required relative composition of grid-
forming CIG to satisfy frequency containment requirements following
the largest loss of generation. As expected, we see that for a fixed % of
CIG, increasing the % of these resources that are grid-forming leads to
a better frequency nadir.

Similarly, we can look at both the maximum RoCoF and frequency
settling time, shown in Figs. 8 and 9 respectively, across the parameter
range. We define the settling time as the time when the mean frequency
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Fig. 6. CTESN predicted frequency (solid lines) vs true solution (dashed black lines)
and prediction error.

Fig. 7. CTESN predicted frequency nadir.

across all machines enters, and stays within, a band of ±20 mHz Hz of
its final settling frequency. We see in Fig. 9 that the % of CIG that is
grid-forming has a significant impact on the frequency settling time.

To further examine how the response of the system changes we con-
sider three distinct operating conditions, and their associated frequency
dynamics, in Fig. 6. We see that as we vary the % of CIG, the shape
of the response can move from a 2nd-order response to more of a 1st-
order response, in agreement with recent work [23]. Understanding the
shifting behavior of the system with increased deployment of CIG will
be critical for understanding and optimizing the deployment of these
resources in large-scale networks.
5

Fig. 8. CTESN predicted largest RoCoF.

Fig. 9. CTESN predicted frequency settling time.

Table 1
CTESN training times.

18 Bus 36 Bus 72 Bus 144 Bus

Train timea 52 s 186 s 201 s 626 s

aExcluding generation of training data.

4.3. Scalability and computation time

To benchmark the relative computation times, we consider systems
of increasing sizes, all constructed using the WSCC 9-bus system as a
modular building block and compare the computation time for both
the CTESN and the full-order physical model. For each system size
in Table 2, a CTESN was trained using 20 time-domain solutions of
the full-order power system model with different CIG compositions. All
computational benchmarking was carried out on a rack server with an
Intel Xeon Processor E5-2623 v3.

Table 1 shows the total training time for each system. This time
excludes the data generation, i.e., simulating the full-order physical
model, as this is dependent on the specific simulation environment
used, (e.g. PSCAD, etc.). For a given training size, the primary factors
influencing the training time are the number of time-steps required by
the adaptive ODE solver to solve the system as well the number of
variables that we want to predict. For larger systems, parallelization
of components of the training process could reduce training times.

The mean execution times, which included initializing and solv-
ing/predicting the time-domain solution across 20 simulations of each
system, are shown in Table 2.

We see that, as expected, for increasing system size the computation
acceleration achieved by the CTESN continues to improve. In each case
the CTESN predicted the frequency of all synchronous machines, as well
as nodal voltage with non-zero capacitance and line currents. Fig. 10
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Table 2
Mean model execution times.

System size CTESN Full-order model Improvement (×times)

18 Bus 0.312 s 0.849 s 2.71
36 Bus 0.797 s 4.37 s 5.47
72 Bus 1.492 s 29.19 s 19.56
144 Bus 2.9 s 109.83 s 37.83

Fig. 10. Box plot of prediction RMSE trained on 25 solutions for the 144 bus test case
system.

shows a box plot of the CTESN prediction RMSE across 50 runs of
the 144 Bus system, each for varying CIG penetration levels. For each
prediction of the 144 Bus system, the CTESN is predicting a total of 467
state variables. Fig. 10 shows that, even as we increase system size, the
CTESN can predict all variables of interest with low error.

5. Conclusions

This work examines the application of CTESNs for accelerating
parameter sensitivity analysis for power system time domain simula-
tions. The results suggest that there may be suitable candidate use
cases for CTESNs, depending on the accuracy requirements in question.
One avenue that the current implementation of CTESNs may open
is rapid predictions of system dynamics subject to a pre-defined set
of disturbances. This can allow for inclusion of frequency and/or
voltage constraints within market optimization algorithms e.g., procur-
ing reactive power support and/or frequency containment reserves.
Furthermore, CTESNs can be used for planning purposes, e.g., under-
standing shifting system dynamics, and controller gain tuning. The
ability to sparsely sample parameter spaces and build accurate approxi-
mate models can lead to more targeted exploration using the full-order
model.

The use of CTESNs for developing surrogates for stiff-systems is a
ascent area of research [9] and there is a significant amount of further
ork required to characterize the suitability of this approach for power

ystem analysis. While the use case presented here was focused on
earning the solution at the transmission grid level, there is no reason
hy CTESNs cannot be used for many other applications in power

ystems, e.g., for learning the solution of distribution systems and/or
etworked microgrids. Additionally, there is recent work that attempts
o develop reusable component level surrogates based on CTESNs [24].
or power system applications, this could open further acceleration
echniques beyond those presented within this paper. Most notably,
his could include using surrogates as modular building blocks that
an be mixed with physics-based models to understand the response
f the system to discontinuities not seen during the training phase,
.g., network topology changes and/or tripping of different resources.
6

Future works includes more intelligent sampling of the parameter
pace to minimize training requirements as well as exploring the idea
f surrogates as modular building blocks for dynamical simulations.
dditionally, some way of characterizing the accuracy of the surrogate,
ithout the explicit use of a test set, would give users a greater

onfidence in integrating these surrogates into their workflow.
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