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Abstract
Essays in Political Economy and Institutions

by
Felipe Gonzalez

Doctor of Philosophy in Economics
University of California, Berkeley
Professor Edward Miguel, Chair

The first chapter of my dissertation studies the 2011 student movement in Chile, the
largest protest mobilization in the country’s history, in which hundreds of thousands of
students skipped school to protest with the goal of reforming the educational system.
Using administrative data on millions of students’ daily school attendance decisions
on protest and non-protest days, a large network composed by the lifetime history of
classmates, and differential network exposure to the first national protest, I employ an
instrumental variables approach to test how networks affect protest behavior. The main
finding is that individual participation follows a threshold model of collective behavior:
students were influenced by their networks to skip school on protest days only when
more than 40 percent of the members of their networks also skipped school. Addi-
tional findings show that protest participation imposed significant educational costs on
students and helped to shift votes towards non-traditional opposition parties. Taken
together, results indicate that networks amplify the effect of protests in non-linear ways
with potentially significant consequences for institutional change.

The second chapter, co-authored with José Ignacio Cuesta and Cristián Larroulet, in-
vestigates the workings of educational institutions in Chile. In education, data on school
quality is often gathered through standardized testing. However, the use of these tests
has been controversial because of behavioral responses that could distort performance
measures. We study the Chilean educational market and document that low-performing
students are underrepresented in test days, generating distortions in school quality infor-
mation. These distorted quality signals affect parents’ school choice and induce misallo-
cation of public programs. These results indicate that undesirable responses to test-based
accountability systems may impose significant costs on educational markets.

The third chapter, co-authored with Mounu Prem, studies firms during Chile’s transi-
tion to democracy. Political transitions are associated with significant economic changes,
but little is known about how firms fare across regimes. We study Chile’s democratiza-
tion and show that firms in the dictator’s network make critical investments in physical
capital during the political transition. These investments are made possible by govern-
ment banks during the dictatorship and allow firms to improve their market position
in the new regime. Our results show how market distortions can be transferred across
political regimes.
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Chapter 1

Collective Action in Networks

1.1 Introduction

Throughout history, organized groups of individuals have challenged the status quo and
achieved significant social, economic, and political transformations. From the French
Revolution to the Arab Spring, examples of groups aiming to transform societies are
abundant. These organized groups are critical for institutional change and therefore,
economic development patterns.

Individual participation in collective action has puzzled social scientists due to the
presence of common benefits and private costs. This “collective action problem” has
given rise to a large amount of theoretical literature emphasizing that the actions of oth-
ers are crucial in order to understand individual participation.1 However, an empirical
investigation of how individual participation responds to the participation of others is
still lacking. Given the enormous data requirements, the lack of evidence is not entirely
surprising.

This paper studies the 2011 student movement in Chile, the largest protest mobiliza-
tion in the country’s history, in which hundreds of thousands of students skipped school
to protest with the goal of reforming the educational system. I employ an instrumental
variables approach to test for the role of networks in protest behavior using adminis-
trative data on millions of students’ daily school attendance decisions on protest and
non-protest days, a large network composed by the lifetime history of classmates, and
differential network exposure to the first national protest.

The main finding is that participation in the student movement followed a pattern
consistent with a threshold model of collective behavior. Students were influenced by
their networks to skip school in protest days only when more than 40 percent of the
members of their networks also skipped school, creating a bimodal distribution in par-

1See Olson (1965), Granovetter (1978), Tilly (1978), Kuran (1989), Lohmann (1993), and Marwell and
Oliver (1993), among many others.
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ticipation across groups. Skipping school imposed significant costs on students but it
also shifted vote shares towards non-traditional opposition parties in the 2012 local elec-
tions. Taken together, results indicate that networks amplify the effect of protests in
non-linear ways with potentially significant consequences for institutional change.

To organize the empirical analysis, I begin by presenting a simple framework that
focuses on the individual decision to participate in a social movement. The participation
decision has an individual cost and depends on aggregate participation and the partic-
ipation of others in an individual’s network. More participation in the network could
decrease or increase individual participation in a linear or non-linear manner. The frame-
work emphasizes a potential differential influence within a network and the possibility
of multiple networks affecting the participation decision.

Two key features of the Chilean student movement allow me to empirically study
participation in collective action. First, the central government assembles an exception-
ally rich dataset of daily school attendance. Thus, I can measure participation in the
movement for more than 800,000 high-school students using school absenteeism on days
of protest. Second, students interact primarily with classmates (Araos et al., 2014), and
information about their lifetime history of classmates is available. The latter data allows
me to construct a country-wide network with more than 600 billion potential interactions
and more than 60 million links between students who have shared a classroom.

The empirical analysis is divided in five parts. The first part uses an instrumental
variables approach to estimate how network participation affects individual participa-
tion in the context of Manski (1993) “linear-in-means” model. The second part deviates
from the linear model and tests for Granovetter (1978) “threshold model of collective
behavior” using the non-parametric estimation proposed by Newey et al. (1999). The
third part tests for the possibility of weak and strong ties embedded into the thresh-
old model. The fourth part tests for additional influence from the network of neighbors.
The fifth part estimates the effect of participation in the movement on students’ academic
performance and also on electoral outcomes in the 2012 local elections.

A crucial element in the analysis is the use of an instrument that solves the simul-
taneity of decisions, the possibility of unobservable variables causing a spurious positive
correlation between students and their networks, and potential measurement error. The
instrument is the exposure of networks to the first protest in May 12, organized by col-
lege students. Exposure is measured as absenteeism in May 12 in the set of students that
(1) are part of the network of networks, and (2) are attending a different school in 2011.
The instrument is similar to the one proposed by Bramoullé et al. (2009) and De Giorgi
et al. (2010), although it is a refinement in the sense that it uses variation across protest
days and focuses on students in different schools.

Network exposure to the first protest in May 12 is highly predictive of participation
in June 16 – the first large national protest – even after controlling for a large set of
observable variables for students, networks, schools, and city fixed effects. This is the
preferred specification, but all results are qualitatively robust to the inclusion of fixed
effects at the neighborhood, school, or school-grade level. Placebo checks using non-
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protest days confirm the importance of the May 12 protest.

Using the linear-in-means model, the estimates suggest that a 10 percent increase in
network participation increases individual participation by 7 percent. This result is ro-
bust, statistically precise, and smaller in magnitude than a naive estimation that does not
address endogeneity. However, a non-linear estimation reveals that a threshold model is
a better representation of individual participation decisions. If the share of students in
the network that participates in the movement is lower than 40 percent, the individual
decision to participate is not affected by the network. After this threshold, individual
participation increases rapidly with network participation. This result suggests that a
“critical mass” of individuals is needed to facilitate participation.2

The critical mass of 40 percent should be interpreted as an average threshold. Stu-
dents in larger schools, smaller networks, and smaller cities have lower thresholds. In
addition, augmenting the estimation to allow for differential non-linear effects within
networks, the estimates suggest that students are more influenced by others that are
similar to them, a result that I interpret as evidence of weak and strong ties. Taken to-
gether, the results reject a linear-in-means model and suggest a critical mass of others
that are similar is needed to foster participation. As a consequence, participation across
network groups in the country follows a bimodal distribution with low and high levels
of participation.

An exploration of additional sources of influence from students in schools close by
confirms the previous results in two different ways. First, results are similar using a
different identification assumption. These “multinetwork” results rely on network ex-
posure to the first protest but across (instead of within) networks: participation among
students in social networks is instrumented with exposure in spatial networks. To the
best of my knowledge this “cross-network” identification is novel and potentially use-
ful in other settings. Second, potential non-random measurement error in the network
of students could introduce bias (Laumann et al., 1983; Kossinets, 2006; Chandrasekhar
and Lewis, 2011). Reassuringly, results are robust to incorporate “neighbor” students
into the analysis.

The last part of the analysis studies the consequences of protests. In particular, the
focus is on the private costs of participation and the effects of the movement on electoral
outcomes. A differences-in-differences analysis among students aged 6–10 and high-
school students in the period 2002–2015 reveals that grade repetition increased by 60

percent, from a base of 6 percent, among high-school students in 2011. Using within
school variation in 2011, I estimate that participation in the June 16 national protest
decreased GPA by 0.1 standard deviations and increased grade repetition by 33 percent.
Remarkably, these private costs of participation resemble the “critical mass” patterns
previously discussed.

In addition to the private costs that participation had for students, I provide sugges-

2This tipping behavior is predicted by models of social interactions (e.g. Brock and Durlauf 2001).
However, empirical evidence is limited. A notable exception is Card et al. (2008), who use Census tract
data to provide evidence of tipping in the context of Schelling (1971) dynamic model of segregation.
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tive evidence that the student movement was able to shift votes towards non-traditional
opposition parties, which were relatively more aligned with the movement’s demands.
A cross-sectional regression using county-level electoral data suggests that a one stan-
dard deviation increase in the intensity of the movement in local schools increased vote
shares for non-traditional parties by 5–10 percentage points. Interestingly, although ar-
guably speculative, the effect on vote shares seems to be non-linear, a result consistent
with the previously described “critical mass” patterns of participation.

This paper contributes to the empirical understanding of participation in collective
action. Only a few number of articles have studied protest participation.3 Using an an-
nual panel dataset of geographic cells in Africa, Manacorda and Tesei (2016) show that
mobile phone coverage facilitated protests when countries experienced economic down-
turns. Enikolopov et al. (2016) show that the penetration of an online social network in
Russia increased the probability of a protest and the number of protesters across cities.
Finally, Acemoglu et al. (2016a) show that citizens’ discontentment on Twitter predicts
daily protest participation in Tahir Square during Egypt’s Arab Spring. To the best of
my knowledge this is the first paper to estimate how individual specific networks affect
individual participation in collective action.

This paper also speaks to a related literature estimating the consequences of protests.4

Madestam et al. (2013) uses rainfall shocks as exogenous variation affecting the number
of protesters from the Tea Party Movement across U.S. counties to show how the move-
ment affected electoral outcomes and the policies being implemented. Aidt and Franck
(2015) show that the Swing riots in early 19th century Britain – credible signals of the
threat of a revolution – facilitated democratic reforms. This paper contributes to this lit-
erature by providing novel evidence on the individual costs associated with participation
and suggestive evidence on the effect of the student movement on electoral outcomes.

The next section presents a theoretical framework for the individual decision to par-
ticipate in collective action. Section 1.3 provides details about the 2011 student move-
ment in Chile. Section 1.4 presents the data and describes participants. Section 1.5 tests
for different models of participation in collective action. Section 1.6 tests for additional
complementarities in space. Section 1.7 estimates the costs of participation in the student
movement and estimates its effect on the 2012 local elections. Section 1.8 concludes.

1.2 Theoretical framework

This section presents a simple framework for the individual decision to participate in
a social movement. The objective is to lay out testable features of participation as a

3There are studies of participation in other types of collective action. For example, McAdam (1986)
shows that friends’ participation in the 1964 Freedom Summer project predicts individual participation,
and Yanagizawa-Drott (2014) shows that radios facilitated participation in the Rwandan genocide.

4There is, of course, a large theoretical literature studying social unrest and political transformation.
See, for example, Acemoglu and Robinson (2009).
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function of the participation of others. In this framework, each individual interacts with
a specific network and perfectly observe their participation in the movement.5

Network participation could affect individual participation for multiple reasons, in-
cluding pressure to conform, strategic complementarities, and information updating.
Although some results in sections 1.5 and 1.6 arguably help to distinguish between these
mechanisms, I remain agnostic about which one is relatively more important.

1.2.1 Environment

There are I individuals in a society. Let ai be an indicator variable that takes the value
of one if individual i participates in a movement that is revolting against the status quo
and zero otherwise. Each individual i interacts with a group of individuals, i’s network.
Individual i perfectly observes participation in her network, composed by ni individuals
and denoted by the vector~aj(i) = (a1, . . . , ani). She also observes aggregate participation,

denoted by the scalar a−i ≡
∑k 6=i ak

I . To simplify notation, let ni ≡ n and~aj(i) ≡ ~aj.

The utility of individual i from participating in the movement depends on her own
action ai, aggregate participation a−i, and the participation of others in her network ~aj:

ui(ai|~aj, a−i) = p(a−i)B +
(

f (~aj) + bi − ci
)

ai (1.1)

where p(a−i) is the probability of achieving change, B is the benefit of changing the
status quo, f (~aj) is an unknown function of the participation of others in the network,
bi is an individual benefit derived from participation, and ci is an individual cost of
participation.6 Note that if f (~aj) = 0, then only individuals with bi > ci participate.

Individual i decides to participate in the movement if the utility from participating
ui(ai = 1|~aj, a−i) is higher than the utility from not participating ui(ai = 0|~aj, a−i):

f (~aj) + bi − ci > 0 (1.2)

where it is easy to see that if f (~aj) > 0 (or f (~aj) < 0) some individuals with bi < ci
(bi > ci) will be pushed towards participation (non-participation) because of “network
effects.” Section 1.7 calculates empirically this share of individuals.

1.2.2 Testable features of participation

This section describes four testable features of participation. First, is individual par-
ticipation increasing or decreasing in the participation of others in the network? This

5For a thorough theoretical analysis, including equilibrium conditions, see Bramoullé et al. (2014) and
Blume et al. (2015).

6Other predetermined observable variables of networks may also affect utility. These variables are
omitted for simplicity but incorporated in the empirical analysis.
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question can be answered empirically using a simple “linear-in-means” model. This
model was used by Manski (1993) to discuss econometric challenges and assumes that:

f (~aj) = β · 1
n
(a1 + · · ·+ an) = β · aj (1.3)

This functional form is a modeling choice and may or may not be the best representation
of the data. Nevertheless, if β > 0 then individual participation is increasing in the
participation of others in the network and the reverse is true if β < 0.

A slightly more general representation of the previous model allows for differential
influence within i’s network. These “weak and strong ties” are emphasized by Granovet-
ter (1973) and can be represented as:

f (~aj) = β · (ω1a1 + · · ·+ ωnan) (1.4)

This function allows individuals to take a weighted average of the participation of others.
The weights ωk, with k = 1, . . . , n and ∑k ωk = 1, represent the differential influence that
others have in i’s participation decision.7

A model with differential influence can take many forms, depending on the mod-
eling choice for the weights ωk. Consider two examples. First, we could try to non-
parametrically estimate these weights. After estimation, we could characterize influential
individuals. Second, we could parameterize these weights using observable variables.
The former approach is being explored by an ongoing research agenda (e.g. Manresa
2016). The latter approach has been, to the best of my knowledge, relatively unexplored
empirically. Section 1.5 explores a “homophily model of influence” in which the differ-
ence in observable variables between the individual and others in her network deter-
mines the strength of the influence. In the absence of this type of influence, differences
in observables should not determine the strength of influence.

The third testable feature of the model is a potential non-linearity in f . In seminal
studies of collective action, Tilly (1978) and Granovetter (1978) argue that the individual
decision to participate in a movement may be influenced by the participation of others
only when there is a “critical mass” participating. This is:

f (~aj) = g
(
aj
)
· 1
(
aj > αi

)
(1.5)

where aj is the share of i’s network that participates, and 1(aj > αi) is an indicator
function that takes the value of one if the share participating is larger than αi ∈ [0, 1].
The threshold αi may be individual specific and could lead to multiple equilibria in
participation.

The final testable feature of participation is that individuals may interact in K differ-

7In a study of participation in the 1964 Freedom Summer project, McAdam (1986, p. 88) shows that a
strong tie to a participant is a better predictor of individual participation than a weak tie.
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ent networks or, equivalently, there are K different types of links:

f (~aj) = f1(~aj1) + · · ·+ fK( ~ajK) (1.6)

where fk(~ajk) represents the influence of others in network jK. Two examples are social
and spatial networks: individuals may be affected by the participation of friends that are
not their neighbors or vice versa. If only social networks (say k = 1) affect individual
participation, then f (~aj) = f1(~aj1) and fk(~ajk) = 0 ∀k 6= 1.

1.3 The Chilean student movement

From the Tunisian demonstrations sparking the Arab Spring to Occupy Wall Street
triggering a movement against inequality, 2011 will be remembered as the year of the
protester. The global wave of citizens demanding a “new democracy” also took place in
Chile, where students revolted to reform the educational system installed by the Pinochet
dictatorship, nowadays one of the most expensive and segregated in the world (Hsieh
and Urquiola, 2006; OECD, 2013). Organized groups of students triggered the largest
demonstrations in the country’s history, which were recognized worldwide as one of the
most important social movements of the year.

The student movement began its protest activities in May of 2011, two months within
the academic year and 14 months after a right-wing government took office for the first
time in 50 years.8 The initial demonstrations were triggered by delays in the assignment
of students’ scholarships and bus passes. The first student-led national protest took
place on May 12 and thousands of high-school and university students participated.9

The first national protest was organized by the Confederation of Chilean Students,
a national student organization, with the objective of exerting pressure on the annual
presidential speech of May 21, day in which the government outlines next year policies.
Students wrote a document outlining policies to decrease segregation in the educational
system and increase government spending on education. After the presidential speech,
the confederation of students sent a letter to the ministry of education expressing their
discontent with the presidential announcements (Confech, 2011). Students called for
another national protest day in June 1, the last rally before the movement expanded in
an unprecedented way.

After the national protest of June 1, and a failure to reach an agreement with the
ministry of education in meetings held in May 30 and June 8, students intensified their
protest activities. The movement was gradually supported by deans – including those in
prestigious public universities – teachers, prominent worker unions, and public figures.

8Chronicles written by leaders of the student movement are Figueroa (2012), Vallejo (2012), and Jackson
(2013). A brief history of movement among high-school students can be found in Simonsen (2012).

9For additional context, Figure A.1 plots the daily number of protests in Chile in the period 1979-2013

and Figure A.2 plots economic indicators around the beginning of the student movement of 2011.
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Over the weeks that followed, students occupied schools and universities and protest
activities spread across the country. In an attempt to prevent occupations, the Ministry
of Education asked students “to stop protesting” and the president stated that “coun-
tries do not progress by occupying schools.” The government’s approval was low and
continued to plummet after the rise of the movement (Figure A.3). Students called for
another national protest day on June 16, at the time the largest mobilization in the coun-
try’s history. The government responded in June 25 with an offer and students rejected
it and called for yet another national protest day on June 30.

Education was the main topic of conversation in the months of July and August.
The leaders of the movement were regularly invited to television and radio shows, and
diverse protest activities filled the country. Students ran and danced in front of the
government palace, kissed in public spaces to gain citizens’ support, and exerted pres-
sure on the government using different types of non-violent resistance. Rainy days and
school holidays did not stop students’ activities, with large protests taking place under
thousands of umbrellas. The president replaced the ministry of education in July 18 and
the government responded to students’ demands with offers on July 5, August 8, and
August 17. Students rejected these offers and demonstrations continued after the school
break of July, with the largest national protests taking place in August 24 and 25. These
two days marked the peak of the student movement and protest activities declined in
the following months.

Various reasons explain the decay of the student movement, including the beginning
of formal negotiations, the focus of popular media on violent protesters, and students’
concerns about grade retention.10 After months of protests, what were the consequences?
Contemporary surveys show that 80 percent of citizens supported the movement (Adi-
mark, 2011) and education became a national priority (Figure A.4). Candidates in the
subsequent local elections in 2012 and congress and presidential elections in 2013 were
constantly questioned about their ideological position regarding education. Some of the
older leaders of the movement founded political parties and four of them won seats at
the congress.

1.4 Data and descriptive statistics

The first part of this section describes the data used in the empirical analysis. All seven
administrative datasets were provided by the Ministry of Education in Chile. Six datasets
contain information about students and one dataset describes schools. The second part
of this section describes the participation of students in the student movement.

10Jackson (2013, p. 22) states: “the constant emphasis on violence affected the strength of the move-
ment”. The government threatened students with grade retention promoting the “Let’s save the academic
year” plan. In addition, public figures died in an airplane crash in September 2 – shifting public interest
away from the movement – the movement’s leaders had to face annual elections to renew their leaderships,
and summer holidays caused the movement to retreat until the next academic year.
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1.4.1 Administrative datasets and cities

The first dataset of students presents information about daily attendance to school in
2011. The second dataset contains students’ enrollment information (school, grade, class-
room). There are approximately 3,000,000 students every year, and 975,000 high-school
students enrolled in 2,700 high-schools in 2011. The third dataset contains information
on students’ annual academic performance (GPA, school attendance, repetition). These
three datasets are available for all students enrolled in the educational system.

Three additional datasets contain more information about high-school students in
2011. The fourth dataset corresponds to students’ performance in standardized tests,
taken some years by students in specific grades. Approximately 40 percent of high-
school students in 2011 took the test before that year. The fifth dataset corresponds to
household surveys, conducted in parallel to standardized tests. These surveys allow me
to measure household income and students’ internet connection at home, data available
for 57 percent and 36 percent of high-school students in 2011. The sixth dataset contains
self-reported home addresses and it is available for 35 percent of high-school students in
2011.

The seventh and last dataset contains information about schools. Approximately
40 percent of students were enrolled in public schools in 2011, 60 percent in private
schools, and 96 percent attended urban schools. School addresses are available and I use
these to construct geographic clusters that I refer to as “cities.” These cities are isolated
components in the network of schools, where schools are linked if these are closer than
5 kilometers from each other (see Figure A.5 for a map of cities). Table 1.1 presents
descriptive statistics for students, schools, and cities.

1.4.2 Participation in the student movement

To measure students’ participation in the movement I use school absenteeism among
high-school students during protest days in 2011. Several patterns in the data suggest
this is indeed a useful way to measure participation. First, there are significant spikes
in absenteeism during protest days. The upper panel in Figure 1.1 plots absenteeism
from the beginning to the end of the 2011 school year. The first two national protest
days (May 12 and June 1) are easy to observe in this figure. The sharp increase in school
absenteeism between June 1 and June 16 maps corresponds to the real-time escalation
of protest activities. Second, some schools were temporarily taken over by students and
these closures are observed in the data with the correct dates. As examples, the lower
panels in Figure 1.1 present three time series of school-level absenteeism.

Given that the government collects information about students to measure perfor-
mance and allocate public programs, I am able to describe participation in the movement
in an unusually rich way. Let student i’s participation be defined as max{0, AiT − Aiτ},
where AiT and Aiτ represent student i’s absenteeism before and after June 1.11 This

11The purpose of the maximum function is to truncate participation to be positive, although it is in-

9



measure of participation accounts for heterogeneity in absenteeism at the student level.

The average absenteeism of high-school students before and after June 1 was 13 per-
cent and 40 percent respectively, which means that absenteeism increased by more than
200 percent. The average participation of a student is 0.30 (s.d. 0.32) and 4 percent of
students did not go back to school in 2011. The participation of an average school is 0.20

(s.d. 0.22). Figures 1.2-A and 1.2-B plot the distribution of this participation measure for
students and schools respectively.

Participation in the student movement was similar across students from different in-
come groups and different performance measures. Figure 1.2-C plots the correlation
between students’ participation and annual household income. Students from families
earning US$10,000 annually skipped 30 days more than usual, while students from fam-
ilies earning more than US$30,000 missed 23 days more than usual. Figure 1.2-D shows
that standardized test scores have little predictive power for participation. Both of these
correlations are robust to the inclusion of student-level controls and city fixed effects.

Lower quality schools with more students connected to the internet participate more
in the movement. Figure 1.2-E plots the correlation between participation and schools’
average test scores, a quality measure. A one standard deviation increase in quality
signals is associated with a decrease of 4 percentage points in participation. Figure 1.2-F
shows that, after controlling for household income, a one standard deviation increase in
internet connection is associated with an increase of 8 percentage points in participation.

1.5 Collective action in social networks

This section tests for potential complementarities in school absenteeism decisions be-
tween students and their networks during protest days. The focus is on June 16, at
the time the largest mobilization in the country’s history and the first massive national
protest day in a two and a half months period of intense protest activities (details in
section 1.3). After describing the main regression equation of interest, I define social net-
works, discuss the main identification concerns, describe the identification strategy, and
present results. In short, the identification strategy uses the exposure of students’ net-
works to the initial protest in other schools, an exposure that arises due to predetermined
switching of students across schools.

1.5.1 Estimating equation and social networks

Consider the following regression relating a student’s decision to skip school in the first
largest protest day as a function of school absenteeism in her social network:

Aisc = f (Aj(i)) + g(bi, ci) + g(bj(i), cj(i)) + δxs + ζc + εisc (1.7)

nocuous in the sense that few students decrease their absenteeism after June 1 in 2011.
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where Aisc is an indicator that takes the value of one if student i in school s located in
city c decides to skip school in June 16. In addition, f (Aj(i)) is a function of a vector con-
taining the absenteeism decisions of i’s social network j(i), and g(bi, ci) and g(bj(i), cj(i))
are functions of observable variables that account for the benefits and costs that may
affect students’ decision to participate. Finally, xs is a vector of control variables at the
school level, ζc is a city fixed effect, and εisc is an error term clustered at the city level.

The analysis begins using a linear-in-means function f . The vector of control vari-
ables bi and ci include average school attendance in 2010, GPA in 2010, an indicator for
grade retention in 2010, an indicator for female, an indicator for students who switched
school in 2010, and age. Averages of the same variables are included in bj(i) and cj(i),
although results are robust to use more flexible functions. In addition, student controls
also include school absenteeism during the May 12 and June 1 protest days. School-level
controls include an indicator for public schools, reported quality signals (i.e. test score
averages), the percentage of students who have repeated a grade in the past, and average
household income.

Because students interact mostly with other students in their classroom, I define stu-
dent i’s social network j(i) as the lifetime history of classmates. This definition of social
networks gives rise to a large network of students linked within and across schools. Links
across schools arise from switching of students across schools before 2011. Overall, this
network contains more than 600 billion potential interactions between students across
the country, and more than 60 million existing links in 2011. The average student has
80 other students in her social network, 60 percent attending the same school and 40

percent attending a different school in 2011.12

1.5.2 Identification strategy

There are two concerns with a naive estimation of equation (1.7). First, the reflection
problem emphasized by Manski (1993): students affect their social networks and social
networks affect students. Second, there may be unobservable variables causing students
and their networks to make similar decisions. Both concerns imply that an OLS estima-
tion will overestimate the effect of social networks on student’s decisions. To solve these
issues, I exploit three sources of variation in an instrumental variables approach.13

The first source of identifying variation is the exposure of social networks to protests
in their social networks. The second source is a restriction to students attending a differ-

12The term “social network” is coined for expositional purposes as other individuals may be part of a
student’s network. The possibility of measurement error in social networks is addressed in the following
sections. For computational reasons results use social networks defined as classmates in the previous four
years. Results are robust to using more or less previous years.

13An additional source of bias is known as “exclusion bias” and causes OLS estimates to be biased
downwards (Guryan et al., 2009; Angrist, 2014; Stevenson, 2015; Caeyers and Fafchamps, 2016). To deal
with this bias I follow Caeyers and Fafchamps (2016) and include the student’s value of the instrument
(absenteeism in May 12) as an additional control variable.
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ent school in 2011. The third source is the first national protest day in May 12, organized
outside of the network of high-school students (see section 1.3). All in all, this strategy
is similar to the one proposed by Bramoullé et al. (2009) and De Giorgi et al. (2010) with
two important differences: the use of variation across days and, to minimize the threat
of unobservables, a restriction on the set of second degree connections.

To gain intuition let student i’s network be denoted by the set ni. The exposure of
students in ni is measured by how much their networks Ni participated in May 12, with
i /∈ Ni. Students in the set Ni may however still have similar unobservable variables
than i. To deal with this concern, I restrict attention to a subset of students. Given the
predetermined switching across schools, many students in Ni are attending a different
school in 2011. Let Mi be the set of students that attend a different school than i in
2011, with Mi ⊂ Ni and ni ∩Mi = Ø. The identification assumption is thus that school
absenteeism in May 12 among students in the set Mi only affects student i absenteeism
in June 16 through the absenteeism of ni.

The first stage using the previously described instrument is strong (see Table A.1),
with coefficients having the expected positive sign – higher initial exposure fosters par-
ticipation – and corresponding F-stats always far from a weak instrument problem (Stock
and Yogo, 2005). Reassuringly, the value of the instrument in non-protest days before
May 12 does not predict networks’ absenteeism in June 16 (see Figure A.6), suggesting
that unobservable variables that affect absenteeism on non-protest days are unlikely to
be a concern.

1.5.3 Linear estimates

Table 1.2 present estimation results of a linear-in-means model. Panel A presents OLS
estimates of different specifications of equation (1.7). Although the focus is on the effect
of network, school absenteeism during the initial protests of May 12 and June 1 are also
interesting because these could potentially be measures of habit formation in protest
activity.14 As the mean of the dependent variable and the main variable of interest are
similar (0.49 and 0.50), point estimates can be interpreted directly as an elasticity.

Column 1 in Table 1.2-A presents estimates without control variables, a regression
that explains almost two-thirds of the variation in June 16 absenteeism.15 The estimated
coefficient implies that a one standard deviation increase in network absenteeism (0.31)
is associated with an increase of 38 percentage points (0.31×1.23=0.38) in the probability
of skipping school. In terms of elasticities, a 10 percent increase in network absenteeism
is associated with a 12 percent increase in student absenteeism. In addition, skipping
school in the first two protest days increases the probability of skipping school in June
16 by 14 percentage points (0.06+0.08=0.14). Columns 2-5 progressively control for

14The number of observations is presented in the bottom of Table 1.2. Differences in observations are
due to missing values, which are more common in small schools located in rural areas.

15In contrast, a regression on student, network, and school characteristics explains less than one-third
of the June 16 variation in absenteeism, suggesting network effects and habit formation are important.

12



student, network, and school characteristics, and city fixed effects. As a result, the
coefficient of networks remains stable. Although regressions control for a large set of
observable variables at multiple levels, reflection and potential unobservable variables
could cause a comovement of decisions between students and their networks.

A leading concern with estimates in Table 1.2-A are neighborhood unobservable vari-
ables causing a spurious positive correlation between students and their networks. To
explore this possibility, I geo-coded 50,000 home addresses of students in Santiago, cap-
ital of Chile, and construct neighborhood fixed effects using latitude and longitude co-
ordinates, creating areas of approximately 10×10 blocks (see Figure A.7 for a map).
Column 7 includes these 714 indicators and estimated coefficients are unchanged, pro-
viding some evidence that neighborhood level variables are unlikely to be a concern.
However, there may be additional complementarities in neighborhoods, i.e. absenteeism
may be influenced by neighbors that were not classmates. I explore this possibility in
section 1.6.

Table 1.2-B presents instrumental variables results. Table A.1 presents first-stages
and reduced forms. As expected, estimated coefficients are positive and smaller in mag-
nitude than their OLS counterparts. Columns 1-6 show the coefficient is robust with
an elasticity of 0.6–0.8. Importantly, F-statistics in first-stages are always strong. Col-
umn 5 in Table 1.2-B is the preferred specification. This result is robust to excluding
schools closed by students in June 16: the 2SLS coefficient for networks is 0.53 (s.e. 0.14)
with a first-stage F-stat of 30.2 (see Table A.2). When including school fixed effects the
coefficient for networks decreases to 0.07 (s.e. 0.03, first-stage F-stat of 77.7).

The remainder of this section explores two deviations from the linear-in-means model.
First, potential non-linear effects of the participation of others. Second, differential in-
fluence within students’ networks.

1.5.4 Critical mass

To test for non-linear networks effects, I use the nonparametric approach proposed by
Newey et al. (1999). In this control function estimation, the coefficients of interest are as-
sociated to indicators for different values of absenteeism in social networks. The bench-
mark estimation uses eleven indicators: the first takes the value of one if absenteeism in
social networks is between 0 and 10 percent, the second for 10-20 percent absenteeism,
and so on until 100 percent absenteeism. Using equation (1.7):

f (Aj(i)) = β1 · 1[Aj(i) ∈ [0.1, 0.2)] + · · ·+ β9 · 1[Aj(i) ∈ [0.1, 1)] + β10 · 1[Aj(i) = 1](1.8)

where (β1, . . . , β10) are the parameters of interest and the omitted category is absen-
teeism lower than 10 percent in social networks.

The upper-left panel of Figure 1.3 presents these ten estimated coefficients (β̂1, . . . , β̂10)
with their corresponding 95 percent confidence interval using the Newey et al. (1999) ap-
proach. The figure also plots the analog OLS estimates for comparison. The exact specifi-
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cation corresponds to column 5 in Table 1.2, which includes student, network, and school
controls, and also city fixed effects. Similar to the linear estimates, the control function
approach delivers estimates that are lower in magnitude than the OLS counterparts, as
expected.

Consistent with the threshold model of collective behavior proposed by Granovetter
(1978), the estimated coefficients show “critical mass” patterns. Student’s absenteeism is
not affected by low values of absenteeism in social networks. In contrast, large values
of social network absenteeism have strong effects on students’ decisions to skip school.
The upper-right panel of Figure 1.3 plots the sequential difference between estimated
coefficients to understand the marginal contribution of additional absenteeism in the
social network, suggesting that approximately 30-40 percent is the critical mass needed
for networks to have an influence on students.

To estimate the average threshold in which networks begin to influence decisions, I
repeat the previous estimation strategy but using 51 indicators for social network absen-
teeism, from 0 to 100 percent absenteeism in steps of 2 percentage points. The lower-left
panel of Figure 1.3 presents the coefficients for these indicators. A vertical line marks
the point in which the coefficient becomes statistically different from zero: 40 percent of
absenteeism in the social network. The lower-right panel plots the distribution of absen-
teeism in social networks, a bimodal distribution consistent with a critical mass pattern
of influence.

These critical mass results hold when omitting schools that were closed by students,
and are qualitatively similar when including school or school-grade fixed effects (see
panels A, B, and C in Figure 1.4). In addition, the critical mass of 40 percent should
be interpreted as the average threshold. Panels D, E, and F in Figure 1.4 shows that
students in larger schools, smaller networks, and smaller cities have lower thresholds.16

In sum, the estimated coefficients in Figures 1.3 and 1.4 provide evidence of “critical
mass” type of complementarities in protest behavior: students’ absenteeism in protest
days increases with network absenteeism only when more than 40 percent of other stu-
dents in their networks skipped school.

1.5.5 Differential influence within networks

The empirical regularity of individuals forming links with others with similar charac-
teristics is known as homophily (Jackson, 2010, chapter 6). Empirical work testing for
differential influence following homophily patterns within networks is, however, more
limited. Conditional on a network structure, i.e. links are already formed, does the
strength of influence follows homophily patterns? This section tests this hypothesis
focusing on three variables: gender, internet connection, and household income.

Table 1.3 presents results for the linear-in-means model. Columns 1 and 2 test for gen-

16Figure A.8 shows additional patterns of heterogeneity. In addition, Figure A.9 shows that results are
identical in schools with low and high levels of irregular spending of government transfers (CIPER, 2012).
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der homophily patterns of influence by estimating a linear-in-means version of equation
(1.7), restricting attention to males or females, and splitting the network in males and
females. For estimation I use the control function approach proposed by Newey et al.
(1999). Under the null hypothesis of equal influence we should observe similar coeffi-
cients for the male and the female parts of the network. Results, however, indicate strong
homophily patterns: same gender influence is more than ten times stronger than cross
gender influence.

Columns 3 and 4 restrict attention to students with and without internet connection
respectively, split the network in two, students with and without internet connection,
and follow the same estimation strategy than before.17 Estimated coefficients indicate
that the influence of students with internet on other students with internet is three times
larger. The influence of students without internet on students without internet is two
times larger.

Similar patterns of influence arise when restricting attention to the position of stu-
dents in the income distribution. Columns 5–7 show that students from poor households
are more influenced by students from poor households, and students from rich house-
holds are more influenced by students from rich households (and not by students from
poor households).18

Figure 1.5 present the nonparametric analogue of previous results. Patterns of criti-
cal mass are still clear when allowing for differential influence, and the null hypothesis
of equal influence is easily rejected. Overall, results in Table 1.3 and Figure 1.5 pro-
vide evidence that supports the hypothesis of homophily patterns of influence within
networks.

1.6 Multinetworks

This section tests for additional complementarities in other networks. Given the saliency
of geographic location, I incorporate spatial networks into the analysis. The motivation
is that individuals may be influenced by neighbors that are not in the previously defined
social network. The findings in this section confirm previous results in two ways. First,
these results rely on a different identification assumption. Second, these results are less
likely to be subject to measurement error.19

17This is a partial test for the hypothesis of stronger coordination with internet because students (1)
may have internet access at the school, and (2) may coordinate with other networks over the internet.
Manacorda and Tesei (2016) and Enikolopov et al. (2016) provide city-level evidence of stronger network
coordination with more access to cell phones and social media.

18Rich households are defined as those with reported annual income higher than US$16,000, poor
households with reported annual income lower than US$5,000, and the rest is defined as the middle class.

19Laumann et al. (1983) show how “missing” links create bias in network statistics, Kossinets (2006)
discusses different sources of measurement error, and Chandrasekhar and Lewis (2011) discusses the
implications for regression analysis. Importantly, working with administrative data for the universe of
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The empirical challenge is to simultaneously test for complementarities in both social
and spatial networks. Because home location is not available for all students and schools’
exact geographic location is, I now use schools as the unit of observation. First, I discuss
the main estimating equation. Second, I propose an instrumental variables strategy that
is based on “cross-network” exposure to the initial protest. Third, I present results.

1.6.1 Estimating equation

Consider an extended version of equation (1.7) that includes potential complementarities
in social and spatial networks:

Asc = f (An(s)) + f (Am(s)) + γxs + θc + εsc (1.9)

where Asc represents students’ average absenteeism in school s in city c in June 16, An(s)
and Am(s) represent students’ absenteeism in spatial n(s) and social m(s) networks in
June 16, and xs is a vector of control variables chosen using the method proposed by
Belloni et al. (2013).20 The vector θc controls for city fixed effects and the error term εsc
is allowed to be spatially correlated within cities. The estimation of f corresponds to
the statistical tests of interest, with f ′ > 0 providing evidence of complementarities in
multinetworks. Given the fewer number of observations I use a linear-in-means function
f for most of the analysis, but I also discuss and present estimates of flexible estimation
of this function.

1.6.2 Identification strategy

The main concern with estimation of equation (1.9) is the potential existence of unob-
servable variables that affect both the absenteeism of schools and their networks. This
source of bias will cause a spurious positive correlation between schools’ and networks’
absenteeism. Crucially for the identification strategy I propose, the unobservables caus-
ing comovement can differ across networks. For example, the use of police force to
decrease absenteeism in a geographic area will cause a comovement in spatial networks
but not necessarily in social networks.

Before presenting the key equations of the econometric strategy, let me define two
sets of schools. Let m(s) represent the set of schools in the social network of s, n(s) the
set of schools in the spatial network of s, and `(s) ≡ m(s) ∪ n(s). The first set of interest
corresponds to schools in the social network of a spatial network, m(n(s)) ≡ m(n) under
the previous notation, with m(n) ∩ `(s) = Ø. The second set of interest corresponds to
schools in the spatial network of a social network, n(m(s)) ≡ n(m) with n(m)∩ `(s) = Ø.

students mitigates a significant number of concerns.
20Control variables include: school absenteeism in May 12, school absenteeism in June 1, school absen-

teeism in 2010, and an indicator for public schools.
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Schools in the disjoint sets n(s) and m(n) are linked in the social network, while
schools in the disjoint sets m(s) and n(m) are linked in space. With these two sets of
schools in mind, consider the following first-stage regressions:

Am(s) = τ1Zn(m) + τ2Zm(n) + φ1An(s) + γ1xs + θc + ηsc (1.10)
An(s) = τ3Zn(m) + τ4Zm(n) + φ2Am(s) + γ2xs + θc + ηsc (1.11)

where Am(s) and An(s) represent school absenteeism in the social and spatial networks of
s in June 16, Zmn represents school absenteeism in the spatial network of ms in May 12,
and Znm students’ average absenteeism in the social network of ns in May 12. Both Zmn

and Znm are the instruments I propose to isolate exogenous variation in network protest
activity.

The relevance condition behind the proposed instruments follows a simple logic: if
coefficients τ2 and τ3 are positive and statistically different from zero, then exposure to
the initial protest increases protest participation in June 16. To gain intuition, Figure
1.6 presents this identification strategy graphically. In the upper panel the interest is
on the effect of B on A through a link in the social network. The initial participation
of B’s spatial links (marked in red) affects B’s participation, which in turn could affect
A’s participation. The same logic applies in the lower panel, where the focus is now on
the effect of A’s spatial links: the initial participation of B’s social links (marked in red)
affects B′s participation, which again could affect A’s participation. Then, the exclusion
restriction is that B’s links affect A only through B.

Equations (1.10) and (1.11) also provide some evidence for this approach. Coefficients
τ1 and τ4 should not be statistically different from zero. This should be the case because,
after controlling for An(s), we should not observe that social networks have an additional
effect because all their influence is through An(s), implying that τ1 ≈ 0. The same
argument applies in equation (1.11): after controlling for Am(s), there should be no effect
of spatial networks, which implies that τ4 ≈ 0.

1.6.3 Results

The multinetwork is composed by 2,070 high-schools (i.e. nodes) and two types of links
(i.e. edges): spatial and social. Links are defined in the following way. Hypothetical
schools A and B are linked in the social network if students transferred between these
schools in previous years. In addition, schools A and B are linked in space if these are
geographically close enough.21 Note that two schools can be theoretically linked in two
networks and networks are imperfectly overlapped. Figure 1.7 presents a visualization
of social and spatial networks. The average school has 3.4 spatial links, 1.7 social links,
and a total of 4.6 links. The number of schools without any type of link is 177, with 709

schools having zero spatial links and 453 having zero social links.

21I use transfers of students in 2010 to define social links and one kilometer as the threshold for spatial
links – roughly 10 blocks – although results are robust to different definitions.
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Table 1.4 presents estimation results of three versions of equations (1.10) and (1.11).
The first specification includes only the instruments Zn(m) and Zm(n), the second speci-
fication adds controls, and the third adds city fixed effects. The column pairs 1-4, 2-5,
and 3-6 correspond to the first-stages in the three specifications. The bottom of the table
presents the Angrist-Pischke F-statistic to test the statistical strength of the relevant in-
strument, and the Cragg-Donald F-stat for the combined strength of both first stages. In
addition, columns 7-9 present the corresponding reduced form regressions. Overall, esti-
mated coefficients and statistical tests suggest that the instruments are valid. First-stage
coefficients are positive as hypothesized and statistically different from zero (i.e. τ2 � 0,
τ3 � 0), I can reject the presence of weak instruments, there is evidence to support the
approach (i.e. τ1 ≈ 0, τ4 ≈ 0), and the reduced form coefficients are always statistically
significant and positive.

Table 1.5 presents two-stage least squares estimates (columns 4-6) and OLS coeffi-
cients for comparison (columns 1-3) for the three specifications previously discussed.
Overall, estimated coefficients suggest the existence of complementarities in both spatial
and social networks, and I cannot statistically reject that coefficients in both networks are
different (p-value of 0.63). These linear complementarities are robust to the exclusion of
schools without students’ attendance in June 16: spatial and social network coefficients
are 0.27 (s.e. 0.08) and 0.16 (s.e. 0.06) respectively. Estimated coefficients in my preferred
specification (column 6) imply that a one standard deviation increase in absenteeism in
the spatial (social) network causes an increase in school absenteeism of 9 (7) percent-
age points, an increase of 23 (18) percent. The corresponding elasticities with respect to
absenteeism in spatial and social network are 0.3 and 0.2.

Given the number of observations, estimated coefficients are less precise than those
in section 1.5 but still statistically different from zero. Although there is less statistical
power to estimate potential non-linearities in both networks, for completeness Figure
A.10 presents estimated coefficients similar to the ones presented in Figure 1.3. Not
surprisingly, estimated coefficients have wide confidence intervals so I cannot reject the
existence of non-linearities in spatial networks.

1.7 Consequences of protests

This section estimates the costs of participating in the student movement and its effects
on electoral outcomes, i.e. estimates of private costs and common benefits. A cohort
analysis in a differences-in-differences framework reveals that grade repetition increased
by 60 percent among high-school students in 2011. Within schools in 2011 more partic-
ipation is associated with lower academic performance and a 33 percent increase in the
probability of repeating the grade. An analysis of the 2012 local elections suggests that
the movement shifted votes towards non-traditional opposition parties, relatively more
aligned with the movement’s demands. The section ends with a counterfactual calcula-
tion for the contribution of networks to protest activities emphasizing the importance of
allowing for non-linearities.
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1.7.1 The cost of participation

Cohort analysis. Analysis of administrative data for the period 2002–2015 shows that
participation in the movement lead to an increase in grade retention, an outcome causally
associated with higher dropout rates, lower educational attainment, and more criminal
activities (Manacorda, 2012; Dı́az et al., 2016).

To estimate the change in grade retention among high-school students in 2011, con-
sider the following differences-in-differences regression:

yhst = βt × (Ghs × Tt) + ζhs + λt + εhst (1.12)

where yhst is retention of students in grade h of school s in year t, with h either stu-
dents in 1st-4th grade (non-participants) or students in 9-12th grade (participants). The
indicator Gsh is equal to one for grades 9-12th and zero otherwise, Tt is a vector of indi-
cator variables for years t = 2002, . . . , 2015 (with 2010 as the omitted category), ζhs and
λt are school-grade and year fixed effects, and εhst is an error term correlated within
schools. An increase in grade retention among high-school students in 2011 translates
into β2011 > βt, with t 6= 2011.

Figures 1.8-A and 1.8-B present estimated coefficients β̂t using OLS. Figure 1.8-A uses
absenteeism as dependent variable and Figure 1.8-B uses grade retention. Absenteeism
among high-school students increased by 4.5 percentage points in annual official statis-
tics, a 60 percent increase from a base of 0.08 absenteeism in 2010.22 Retention among
high-school students increased by 3.5 percentage points in 2011, a 60 percent increase
from a base of 0.06 in 2010, an unprecedented increase in the period 2002–2015.

Individual analysis. To estimate the individual costs of participation consider a version
of equation (1.7) that includes school fixed effects and uses academic performance at the
end of 2011 as dependent variable. The coefficients of interest are again flexible estimates
of social network absenteeism in June 16. Figures 1.8-C and 1.8-D present estimates
using GPA and grade retention as dependent variables. Estimated coefficients imply
that full absenteeism in social networks in June 16 is associated with (1) a decrease of
0.16 standard deviations in academic performance, and (2) an increase in grade retention
of 38 percent (from a base retention of 0.06 in 2010).

Now consider a similar regression but using individual participation as independent
variable. Estimated coefficients suggest that individual school absenteeism in June 16

leads to (1) a decrease of 0.1 standard deviations in GPA (coefficient of -0.07, p-value
of 0.00), and (2) an increase in grade retention of 33 percent (coefficient of 0.02, p-value
of 0.00). Results using annual participation, defined in section 1.4.2, imply that a one
standard deviation increase in participation decreases GPA by 0.15 standard deviations
and increases grade retention by 31 percent.

22This increase in absenteeism needs to be interpreted with caution as both the denominator and the
numerator are changing. The central government decreased the total number of official days of schooling
in 2011, mechanically decreasing an otherwise larger increase in absenteeism.
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1.7.2 Political effects of the student movement

The first election after the rise of the student movement of 2011 was held in October of
2012.23 At these local elections citizens elected mayors in all of 345 counties in the coun-
try. Traditional parties, organized in left and right wing coalitions, competed against
each other and against candidates from “non-traditional” parties. Although with new
leaders and lower participation rates, the student movement was still active and many
anticipated it would have an effect on electoral outcomes. The movement showed its
discontent with traditional politics and publicly supported non-traditional parties.24

Despite its contemporary relevance, there is no systematic evidence of the impact the
student movement had at these elections.

To estimate the effect of the student movement in the 2012 local elections, consider
the regression:

Vc,2012 = α + β · Student Movementc,2011 + γVc,2008 + εc (1.13)

where Vc,2012 and Vc,2008 are electoral outcomes in the 2012 and 2008 local elections in
county c, Student Movementc,2011 is the county-level average participation of high-school
students in the movement (see section 1.4.2), and εc is an robust error term. The depen-
dent variable is either the vote share for non-traditional candidates or the percentage of
voters in the county population.25

The main concern with an OLS estimation of β is the potential existence of omitted
variables correlated with the student movement and electoral outcomes. Three exercises
suggest this is unlikely to be a major concern. First, regressions control for electoral out-
comes in previous elections, which captures cross-sectional variation in political pref-
erences. Second, placebo checks using school absenteeism in previous years support
results. Third, I use the method proposed by Altonji et al. (2005) to construct bounds for
estimates and qualitative conclusions remain.

Table 1.6 presents regression estimates. Column 2 indicates that a one standard devi-
ation increase in the intensity of the student movement is associated with an increase of
5.3 percentage points in the vote share for non-traditional candidates, an increase of 16

percent on a base of 33 percent in 2008. This increase in vote shares is mostly explained
from a decrease in vote shares for right-wing candidates, the coalition of the incumbent
president. Column 5 suggest that the same increase in the movement intensity is asso-
ciated with a decrease of 1.5 percentage points in voters. More speculatively, columns

23There was an informal plebiscite organized by citizens in October of 2011. Figure A.4 shows that
participation was higher and people agreed more with students’ demands in counties with higher partic-
ipation in the movement.

24One popular election involved the non-traditional (independent) candidate Josefa Errázuriz – ex-
plicitly supported by the student movement – competing against the traditional (right-wing) candidate
Cristián Labbé, mayor of Providencia county between 1996 and 2012. Errázuriz won that election.

25Electoral outcomes are based on official data reported by the Electoral Service of Chile. Population
data come from censuses. Figure A.11 plots the student movement variable for all counties.
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3 and 6 provide some suggestive evidence of non-linear effects that are consistent with
the previous “critical mass” patterns (see Figure A.12). As placebo checks, I create fake
local movements using the differential increase in county-level school absenteeism be-
tween 2009 and 2010, i.e. before the rise of student movement. Reassuringly, this “fake
movement” does not have an effect on electoral outcomes in the 2012 elections.

Local elections are a natural setting to use the Altonji et al. (2005) method to study
a potential bias due to unobservable variables because past electoral outcomes are pow-
erful predictors of outcomes at the county level. Oster (2016) emphasizes that changes
in the R-squared from an uncontrolled to a controlled regression can be used to ob-
tain an adjusted coefficient that accounts for unobservables. This “coefficient stability
approach” confirms previous results and suggests the effect of the movement is in the
range [0.053, 0.107] and the effect on voters is in the range [−0.015,−0.011].26

1.7.3 Aggregate network effects

What is the aggregate contribution of networks to the observed daily protest activity? To
answer this question, I estimate the difference in students’ choice probabilities of skip-
ping school with and without network effects. More precisely, I estimate the following
counterfactual difference:

Pr
(

Ai = 1|Aj(i) = aj(i)

)
− Pr

(
Ai = 1|Aj(i) = 0

)
(1.14)

where Aj(i) again represents absenteeism in students’ social networks. To estimate the
choice probabilities, I use a control function approach and a probit model. The exact
specification includes student, network, school controls, and city fixed effects. In addi-
tion, I compute the difference in equation (1.14) in two different ways: assuming linear
network effects and allowing for non-linearities. The difference is informative about the
importance of non-linearities.27

The model with linear network effects predicts that 55 percent of students will skip
school in a protest day. This percentage is equivalent to 440,000 students (0.55×800,000)
or 360,000 additional absent students (440,000−80,000) when compared to a regular
school day. Now, in a counterfactual scenario without network effects, the model pre-
dicts than only 19 percent of students would skip school. These estimates imply that 78

percent of students that skipped school on a protest day would have attended school if
there were no network effects (1− 80, 000/360, 000 = 0.78). In contrast, the model with
non-linearities predicts that 61 percent of students will skip school in a protest day. This
number decreases to 45 percent when shutting down networks, implying that 31 percent

26Bounds use β̂ = βc − (βnc − βc)
Rmax−Rc
Rc−Rnc

, where βc and βnc are coefficients from a regression with and
without controls with corresponding R-squared of Rc and Rnc, and Rmax is an unknown parameter in the
interval [Rc, 1]. I use the conservative assumption of Rmax = 1. See Oster (2016) for details.

27This calculation is similar to the one made in Yanagizawa-Drott (2014). Figure A.13 presents aggregate
network effects for different numbers of initial protesters using estimated coefficients in section 1.5 and
1.7.2.

21



of students skipping school on a protest day would have attended school in the absence
of network effects (1− 280, 000/408, 000 = 0.31).

Networks amplify protest activity significantly. However, the difference between lin-
ear and non-linear network effects is remarkable. Networks explain more than two-
thirds of aggregate participation when effects are “constrained” to be linear (78 percent),
and less than one-third when effects are non-linear (31 percent). A simple explanation
for this pattern is found in Figure 1.4-B, where I plot the distribution of absenteeism in
social networks. In the linear case, all students are influenced by their networks, regard-
less of network absenteeism. In the non-linear case, only students exposed to higher
than 40 percent network absenteeism experience changes in their choice probabilities.
The aggregate effect of networks captures this differential exposure.

1.8 Conclusion

The individual decision to participate in a social movement is a crucial component be-
hind the rise of groups demanding institutional change. Studying the Chilean student
movement of 2011, this paper shows that students were influenced by their networks
to participate in the movement only when a “critical mass” of 40 percent of their net-
works also participated. Overall, results support the popular idea of a tipping point in
behavior (Gladwell, 2000) and the importance of strong ties to promote political activism
(McAdam, 1986).

The findings in this paper have at least two implications. First, results are relevant
for the modeling of collective action in networks. Theoretical work has emphasized that
protest participation may be modeled as a game of strategic complements or strategic
substitutes. The “critical mass” type of influence found in this paper suggests that com-
plementarities are relevant for at least some levels of participation. Results also point
towards the possibility of protest participation as strategic substitute – i.e. individuals
free riding on the participation of others – but only for large values of participation in
network groups.

Second, complementarities in protest behavior imply that individuals with larger
networks are more influential. This corollary is potentially extremely important for both
the organization of a social movement and its disruption. For example, imagine a group
of individuals organizing a social movement to bring down a dictatorship, as the Otpor!
movement in Serbia in the 1990s. The findings presented in this paper suggest that
the marginal return of enrolling one additional citizen in the movement is higher for
individuals with larger networks. In addition, an organization may exploit the “critical
mass” patterns by exerting effort to go beyond the threshold. In the same way, a state
could decrease participation in a social movement by preventing central individuals to
participate or by exerting effort to avoid reaching a “critical mass.”

Two additional remarks are necessary to interpret results more broadly. Firstly, stu-
dents may be subject to more or less influence from their networks than the non-student
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population. More than a concern – after all many important movements have been
started by students – the setting may restrict the external validity of results to interpret
social movements originating in non-student populations. In the second place, the lack
of a precise identification of the mechanisms behind the results may also hinder their
external validity. The lack of emphasis on beliefs about the actions of others and the
missing dynamics in social networks also prevent us from a full understanding of the
decision to participation in a social movement. Nevertheless, this paper is still a clear
step forward in the study of social movements.

Future empirical studies of social movements may explore how protests create net-
work links between participants and what are the consequences of this, how police vi-
olence in protests disrupt (or foster) participation, and how habit formation contributes
to the escalation of a mobilization. For now, we have evidence that networks amplify
the effect of protests in non-linear ways with potentially significant consequences for
institutional change.
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Figure 1.2: Participation in the student movement

0

.1

.2

.3

.4

Fr
ac

tio
n

0 .2 .4 .6 .8 1
Participation

(a) Students (N=836,988)

0

.1

.2

.3

.4

Fr
ac

tio
n

0 .2 .4 .6 .8 1
Participation

(b) Schools (N=2,590)

0

.08

.16

.24

.32

Pa
rti

ci
pa

tio
n

0 10,000 20,000 30,000
Household income (annual US$)

(c) Students’ household income (N=481,998)

0

.08

.16

.24

.32

Pa
rti

ci
pa

tio
n

150 200 250 300 350
Test score in math

(d) Students’ test scores (N=326,820)

0

.08

.16

.24

.32

Pa
rti

ci
pa

tio
n

200 250 300 350
Test score in math

(e) Schools’ test scores (N=2,428)

0

.08

.16

.24

.32

Pa
rti

ci
pa

tio
n

.3 .4 .5 .6 .7 .8
Students with internet at home

(f) Schools’ internet (N=2,589)

Notes: Participation is defined as additional school absenteeism after the beginning of the student
movement. Red lines represent quadratic fits. School variables are averages of high-school students.
Tests scores are measured with standardized tests. Household income and internet at home are con-
structed from household surveys. More details about data in section 1.4.
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Figure 1.4: Critical mass – additional results
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Notes: Panels A and B plot OLS and 2SLS estimates from a regression of individual school absenteeism
on 10 indicators of network absenteeism, controlling for school, network, and school characteristics.
Panels C-F present 2SLS estimates in sub-samples. More details in section 1.5.4.
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Figure 1.5: Differential influence within networks
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Notes: All panels plot 2SLS estimates from a regression of individual school absenteeism on 10 indica-
tors of network absenteeism, controlling for school, network, and school characteristics, and city fixed
effects. Regressions are in sub-samples and split the network in groups. More details in section 1.5.5.

28



Figure 1.6: Multinetwork instruments
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Notes: This figure provides intuition for the multinetwork instruments to identify the causal effect of
node B on node A in social networks (Panel A) and spatial networks (Panel B). Each circle represents a
node (e.g. school) and each line represents a link in the social network (dark lines) or spatial network
(gray lines). The dash circles define the area of spatial networks. For example, two nodes are linked
if these are closer than 1 kilometer. The identifying variation is marked in red. Identification in this
strategy relies on “cross network” exposure. The additional dimension of time is missing from this
figure. More details in section 1.6.2.
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Figure 1.8: The cost of participation
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Notes: Panels A and B plot differences-in-differences estimates of absenteeism/retention rates between
high-school students (participants in the movement) and students age 6–10 (non-participants) in the
period 2002-2015. Vertical lines denote 95 percent confidence intervals and standard errors are clustered
at the school level. The omitted category is 2010. In both figures the y-axis is measured in percentage
points. More details in section 1.7.1.
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Notes: Panels C and D plot OLS estimates from a regression of academic performance on social
network absenteeism in June 16, controlling for student controls, network controls, and school fixed
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D is in percentages. More details in section 1.7.1.
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Table 1.1: Descriptive statistics

Mean St. Dev. Observations

Students

School absenteeism:

May 12, 2011 0.15 0.36 760,801

June 1, 2011 0.19 0.39

June 16, 2011 0.49 0.50

Average in 2010 0.07 0.07

Repeated grade in 2010 0.06 0.23

GPA in 2010 5.40 0.59

Switched school after 2010 0.24 0.42

Female 0.51 0.50

Age 15.8 1.3

Household income (annual US$) 7,891 7,892 481,998

Internet connection at home 0.55 0.50 304,448

Schools

Average test score in standardize test 250 40 2,224

Share of students who repeated grade 0.06 0.05

Average household income (annual US$) 8,877 5,227

Public 0.30 0.46

Students 342 325

Cities

High-schools in the city 7.7 44.3 290

High-school students in the city 2,623 16,134

Notes: Own construction based on administrative data provided by the Ministry of Education. All
variables are measured in 2011 unless otherwise stated. The number of observations is the same as in the
first row of each panel unless otherwise stated. More details in section 1.4.
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Table 1.2: Linear estimates

Dependent variable is absenteeism in June 16, 2011

(1) (2) (3) (4) (5) (6)
Panel A – OLS estimates

Network absenteeism in June 16 1.23*** 1.22*** 1.27*** 1.21*** 1.24*** 1.47***
(0.02) (0.02) (0.02) (0.04) (0.05) (0.03)

Absenteeism in May 12 0.06*** 0.05*** 0.05*** 0.03*** 0.04*** 0.04***
(0.01) (0.01) (0.01) (0.01) (0.00) (0.01)

Absenteeism in June 1 0.08*** 0.08*** 0.07*** 0.05*** 0.06*** 0.06***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

Panel B – 2SLS estimates

Network absenteeism in June 16 0.80*** 0.77*** 0.69*** 0.81*** 0.69*** 0.63***
(0.05) (0.05) (0.08) (0.07) (0.10) (0.21)

Absenteeism in May 12 0.12*** 0.10*** 0.09*** 0.05*** 0.05*** 0.06***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

Absenteeism in June 1 0.16*** 0.15*** 0.14*** 0.08*** 0.08*** 0.12***
(0.02) (0.02) (0.02) (0.01) (0.01) (0.02)

Student controls x x x x x
Network controls x x x x
School controls x x x
City F.E. x
Neighborhood F.E. x

F-stat 1st stage 53.3 50.5 30.6 36.0 24.1 14.0
R-squared (Panel A) 0.626 0.629 0.638 0.645 0.652 0.583

Observations 779,327 779,251 771,121 760,801 760,801 49,273

Notes: Student controls include academic performance, average school attendance in previous years and
socioeconomic characteristics. Network controls include average student controls at the network level.
School controls include indicators for publicly managed schools, average academic performance of students,
and average socioeconomic characteristics of students. Neighborhoods are geographic areas where students
live. More details in section 1.5. See Figure A.5 for a map of cities. In column 6, each neighborhood is of
size 10×10 blocks. Neighborhood data is only available for some students. See Figure A.7 for a map of
neighborhoods. Standard errors clustered at the city level are reported in parentheses. Significance level:
*** p < 0.01.
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Table 1.6: The political effects of the student movement

Dependent variables are electoral outcomes in the 2012 local elections

Vote share
non-traditional

parties
Voters in population

(1) (2) (3) (4) (5) (6)

Main estimates

Student movement 0.025 0.053** 0.026 -0.031*** -0.015*** -0.039***
(0.029) (0.022) (0.034) (0.008) (0.008) (0.006)

Student movement squared 0.016 0.015***
(0.014) (0.003)

Placebo

∆ school absenteeism 2010-2009 -0.013 -0.002 -0.003 -0.022 -0.002 0.001

(0.026) (0.021) (0.019) (0.016) (0.005) (0.004)

∆ school absenteeism 2010-2009 squared -0.001 0.003

(0.005) (0.002)

Dep. variable in 2008 election x x x x
Student movement (p-value) 0.02 0.00

Placebo (p-value) 0.98 0.27

Mean dep. variable 0.35 0.35 0.35 0.49 0.49 0.49

R-squared 0.006 0.347 0.351 0.057 0.832 0.849

Counties 345 345 345 345 345 345

Notes: Regressions are weighted by the total number of voters in 2008. Student movement has been stan-
dardized to facilitate the interpretation of coefficients. Non-traditional parties correspond to parties that
are different from the coalition “Concertación” and the right wing coalition, i.e. independent candidates.
The coefficients for Placebo estimates come from separate regressions. The “Student movement (p-value)”
and “Placebo (p-value)” in the bottom of the table correspond to p-values for the test that linear and
quadratic terms are different from zero. Robust standard errors are reported in parentheses. Significance
level: *** p < 0.01, ** p < 0.05.
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Chapter 2

Distorted Quality Signals

2.1 Introduction

Information plays a key role in consumer choices. In education, information on school
quality is often measured via standardized tests. The use of these tests to assess school
performance has became common in recent decades (Figlio and Loeb, 2011). However,
accountability systems that resort to these tests have been controversial among academics
and educators. Critics argue that high-stakes testing might generate undesirable behav-
ioral responses that introduce distortions in the performance metric itself and thus the
accomplishment of its goals (Neal, 2013). This argument stems from Holmstrom and
Milgrom (1991), who underscore the role of hidden actions in producing changes in the
observed outcome (i.e. test scores) without necessarily improving the real outcome of
interest (i.e. learning). Despite increasing evidence of undesirable behavioral responses,
quantification of these potential distortions and their consequences is lacking.

How large are these distortions in school quality signals? What are the market conse-
quences of these distortions? We study one of the most developed accountability systems
in the world –Chile’s market-oriented educational system (Figlio and Loeb, 2011)– and
show that behavioral responses are in place and distort key performance metrics. Dis-
tortions are large and have significant consequences on school choice and the allocation
of public programs. The government relies on standardized testing to generate school-
specific quality metrics. These measures are used not only for quality assessment and
performance evaluation, but also as a disclosure system in school choice. These fea-
tures make Chile an ideal setting to quantify the consequences of behavioral responses
to accountability systems.

The analysis proceeds in four steps. First, we show that low-performing students
are more likely to be absent on test days relative to other students. Using national
administrative data on Chilean school children, we compare daily attendance of test
takers (fourth graders) and non-takers (third graders) within schools on test and non-
test days. High performing test-takers increase their attendance on test days by 0.18
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standard deviations more than low performing test-takers. This result suggests that a
behavioral response to standardized testing is at work. However, the degree of student
non-representativeness varies considerably across schools.

Second, we use a multiple imputation method to predict the test scores of absent
students and thus the associated distortions in school quality signals.1 We find aver-
age distortions in the system to be sizable: 0.1 standard deviations of school test scores.
Distortions vary widely across schools, but are persistent within schools over time. To
better understand these distortions, we construct a panel dataset for all Chilean schools
during the period 2005–2013. Public, low quality, and for-profit schools display larger
average distortions. Notably, we find some evidence of larger distortions in more com-
petitive markets. In particular, schools facing more quality-elastic consumers display
larger distortions in quality signals.2 In contrast, we find no evidence for potential per-
verse incentives by teacher performance programs in place.

Third, we estimate a school choice model to quantify the implications of these distor-
tions. We find that providing undistorted school quality information would likely induce
three percent of students to switch schools. To estimate the model, we use geocoded ad-
dresses of 100,000 students and 1,500 schools, and estimate a discrete choice model in
which households trade-off school quality and distance. For identification, we exploit
quasi-experimental variation in government programs, climate-induced variation in test
scores, and fixed characteristics of competitors. Given the magnitude of distortions and
the spatial distribution of schools, the trade-off between distance to school and quality
explains the student switching rate among schools. The model suggests that households
that would change their choices are willing to pay 117 U.S. dollars annually for undis-
torted quality information, with non-poor households willing to pay more than poor
households due to differences in preferences.

Fourth, we show that two large public programs are significantly misallocated be-
cause of distortions. In the first program, the government assigns bonuses to teachers
in schools with sufficiently high average test scores. We reallocate bonuses based on
removing distortions, and find that 13 percent of resources are misallocated each year,
equivalent to $20 million in the last twenty years. In the second program, the govern-
ment used test scores to classify schools in three quality categories and delivered this
information to parents with the objective of assisting school choice. Using the classifi-
cation algorithm, we show that four percent of schools were incorrectly classified and
these errors persuaded two percent of the incoming student cohort to choose a different
school.

This paper makes three main contributions. First, we document a novel channel

1Multiple imputation methods are routinely used in the Survey of Consumer Finances conducted by
the Federal Reserve in the U.S., and in the Household Financial Survey conducted by the Central Bank of
Chile, among many others (Kennickell, 1998; Alfaro and Fuenzalida, 2009).

2Recent studies have suggested a link between competitive environments and cheating behavior (e.g.
Shleifer 2004; Schwieren and Weichselbaumer 2010; Gilpatric 2011; Cartwright and Menezes 2014). The
association we find between distortions and quality elasticity is consistent with the framework proposed
by Dorfman and Steiner (1954), who study firms’ joint decision of price and quality.
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through which school performance measures can get distorted: attendance on test days.3

This type of behavioral response has not been found in the U.S., where the most common
response has been the selective assignment of students to special education programs
(Jacob, 2005; Rockoff and Turner, 2010; Figlio and Loeb, 2011). Second, we propose and
implement a statistical method to quantify the magnitude of the distortions in quality
signals that arise from non-representative attendance. Third, and most importantly, we
estimate the effect of distortions on school choice and the allocation of public programs
and thus quantify the market consequences of these behavioral responses. While we im-
plement our analysis in the Chilean educational market, the implications of it go beyond
both Chile and schooling. Multiple markets in which quality is imperfectly observed
have quality disclosure systems, many of which may create incentives for undesirable
behavioral responses (Dranove and Jin, 2010). Moreover, whenever quality signals gener-
ated by the disclosure system feed into consumer and government choices, implications
similar to those discussed in this paper might arise. Examples of such settings are when
quality information is provided to patients for health provider choice or when hygiene
information is provided to consumers for restaurant choice (Dranove et al., 2003; Jin and
Leslie, 2003).

This study relates to at least three branches of literature. First, is the literature that
documents behavioral responses to high-stakes testing. These responses include diver-
sion of resources, cheating, or manipulation of conditions under which the test is taken.4

Behavioral responses to incentives placed by standardized testing are not, however, the
only source of distortions. Mean reversion and random variation in the conditions un-
der which the test is applied can also create distortions.5 We provide evidence that
non-representative test day attendance is an additional behavioral response to account-
ability systems and compute the implied distortions in school quality signals.

This paper also contributes to the school choice literature. Several authors have
shown that fees, distance between home and school, and school quality are the most
relevant attributes for school choice.6 In addition, another set of studies investigates
how information affects school choice, yielding mixed results.7 Our paper emphasizes
the importance of accurate information in a context in which consumers are actively

3In a concurrent paper, Quezada-Hofflinger and Von Hippel (2017) provide complementary evidence
for this channel in the case of Chile.

4See Figlio and Getzler (2002), Jacob and Levitt (2003), Jacob (2005), Figlio and Winicki (2005), Reback
and Cullen (2006), Neal and Schanzenbach (2010), Apperson et al. (2016), Dee et al. (2016), Diamond and
Persson (2016), Deming et al. (2016) and Quezada-Hofflinger and Von Hippel (2017), among others.

5See Kane and Staiger (2002), Chay et al. (2005), Graff Zivin et al. (2015), and Ebenstein et al. (2016),
among others.

6See Gallego and Hernando (2009), Neilson (2013) and Feigenberg (2015) for Chile; Bayer et al. (2007),
Hastings et al. (2009) and Walters (2014) for the U.S.; and Bau (2015) and Carneiro et al. (2016) for Pakistan,
among others.

7See Hastings and Weinstein (2008), Jensen (2010), Cooper et al. (2013), Mizala and Urquiola (2013),
Andrabi et al. (2017).
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choosing.8

Finally, our work is related to the literature in industrial organization studying dis-
closure and advertising (see Dranove and Jin 2010 and Bagwell 2007 respectively for
reviews). As mentioned above, work that analyzes the effects of quality disclosure in ed-
ucational markets is somewhat limited and has yielded mixed results. Our paper relates
to the case in which advertising is informative. Moreover, following the distinction pro-
posed by Nelson (1970), the fact that schooling is an experience good implies that quality
is hardly verifiable ex-ante, further implying that information acquired from advertising
might be particularly important. This paper adds to this literature by focusing on edu-
cational markets, where there is limited work from an advertising perspective, and by
measuring the implications of deceptive advertising.

The remainder of the paper is structured as follows. Section 2.2 describes school mar-
kets and public programs in Chile. Section 2.3 describes the data and shows that low-
performing students are underrepresented on test days. Section 2.4 constructs measures
of distortions in quality signals and provides an empirical discussion of their determi-
nants. Section 2.5 estimates a school choice model and studies the welfare implications
of distorted quality signals. Section 2.6 shows that two large public programs are misal-
located because of non-random attendance on test day. The final section concludes.

2.2 Institutional context

2.2.1 School markets

Our analysis focuses on the Chilean primary school market. After a market-oriented
reform was implemented in 1980, education has been provided by a mixture of public,
private voucher and non-voucher schools. Students can apply and attend any school in
the system, although funding varies across school types. Public schools are fully funded
by the government. Private voucher schools are privately managed, although eligible for
receiving public funding through vouchers. They are allowed to charge fees to parents in
the form of copayments, although vouchers are phased out on the basis of those. Private
non-voucher schools are not eligible for public funding.

Over the last three decades, the private sector has steadily increased its market share.
In 2013, public schools had 38 percent of all students, while private voucher and non-
voucher schools enrolled 54 and 8 percent of students respectively (Ministry of Educa-
tion, 2013).

8Our approach to measure the welfare implications of distorted quality signals distinguishes between
choice and experience utility (Bernheim and Rangel, 2009). Recent work on the role of information frictions
for insurance choice has adopted this insight (Handel and Kolstad, 2015; Spinnewijn, 2016). We adopt it
to study information frictions in school choice.

41



2.2.2 Public programs

Throughout the paper, we will refer to different public programs that are part of the
Chilean educational system. For convenience, we briefly describe them in the remainder
of this section, providing detail about the relevant institutional features.

Students in the Chilean educational system are eligible for vouchers. Public fund-
ing is provided on a per student basis and is linked to student attendance. However,
the amount covered by vouchers depends on the characteristics of both students and
schools. The baseline voucher program has been in place since the 1980’s reforms. Dur-
ing the period we study, the amount of this voucher has varied across schools according
to whether they offer full school shifts (Jornada Escolar Completa, JEC). Figure B.1 dis-
plays the evolution of the amount covered by vouchers during the years included in our
dataset. As it can be noted, the amount paid to schools offering JEC is larger than what
other schools receive.

In 2008, the Preferential Educational Voucher (Subvención Escolar Preferencial, SEP)
was enacted as a complementary voucher targeted towards poor households. Eligibil-
ity for this program is determined mostly by household income and poverty status. In
particular, households in the lowest third of the income distribution or that participate
in the main social program offered by the government (Chile Solidario) are eligible for
SEP vouchers. All public schools are eligible for SEP vouchers, while private voucher
school must subscribe in order to become eligible. Subscribing to the SEP program in-
volves additional commitments by schools including limits to fees they might charge and
designing resource management plans. SEP vouchers vary according to two school char-
acteristics, namely the share of their students eligible for the SEP voucher and changes
in the school’s academic performance. Figure B.1 displays the evolution of SEP vouchers
through time since their inception.

The National System of Quality Measurement (Sistema de Medición de la Calidad de la
Educación, SIMCE) has existed since 1988 and gives national standardized tests on differ-
ent subjects. Tests are implemented every year at the national level for a subset of grades
– see Figure B.2 for the timeline of test implementation. Test scores from SIMCE are
comparable across schools and years. Tests are implemented by third party personnel.
Moreover, average test scores are publicly disclosed and strongly disseminated at the
aggregate school level, but are never made available to the public at the student level.
Finally, test scores are never disclosed individually to teachers or students.

The National Performance Evaluation System (Sistema Nacional de Evaluación de De-
sempeño, SNED) is a school performance evaluation system that takes the form of a tour-
nament and provides awards to improved schools. SNED operates as follows: (i) groups
of homogeneous schools are constructed, within which the contest is implemented; (ii)
every two years, an index is computed at the school level, which considers academic
performance and improvement and socioeconomic integration among other outcomes;
(iii) schools are ranked within their groups according to the value of such index; and
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(iv) schools covering 25-35 percent9 of the total enrollment of each group get a monetary
prize equivalent to around 40 percent of a teacher’s monthly wage for each teacher in
the school. Importantly, across dimensions of the index, SIMCE test scores account for as
much as 70 percent of the weight of the components used for its calculation (Contreras
and Rau, 2012).

The Educational Traffic Lights program (Semáforo Educacional, ETL) was announced in
April, 2010 and consisted of sending information to all households about local schools.
That information included both test scores and a classification of schools as red, yellow
or green according to their test scores, with clear cutoffs determining this outcome. An
evaluation of this policy by Allende (2012) that uses the discontinuities in such classifica-
tion for identification, finds that it effectively impacted school enrollment: households in
the margin responded by enrolling more in yellow than red schools and more in green
than yellow schools.

2.3 Data and attendance on test days

We use four administrative datasets provided by the Ministry of Education. First, is the
record of schools operating between 2005 and 2013, in which we observe school type
(public, private-voucher, private non-voucher), enrollment, fees, participation in gov-
ernment programs, and school addresses, which we use to construct markets. Second,
we use student records between 2005 and 2013 (approximately 3.5 million per year), in
which we observe enrollment (school, grade, classroom) and annual average GPA. Third,
we use daily school attendance in 2013 to study heterogeneity in attendance on test days
across the distribution of potential SIMCE performance. We argue that such heterogene-
ity is the source of distortions in quality signals. Finally, we use students’ performance
at SIMCE test as a measure of observed school quality. We focus on 4th graders because
they are tested every year in the period 2005–2013 and because all schools offering 4th
grade also offer 1st grade, the most relevant margin for school choice.

The focus on test scores as quality signals is appropriate given their contextual rele-
vance. There is an extensive literature studying test scores and value added as quality
measures for accountability systems (Meghir and Rivkin, 2011; Figlio and Loeb, 2011).
In Chile, however, media outlets and government authorities use test scores as quality
signals (McEwan et al., 2008) and survey evidence suggests that parents consider test
scores important (Centro de Investigación y Desarrollo de la Educación, 2010). Accord-
ingly, evidence shows that test scores affect school choice (Gallego and Hernando, 2009;
Chumacero et al., 2011; Gómez et al., 2012). In addition, the government uses these test
scores to guide the allocation of public programs. Figure B.3 shows how test scores are
publicly disseminated through media outlets, used for advertising by schools, and used
as policy tools by the government.10

9The coverage of the prize was increased to 35 percent of the enrollment of the group since 2006.
10The only measures of value added available for Chile are those computed by Neilson (2013). These
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2.3.1 Descriptive statistics

Using the previously described administrative records, we construct two datasets: (1) a
panel of schools, and (2) a panel of students. Although the former includes all schools
operating in the period 2005–2013, the latter is only available for public and voucher
schools in 2013, which represent 93 percent of enrollment that year.

The school level dataset contains annual information on schools offering 4th grade
in urban areas. The entry and exit of schools makes this panel unbalanced. There are
5,386 different schools and, on average, 4,640 schools operating in a given year. Table
2.1-A presents summary statistics for these schools: 39 percent are public, 52 percent
are voucher schools, and 9 percent are private. The average school has approximately 50

students in 4th grade. More than half of schools charge no fees, and the average monthly
fee is approximately $48.11 The average test score is 255 and the standard deviation is
27.7.

Table 2.1-B presents descriptive statistics for the student level dataset. Students’ aca-
demic performance is measured by their GPA, which ranges from 1 to 7, with a threshold
of 4 to pass a class. The mean of this variable is 5.9. The last two variables are atten-
dance rates on test and non-test days. The former is simply the average of two indicator
variables that take the value of one if a student went to school on test days; recall that
there are two test days, so this variable has the value of 0, 0.5, or 1 at the student level.
The latter is the average attendance in the five non-test days previous to test ones.

2.3.2 Attendance on test days

Schools average test scores (i.e., quality signals) are distorted if attendance on test days
is non-random. We now show how attendance of students changes on test days. Because
the government attempts to increase attendance on test days, and schools have incentives
to prevent low-performing students taking the test, it is not a priori clear if attendance
should increase or decrease on test day. Our interest is not focused on the average change
in attendance, but rather in the heterogeneity behind this average change, both within and
across schools.

In order to estimate the average change in students’ attendance on test days, we
compare the daily attendance rate of 4th graders (A4t, who take the test) to the daily at-
tendance of 3rd graders (A3t, who do not take the test) around test days in 2013 (October
8th and 9th):

∆A =
(

A4T − A3T
)
−

(
A4τ − A3τ

)
(2.1)

value added measures are based on administrative data that is unfortunately unavailable to us. Figure
B.4 displays the relationship between that measure of value added and test scores, which is positive and
strong.

11All monetary units in the paper have been properly deflated and are measured in U.S. dollars using
the early 2012 exchange rate.
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where t = T represents the two test days, and t = τ represent other days around test
days. We calculate ∆A in four subsamples of students: high-performing, above the 90th
and 75th percentile of the GPA distribution; and low-performing, below the 10th and
25th percentile of the GPA distribution. In addition, to study the heterogeneity behind
∆A, we calculate the following school-specific changes in attendance on test day:

∆Aj =
(

Aj4T − Aj3T
)
−

(
Aj4τ − Aj3τ

)
(2.2)

where Ajkt is the average attendance rate of kth graders in school j and day t. The next
section shows how a larger variance in Aj translates into more distorted quality signals.

Figure 2.1 displays ∆A and ∆Aj. In panel (a), we plot the differential attendance
rate around test days. On average, attendance increases by 2 percentage points on test
days. Moreover, the increase is larger among high-performing students than among
low-performing students. However, despite the intuition that schools might ask low-
ability students to stay home on test days, we do not observe on average a decrease in
attendance of students with low GPA. These averages, however, mask significant het-
erogeneity. In panel (b), we plot the distribution of ∆Aj. The vertical line denotes the
average increase of 2 percentage points.12

These attendance patterns on test days suggest that some behavioral response to the
test is in place, in which pools of test-takers are not necessarily representative of their
schools. Importantly, the fact that this behavior is heterogeneous and non-random across
schools causes observed quality signals in the educational market to be distorted.

2.4 Distortions in quality signals

2.4.1 Estimating undistorted quality signals

Quality signals are undistorted if all or a random sample of students take the test. How-
ever, the patterns described in section 2.3.2 suggest that absenteeism on test days is not
random. The empirical challenge to recover undistorted quality signals consists in esti-
mating test scores for absent students.13 If we can recover missing test scores, we can
estimate undistorted quality signals that would be equivalent to the signals in a world
with full or random attendance on test day. Our strategy to estimate missing test scores

12In order to assess the robustness of this result, we implemented the same calculations for two al-
ternative class days: one the date of a soccer game between Chile and England and a class day exactly
two weeks after test days. Figure B.3 displays the results for these placebo tests. In both cases, there is
no differential attendance pattern across 4th and 3rd grades. Moreover, the distribution of ∆Aj for those
cases is symmetric and centered around zero. This provides further support for considering the evidence
presented here as a source of non-random distortions in quality signals.

13Although daily attendance is not available for all years, it is possible to identify absenteeism on test
days at the student level using the administrative records of annual academic performance and test scores:
students with academic performance data but without test scores were absent on test days.

45



consists in using the multiple imputation methods developed by Rubin (1987). Using
this strategy, we construct a panel dataset of distortions in quality signals for 2005–2013.

Estimating missing test scores

Let us begin with the estimation of missing test scores. Let qijt be the test score of student
i in school j and year t, and xijt be a vector of variables that predict test scores at the
student level and we observe for all students. Then, we estimate the following equation
in the sample of test takers for each school in our dataset:

qijt = f (xijt; γj) + λt + ηijt (2.3)

where γj is a school specific vector of parameters, λt are year fixed effects, and ηijt
is a random error term with mean zero. Importantly, the vector xijt needs to contain
strong predictors of test scores and be available for all students. We choose GPA and
the following indicator variables: students who were in 4th grade the previous year and
students who studied at a different school the previous year. Note that equation (2.3)
allows for the gradient of test scores to covariates in xijt to vary across schools. There
are 7,500 schools in our dataset with, on average, 270 test takers between 2005 and 2013.
This means that our imputation method relies on 7,500 regression equations that use on
average 270 observations and that we estimate using OLS.

Unsurprisingly, GPA is the strongest predictor of test scores at the student level, as
displayed by Figure B.6. Moreover, given the quadratic empirical relationship between
test scores and GPA, we include this variable as a quadratic polynomial. Two statis-
tical exercises provide support for this specification. First, the R-squared of the 7,500

linear regressions we estimate are high (approximately 0.51) and are always higher in
the polynomial model (see Figure B.7). Second, we implement a cross-validation exer-
cise in which we assume test takers are the universe of students and we delete the test
scores of ten percent of students with low GPA, essentially mimicking real world pat-
terns. Reassuringly, in this exercise the quadratic polynomial specification has a lower
mean squared error than the linear model.14

We use equation (2.3) to predict test scores for absent students in the period 2005–
2013. In order to account for the uncertainty related to the estimation of missing test
scores, we estimate these test scores multiple times by drawing from the asymptotic
variance of the estimated parameters γ̂j, an approach similar to that in Mas and Moretti

14A concern related to the proposed model of test scores is that of selective attendance. To test for selec-
tion, we re-estimated equation (2.3) using a Heckman selection correction and found evidence supporting
our model. The excluded variable when calculating the Heckman corrected distortions is an indicator for
students living outside of the school’s county, which effectively predicts attendance on test days. These
Heckman corrected distortions are remarkably similar to the uncorrected ones –but noisier, as expected–
and both are highly correlated, as displayed by Figure B.10. Finally, our cross validation exercise shows
remarkably similar results for both models in terms of mean squared error. Given this evidence, we utilize
distortions estimated without this selection correction for the remainder of the paper.
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(2009).15 More precisely, for each absent student in our dataset, we generate one hundred
estimated test scores based on equation (2.3).

Estimating distortions

After estimating test scores of absent students, we estimate “undistorted” quality signals
using a simple simulation estimator. Let q̃(n)jt be the average test score of school j in year
t calculated using draw n = 1, . . . , 100. Then, our estimate for an undistorted quality
signal is:

q̃jt =
1

100

100

∑
n=1

q̃(n)jt

The uncertainty of our estimates corresponds to the variance of the imputations q̃(n)jt . We

order q̃(n)jt from lowest to highest within a school and take the percentiles 2.5 and 97.5 to
generate a 95 percent confidence interval for our estimate q̃jt.

We define distortions in quality signals as ψjt ≡ qjt − q̃jt, where qjt is the observed
(distorted) quality signal of school j in year t. Thus, a school with a positive distortion
is one that signaled a higher quality than its true quality through its test score. Each
distortion in our dataset has an associated distribution and a corresponding confidence
interval.

2.4.2 Descriptive statistics of distortions

Table B.1 presents descriptive statistics for distortions for different tested subjects. The
average distortion has a value of 2.7 test score points. The distribution of distortions is
remarkably similar across subjects as displayed by Figure B.8. Moreover, the correlation
of distortions is high, as documented by Figure B.9. In what follows, we use the average
of distortions across mathematics and language in 4th grade, as those tests were taken
during all years in our sample.

The average distortion is equivalent to 0.1 standard deviations (σ) of test scores at the
school level. To assess their relative relevance, we compare the size of distortions to the
impact of educational policies. Bellei (2009) evaluates a program that substantially ex-
tended school days in public and voucher schools in Chile and finds an impact of 0.06σ
on test scores. Contreras and Rau (2012) find that the impact of SNED on test scores was
between 0.14σ and 0.25σ. More broadly, Kremer and Holla (2009) and Glewwe and Mu-
ralidharan (2015) review multiple educational interventions in developing countries and
a significant share display impacts smaller that 0.20σ. Similarly, a survey of field exper-
iments in developed countries by Fryer (2016) finds that average treatment effects from

15Alternatively, we could use a bootstrap procedure. We have done this as a robustness check and
results are similar.
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school-based interventions are between 0.05σ and 0.07σ. Then, distortions in quality
signals are of a relevant economic magnitude.

Figure 2.2-A presents estimated distortions for all schools in our data set. The y-axis
represents distortions (in test score points), while the x-axis orders schools from lowest to
highest distortion. In addition, distortions in green (gray) are (not) statistically different
from zero. Approximately 31 percent of distortions are statistically larger than zero, and
80 percent of schools have a positive distortion. Figure 2.2-B presents the distribution of
distortions. That (i) the average distortion is different from zero, and (ii) the distribution
is not normal, make it clear that distortions in quality signals are not random variation
in test scores. Moreover, we should note that relative, not absolute, distortions are relevant
in terms of their potential implications. In Figure B.11, we present an empirical analysis
of the rank correlation between undistorted and distorted quality signals at the market-
year level (see section 2.5.1 for details on market definition). Approximately 60 percent
of rank correlations are different from one, which suggests distortions in quality signals
cause changes in the rankings of schools. Moreover, Figure B.12 shows that there were
ranking changes in almost all large markets and in a sizable share of small markets.

Finally, we relate the estimated distortions with the motivating evidence presented in
section 2.3.2. We would expect schools with higher differential changes in attendance in
test days for high performing students (i.e. the difference between ∆Ahigh

j and ∆Alow
j ) to

display larger distortions in quality signals. In this line, we start by calculating the dif-
ference in ∆Aj between students above the 75th percentile and below the 25th percentile
of the school’s GPA distribution. Then, we study the relationship between this mea-
sure and our estimated distortions. This relationship is displayed in Figure 2.3. Schools
with the largest increases in relative attendance of high with respect to low ones on test
days are also on average those with the highest estimated distortions, which provides
evidence for our methodology for estimating distortions in quality signals.

2.4.3 Understanding distortions

What explains the variation in distortions in quality signals? We now present a discus-
sion of the empirical determinants of distortions. For this, we employ the panel dataset
of distortions at the school level between 2005 and 2013.

Schools’ characteristics

A significant share of the variation in distortions is explained by school time-invariant
characteristics. If we regress distortions on school indicators, we can explain 36 percent
of the variance. If we restrict attention to schools with distortions statistically positive,
we can explain 60 percent of the variance. These percentages are large, especially consid-
ering that the maximum variation that can be explained is probably lower than one due
to measurement error in the dependent variable. Which fixed characteristics of schools
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predict distortions? Consider the following regression:

ψjmt = X′jtθ + νmt + ε jmt

where Xjt is a vector school attributes in year t and νmt is a market-year fixed effect.
Markets are defined as isolated groups of schools, i.e., with no schools closer than 3 miles
as discussed in section 2.5.1. In order to account for the uncertainty in ψjmt, we present
estimates weighted by (the inverse of) the 95 percent distortion confidence interval, thus
accounting for the uncertainty associated to each distortion.

Results are presented in Table 2.2-A and show that distortions are larger in small
public schools, for-profit schools, schools serving relative low-income households, and
schools with historic low attendance rates. These correlations are larger in schools with
distortions that are statistically different from zero. Additionally, Table 2.2-B presents
the autocorrelation of distortions, which is always positive and statistically different
from zero. This positive autocorrelation serves as additional evidence that distortions
are non-random but rather associated to school characteristics.

Additionally, we study whether variation in distortions can be explained by within-
school-variation in observable characteristics including school fees, socioeconomic com-
position, undistorted quality, and measures of attendance and class size. In particular,
we estimate:

ψjt = βXjt + ηj + νt + ε jt (2.4)

where Xjt is the covariate of interest, and ηj and νt are school and time fixed effects.
Figure B.13 show basically no relationship between any of these variables and estimated
distortions.16

Competitive environment

An alternative explanation is that market environment creates incentives for schools to
introduce distortions and signal higher quality (Shleifer, 2004). The market-oriented
nature of the system suggests that schools facing more competition might choose to
increase their quality signals using distortions. Dorfman and Steiner (1954) provide a
useful framework to study firm behavior in contexts in which price and quality are
jointly determined. The authors show that firms offer higher quality when facing more
quality elastic consumers.17 This section tests for this “quality elasticity” and related
hypotheses.

16The only clear relationship is that between the number of students missing on test days and the
magnitude of the distortion, which is positive as expected: missing students are a necessary condition for
this distortion.

17Dorfman and Steiner (1954) analyze the behavior of a monopolist and argue that quality is optimally
set following the condition:

q =
p
cq

ηq

ηp
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We exploit within school variation in variables related to the competitive environ-
ment. We proceed by estimating regressions following equation (2.4). The variables we
consider include the number of schools in the market, average quality, fees and distor-
tion of rivals, and the position of a school in the distribution of fees and quality in the
market. We also employ the estimates from our school choice model in section 2.5 to
calculate quality demand elasticities.

Figure B.14 displays results graphically. Although changes in the number of schools
in the market and changes in average attributes of competitors are uncorrelated with
distortions, demand quality elasticity is strongly correlated with distortions. The lat-
ter result is consistent with Dorfman and Steiner (1954): schools facing higher quality
elasticity optimally choose to signal higher quality. This result is reinforced by the fact
that schools in higher percentiles of the market-level quality distribution also seem to
introduce higher distortions.

School and teacher incentives

Finally we exploit quasi-experimental variation from two government programs to un-
derstand the role of perverse incentives. The first is the SNED teacher incentives program
explained in section 2.2.2. This program effectively increases teachers’ wages if students
in the school obtain high test scores, and it provides variation in incentives depending
on the probability that a school will earn the prize (Contreras and Rau, 2012). Teachers
might react to the likelihood of obtaining these prizes by affecting student attendance
patterns on test days in order to increase the school’s average test score. If anything,
we would hypothesize that schools closer to the prize threshold would display larger
distortions. However, our results show that distortions are not higher in schools that
are more likely to win the prize, providing some evidence against the hypothesis that
teachers manipulate attendance to increase test scores. See Figure B.15 for more details
and results.

The second government program we exploit is the ETL information program, also
described in section 2.2.2. This program classified schools according to test scores:
red (bad), yellow (regular), and green (good). This information was disseminated to
households in order to aid school choice. The cutoffs of these categories provide quasi-
experimental variation in the incentives to manipulate test scores.18 We find some ev-
idence that low quality schools have higher distortions around the cutoff between red

where q is quality, p is price, cq is the cost of quality, and ηq and ηp are the quality and price demand
elasticities, respectively. In our interpretation, however, we use their result to approximate the case of
imperfect competition with multiple firms and the analysis of a particular firm facing residual demand
which is one way of modeling school behavior in this market setting (Neilson, 2013). In our setting, we
argue that observed quality q can be increased by either increasing true quality or introducing higher
distortions.

18The timing for this exercise is relevant. The SIMCE test was taken shortly after ETL report cards had
been distributed to households, in the same academic year. Therefore, any distortions schools could have
introduced in October, 2010 would affect test scores before any households reactions in terms of school
choice.
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and yellow schools, but no differential distortions in the cutoff between yellow and
green schools. Moreover, these differences mostly disappear once school characteristics
are controlled for. Overall, these patterns do not provide evidence for this mechanism
being the main driver of distortions. See Figure B.16 for further details and results.

Discussion

The empirical patterns presented in this section improve our understanding of distor-
tions in several dimensions. First, distortions are a non-random phenomenon. Second,
fixed school characteristics are strongly correlated with distortions. Third, distortions
are not explained by within-school variation in observable school characteristics. Fourth,
we provide suggestive evidence that the market environment is correlated with distor-
tions through the quality demand elasticity that schools face. Fifth, we provide evidence
against perverse incentives induced by public programs driving variation in distortions.
And finally, because individual test scores are never disclosed, we can rule out conse-
quences of test scores at the individual level as a driver.

Unfortunately we are not able to rule out other potential drivers of distortions. For
instance, it is possible that the existence of different school unobserved types, where some
choose to distort test scores and some choose not to do so. These types might be re-
lated to, for example, school principals, who we do not observe. Alternatively, schools’
heterogeneous responses to idiosyncratic events might generate non-random changes
in attendance on test days. For example, schools might react to government attempts
to increase attendance. While our setting does not allow us to study these alternative
explanations, that does not prevent us from estimating the market consequences of dis-
tortions, which is what we do in the next sections.

2.5 Implications for school choice

In this section, we address the implications of distortions in quality signals on school
choice. We estimate a school choice model to evaluate those impacts. Using estimated
preferences, we implement the counterfactual exercise of providing households with
information on undistorted quality signals. This allows us to compare observed with
counterfactual outcomes, as well as to compute the welfare loss caused by distortions.

2.5.1 School choice model

We estimate a model of school choice in the lines of Bayer et al. (2007). When construct-
ing the model, we impose certain assumptions, some of which are related to the Chilean
institutional framework. First, we assume that households are informed regarding both
available schools and their observed characteristics. Second, we assume that schools do
not select students based on attributes and do not face capacity constraints, i.e. house-
holds can enroll their children in any school in their choice set. As discussed by Gallego
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and Hernando (2009) and Neilson (2013), this assumption is likely to hold in the Chilean
school system. Finally, we assume the household’s location choice is independent of
the school choice problem. This assumption is supported by the fact that there are no
institutional constraints on the choice set of schools based on residential location.

Let households be indexed by i and schools by j. Household utility depends on
school fees, quality, and distance to school, denoted respectively pj, qj and dij. They
also derive utility from other school characteristics Wj. For notational simplicity, we
denote Xj = [pj, qj, Wj], which includes K attributes. Preferences are heterogeneous
depending on household type, indexed by r. In our model, only observed heterogeneity
in preferences is considered, as explained below. Moreover, we allow for households to
derive utility from schools’ characteristics that are unobserved to the econometrician, ξ j.
Finally, each household has an idiosyncratic preference shock, εij, which we assume is
distributed T1EV.

Under these assumptions, the indirect utility of household i of type r from enrolling
their children in school j is:

ur
ij = ∑

k
xk,jβ

r
k + ξr

j + βr
ddij + εij (2.5)

where the first two terms measure utility from characteristics that depend only on the
school and are therefore constant across households of type r for a given school j, while
the third term measures disutility from distance between household i and school j for
households of type r, which varies across households. We can therefore rewrite equation
(2.5) as follows:

ur
ij = δr

j + βr
ddij + εij (2.6)

such that the parameters of the model are contained in the vector βr, but can be alter-
natively represented by the vector δr and by βr

d. Note that δr
j is the component of utility

derived from choosing school j that is constant across households, the mean value of
school j for households of type r.

The probability of household i choosing school j can be derived analytically using
households indirect utility.19 The choice probability of school j by household i of type r
predicted by the model is a function of school and household characteristics:

Pr
ij(ffi

r, dr, βr
d) =

exp(δr
j + βr

ddij)

∑l∈Ji
exp(δr

l + βr
ddil)

(2.7)

where Ji is the set of schools in the market where household i is located. We use
this result in the next subsections for both estimating the model and for computing the
counterfactual exercise of interest.

19In the context of school choice, there is no obvious outside option. Therefore, we follow Neilson
(2013) and instead normalize δ1 = 0 within each market.
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Estimation

We estimate the parameters of the model using a two-step procedure. First, we estimate
standard conditional logit models for each group r in each market and year in the data,
to recover schools’ mean values. Second, we exploit the assumed linear functional form
of households’ indirect utility function in order to estimate the relationship between
schools’ mean values and and school attributes and recover preference parameters .

The first stage of the estimation procedure consists of estimating equation (2.7), which
can be done by maximum likelihood. In order to allow for heterogeneity in preferences,
this procedure is implemented within each of multiple cells defined on the basis of R
socioeconomic levels, T time periods, and M markets. The former is determined by
the eligibility of a student for the SEP program, which is determined fundamentally by
participation in social programs aimed at supporting poor households. Therefore, we
estimate R × T × M conditional logit models in the first stage, which yields the same
number of estimates for δr and βr

d.

The second stage exploits the assumed linear functional form of the utility function
in order to estimate the following linear regression:

δr
jmt = δr

0,mt + ∑
k

xk,jmtβ
r
k + εr

jmt (2.8)

where δr
0,mt is a constant term specific to each market, year, and household type; βr

k
measures the effect of xk on school mean value for households of type r and maps to
the preference parameters of our model; and εr

jmt is a mean-zero error term. Note that
δr

0,mt + εr
jmt maps to the unobserved school characteristic ξr

jmt in our model.

A concern with this type of regression is the potential endogeneity of school charac-
teristics, particularly of prices and quality. Therefore, we estimate this regression using
an instrumental variables approach, using various instruments. First, for each school,
we include the fixed non-price and non-quality characteristics of other schools in the
market, in line with instruments suggested in Berry et al. (1995). In particular, we com-
pute the share of religious schools, schools with gender constraints, and public schools
in the market for each school in the sample, using them as instruments. Second, we
follow Neilson (2013) and use average teacher hourly wages, which arguably operates
as a cost shifter for schools, such that it might affect their choices of fees. Third, we
use the amounts of funding provided by different voucher program components, which
display within market variation due to school characteristics that are fixed in the short
run. In particular, we include the baseline voucher and two additional components re-
lated to a school being part of the SEP program and to a school having a concentration
of SEP students above a threshold. Moreover, we utilize county temperature data on test
days as an instrument for quality. While the data provides support for a relationship
between temperature and test scores, it would be hard to argue that temperature on test
days could otherwise be correlated with unobserved school attributes. This instrument
is motivated by a literature that studies the relationship between climate and academic
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achievement, as discussed in Graff Zivin et al. (2015).20 Finally, we use an indicator vari-
able for whether a school was awarded a SNED prize in its most recent version. This
instrument is motivated by Contreras and Rau (2012) who show how these prizes impact
quality in subsequent years.21

We estimate the model using data for 2011 through 2014, the only years in which stu-
dent home address data is available. In addition, we only utilize data for students in 1st
grade in order to focus on the margin in which most school choices are made. In terms
of covariates to be included in the vector Xj, we include school fees, quality as measured
by the school’s average SIMCE test score, whether the school has a religious orientation,
whether the school has any gender constraints, whether a school is public, and whether
a school is part of the SEP program.22 Finally, we are able to compute the distance
between households and schools using geo-referenced data on their addresses.23

Market definition and estimating dataset

Determining which suppliers belong to the consumers’ choice set in context of spatial
competition is not straightforward. In contrast to other school systems, in Chile there
are not any institutional constraints that limit the extent to which students can travel.
Therefore, we need to define markets.

We adopt an approach based on the spatial distance between schools, similar to that
in Neilson (2013). Distance has been shown to be a relevant determinant of school choice
in the literature (Gallego and Hernando, 2009; Neilson, 2013). In our data, students’ av-
erage distance to chosen schools is 1.3 miles and the 90th percentile of such distribution
is 3 miles. Therefore, it makes sense to argue that schools located far enough from each
other might belong to different educational markets. We define an educational market
as a cluster of schools in a closed polygon with no other school closer than 3 miles from
its boundaries. Operationally, a market is uniquely identified from the adjacency matrix
of schools, where links are defined as two schools being closer than 3 miles from each
other. In implementing this procedure, and therefore in estimation as well, we only con-

20We construct this variable using data from the Berkeley Earth dataset, which provides population-
weighted estimates of daily temperature at the county level. In implementing this regression, we include
both temperature and temperature squared in order to account for non-linear effects of temperature on
academic achievement as documented in Graff Zivin et al. (2015).

21In practice, we utilize the residual of a regression of the SNED award indicator on quality in the year
of the award in order to further control for quality differences between SNED awardees and non-awardees
which might be driven by other factors that could be persistent in time.

22We use data on monthly copayments faced by households as a measure of school fees. Moreover, we
use data on students’ eligibility for SEP in order to adjust school fees accordingly; eligible students do not
pay any school fees in schools that operate under the SEP regime.

23We compute the Euclidean distance between every household and school in each market. We then
proceed to clean these results by (i) removing mass points, which arise from imperfect geo-reference;
and (ii) removing students located further than 55 kilometers from the median household location in the
market.
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sider urban schools. Specifically, we only include markets with at least 20 schools and
for which we have data for at least 300 students. Table B.2 displays summary statistics
for markets.24

A description of the resulting sample is displayed in Table 2.3. The number of house-
hold types is R = 2, the number of markets included is M = 25, and the number of
periods covered is T = 4. Therefore, the estimating dataset is comprised of 200 cells.
The estimating dataset includes 1,556 schools and 97,471 students. On average, 33 per-
cent of the students attending schools in markets in our sample are included, and 92

percent of the schools operating in each market. Moreover, an average of 49 percent of
students included in the sample across markets are eligible for the SEP program.25

Results

Given that the most relevant dimension of household heterogeneity is socioeconomic
status, we present all the results for poor and non-poor households separately. Figure
B.17 displays the resulting coefficients in each market for distance between households
and schools for both poor and non-poor households. In all these cases, the coefficient
is negative, which reflects a decreasing utility for choosing a school further away from
home. Poor households are on average 14 percent more distance-sensitive than non-poor
households.

Table 2.4 presents results for different specifications of instrumental variables linear
regressions of the estimates of δjmt on different sets of school characteristics and fixed
effects. Columns 1 through 3 display results for all households in the sample, columns
4 through 6 display results for poor households, and columns 6 through 9 for non-poor
households. Overall, results point in the expected direction: household utility decreases
with school fees and increases with their reported quality. Both adding market-year
fixed effects and other school attributes to the regression increase the magnitude of
point estimates with respect to the baseline case.26 Overall, the model provides a good
fit for observed enrollment shares, as displayed by Figure B.18. The correlation between
observed and predicted enrollment shares is of 0.88.

24As a robustness exercise, we estimated the model using counties as markets. For estimation, we
included counties for which a large share of students resided in the market (at least 90 percent) and where
we had available data for more than 300 students. Results were quantitatively similar.

25We tested for differences in observables across students included and excluded in the sample within
each market. While some of the differences across groups are statistically significant, they are not eco-
nomically significant and do not show a clear pattern. Results are available upon request.

26Table B.3 and Table B.4 display results from the first stage of the IV estimation for school fees and
quality respectively. The bottom rows in Table 2.4 show the respective F-tests for the subsets of instru-
mental variables utilized for school fees and quality respectively. Moreover, we further assess the strength
of the instruments by reporting the Cragg and Donald (1993) eigenvalue statistic for each specification.
Stock and Yogo (2005) provide critical values for rejection of this test. In our setting, the critical value
for rejection is 29.32, always below the reported values for the Cragg-Donald statistic. Finally, Table B.5
displays the results from estimating the second stage of the model by OLS. As expected, the OLS estimates
are in general smaller in magnitude than the IV ones.
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There are interesting patterns of heterogeneity across poor and non-poor households.
For example, our preferred specifications in columns 6 and 9 imply that poor households
are 88 percent more price-sensitive than non-poor households. Inversely, poor house-
holds are estimated to be 37 percent less quality-sensitive than non-poor households.
These results imply in turn that non-poor households’ willingness to pay for quality is
three times higher than that of poor households. This heterogeneity suggests that qual-
ity disclosure policies will have heterogeneous effects across these demographic groups.
These patterns of heterogeneity coincide with previous findings within the school choice
literature (e.g. Gallego and Hernando 2009, Hastings et al. 2009, and Neilson 2013).27

2.5.2 Counterfactual analysis

In our setting, schools quality signals are distorted and therefore households are choos-
ing schools on the basis of a misperceived vector of attributes. A key aspect of the situa-
tion, however, is that while perceived school quality might be different than true quality,
the value that households ultimately obtain from a school is the true quality of their
school choice. This is related to the distinction stated by Bernheim and Rangel (2009),
by which some elements of the choice environment may be relevant for constructing
positive descriptions of choice behavior, but not for welfare analysis. Throughout this
section, we emphasize this aspect and account for it when measuring implications of
distorted quality signals.

In order to compute the effects of distorted quality signals on choices and welfare,
we define two scenarios: baseline and counterfactual. The former corresponds to an en-
vironment in which households actually choose schools. The latter corresponds to a
counterfactual world in which households are provided with undistorted information
about school quality. This exercise rules-out changes in other variables (e.g. school fees
and school investments) as well as the existence of capacity constraints. While those
might be relevant margins of supply side behavior in this market, we argue that the im-
pacts of the policy we evaluate in this counterfactual exercise would induce remarkably
small equilibrium responses by schools on these margins.

Throughout this section, we utilize our estimates for δr and βr
d, and the observed

vector of school characteristics Xj to compute choice probabilities and consumer welfare
for the baseline scenario. For the counterfactual scenario, calculations additionally use
estimates of βr

k from the second stage of the school choice model, and a counterfactual
vector of school characteristics X̃ij = [pj, q̃j, Wj], where q̃j stands for the undistorted
quality of school j.28

27As a robustness check on the results, we study the correlation in estimates of unobserved school
characteristics ξr

jmt across poor and non-poor households. While there is variation in results across both
groups, there is a positive correlation of 0.57 between the estimates of ξr

jmt. This is, while services provided
by schools might be differently valued across consumer types, those values are strongly correlated across
them.

28More precisely, we utilize the results for the second stage from our preferred specifications: columns
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Choices

We begin the analysis by examining school choice probabilities by households across
both scenarios. We do so by adjusting the choice probabilities predicted by equation
(2.7) of our school choice model and using parameter estimates and data on school
attributes for both scenarios. Following equation (2.7), choice probabilities are therefore
computed as Pr

ijmt(d
r, δ̂r, β̂r

d) and Pr
ijmt(d

r, δ̃r, β̂r
d), where δ̃r

jmt = ∑k x̃k,jmt β̂
r
k + ξ̂r

jmt is the
mean utility of school j in market m in period t, computed using preferences estimates
and data on counterfactual school quality.

Figure B.19 displays the computed changes in choice probabilities between both sce-
narios. It is interesting to note that, despite the fact that the magnitude of estimated
distortions is moderate, there is significant heterogeneity. This pattern holds when re-
stricting the analysis to the set of schools actually chosen by parents as displayed by
Figures B.19-C and B.19-D. This shows that changes in the quality disclosure system
would induce changes in households’ choices. However, given that households have
a limited number of schools in their choice sets, these changes in choice probabilities
might only induce actual changes for a small fraction of households. Those marginal
changes in the observed vector of school quality might not be strong enough as to in-
duce households to actually change their school choices. Note that non-poor households
display more variation in the computed changes, which is driven by their higher quality
sensitivity. This stands in contrast with potential gains from the policy, as the average
distortion in poor household choice sets are 0.33σ higher than those in non-poor house-
hold choice sets. Despite that difference, a simple simulation based on the proposed
model and our estimates shows that 3.3 percent of poor households and 3 percent of
non-poor households would be induced to change their school choice when provided
undistorted quality information. The higher willingness to pay for quality of non-poor
households explains these similar switching rates despite the large gap in distortions
faced by both groups. We denote this subpopulation as switchers.29

We compute the predicted attributes of schools chosen by households under both
scenarios. Table 2.5 displays results from these calculations for both poor and non-poor
households. We report both the average across all households as well as the average
within the switcher subpopulation. Columns 1 and 3 in Table 2.5 display results for the
average across all households. It is easy to note that changes in predicted distance to
chosen schools and fees are small. This is expected since non-switching households are
unaffected by the information policy we evaluate. The average changes in attributes of
chosen schools by poor and non-poor households are not larger than 0.03σ for any of
the attributes considered.

When considering the subpopulation of switchers, however, changes in chosen schools’

6 and 9 of Table 2.4.
29We calculate switching rates by simulating choices of consumers in our sample in both the baseline

and counterfactual scenarios. Reported results correspond to average switching rates for poor and non-
poor households over 200 simulations across all households in the sample.
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attributes between both scenarios are substantive. Columns 2 and 4 in Table 2.5 display
results for these household groups. First, note that in the baseline scenario, switchers
were receiving substantially less quality than the average household, which suggests
that switchers mainly had chosen schools that had highly distorted quality signals. Con-
ditional on switching, we observe that households are willing to travel longer distances
to chosen schools, to pay higher fees and, importantly, that they choose schools with
remarkably higher true quality. In particular, our results show that poor (non-poor)
switchers would choose schools with 0.71σ (0.74σ) higher true quality in the counterfac-
tual than the baseline scenario. This would be coupled by an increase in fees paid to
chosen schools of 0.2σ (0.49σ) for poor (non-poor) switchers and, similarly, an increase
in distance travelled to chosen schools of 0.04σ (0.05σ). These results imply that the
subpopulation of switchers would change their choices in a substantial way. Switchers
move towards higher-quality schools, for which they are willing to both travel more and
pay higher fees.

Welfare

We now calculate the welfare changes of providing undistorted quality signals. In the
baseline scenario households choose schools using the observed measure of school qual-
ity, which, as discussed, is distorted. However, consumers’ effective utility is determined
by undistorted school quality. Thus, our baseline scenario is a case in which choice util-
ity and experience utility differ (Bernheim and Rangel, 2009). This is not the case in the
counterfactual scenario in which households choice and experience utility coincide.

Let uij be the utility of household i from school j under distorted school quality,
choice utility. Similarly, let ũij be the utility of household i from school j under undis-
torted school quality, experience utility. In our setting, these two utilities are related.
Given that the only difference between choice and experience utility is the mispercep-
tion of quality under the former, we know that ũij = uij + τj, where τj measures the
wedge between choice and experienced utility from school j. Under the utility function
assumed in section 2.5.1, we know that τj = βq(q̃j − qj).30

The choices household i would make in each scenario would be:

j∗i = arg max
j
{uij}j∈Ji

j̃∗i = arg max
j
{ũij}j∈Ji

which might or might not differ. Importantly, if the choice is the same in both scenarios
then there is no welfare loss from distorted quality signals for household i, as experience
utility is the same in both cases. This makes it clear that welfare losses will be driven by

30These linear relationships between observed and true quality and between choice and experience
utility are similar to those analyzed in Train (2015). From this expression for τj, it becomes clear that at
baseline all schools with positive distortions have τj < 0, such that experience utility from those schools is
lower than choice utility from them.
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households that were changing their behavior due to distorted quality signals.

The change in household welfare from providing undistorted information would
therefore be the difference in experience utility between the counterfactual and baseline
scenarios, ũi j̃∗ − ũij∗ . Using the fact that ũij∗ = uij∗ + τj∗ , we can compute the expected
monthly welfare change as:

E[∆Wi] =
1

βp

[
log ∑

j
exp(ṽij)− log ∑

j
exp(vij)−∑

j
Pijτj

]
(2.9)

where we define ṽij ≡ δ̃j + βddij and vij ≡ δj + βddij for notational simplicity. The first
and second terms measure consumer surplus under undistorted and distorted school
quality information respectively, and the results follow from the inclusive value formula
in Small and Rosen (1981) given the assumed utility function. The third term measures
the expected difference between choice and experience utility at baseline. Dividing by
βp simply transforms the welfare loss to monetary units. Equation (2.9) calculates the
average welfare gain over the whole household sample. We can then compute average
welfare gains for switchers or aggregate these gains across different dimensions. These
welfare gains can alternatively be interpreted as the average willingness to pay of house-
holds for undistorted quality information.

Results from welfare calculations are displayed by Table 2.6 and show that expected
welfare would increase in the counterfactual scenario for all households. This is as
expected: non-switchers will obtain the same welfare in both scenarios, while switchers
will be strictly better off. For poor households, the average yearly welfare gain we
estimate is $1.7. The average yearly welfare gain for non-poor households is $5.3. Scaling
up these results for the educational system, welfare gains would add up to $7 million
annually.

These results suggest small gains from providing undistorted information across all
households. However, the relevant population for an intervention like the one proposed
in our counterfactual is not the average household; but rather the subpopulation of
switchers. Welfare gains are larger for this subpopulation. The average yearly welfare
gain for switchers is $53 among poor households and of $174 among non-poor house-
holds. Gains for switchers are thus sizable: poor (non-poor) switchers would experiment
welfare gains of 11 (36) percent of the average school fee in our sample.

Heterogeneity in welfare gains

The fact that non-poor households benefit more than poor households from the infor-
mation policy is evident, and the magnitude of the differences is large. There are two
potential explanations for this. First, the former are more quality-sensitive, and less price
and distance-sensitive than the latter. Therefore, they will be more willing to take advan-
tage of relative changes in perceived quality of schools in the market. Second, the spatial
distribution of households and schools in the market differs systematically across poor
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and non-poor households, giving them potentially differential opportunities to improve
their choices in the counterfactual.

We can use our model and estimates to explore how heterogeneity in preferences
and market opportunities determine the observed gap in welfare gains from disclosure
of true quality. Results from these additional counterfactual calculations are displayed
in Table 2.6. We start by studying how differences in preferences determine lower wel-
fare gains for poor households. First, we let poor households be as quality-sensitive as
non-poor ones. The share of switchers among poor households would increase by 0.8
percentage point to 4.1 percent, and the average yearly welfare gains for switchers would
increase to $101.31

Second, we let poor households have the same preferences as non-poor households
on all school attributes. The share of switchers increases by 0.6 percentage point to 3.8
percent. Average yearly gains for poor switchers in this counterfactual would climb to
$181, more than three times those in the first counterfactual and higher than those for
non-poor switchers.32 These results imply that differences in preferences are enough
to explain the gap across groups in welfare gains from the proposed information pol-
icy. Moreover, they highlight the key role that households’ quality-elasticity plays in
determining the impacts of information policies for school choice.

Finally, we explore the role that the spatial distribution of schools and households
play in explaining the gap in welfare gains across groups. We measure welfare gains
from the evaluated policy for poor households if they were located in the same place
as non-poor households. Our results show that average welfare gains in that setting
would be essentially the same that we found in our baseline results above. The share
of switchers in this case would be lower than in the first counterfactual, at 2.4 percent,
while yearly welfare gains for poor switchers would be only slightly larger than in such
counterfactual, $65. This result implies that, in our setting, differences in market oppor-
tunities faced by poor and non-poor households play a minor role in explaining the gap
in welfare gains from undistorted quality information.

Discussion

We have estimated a school choice model and studied a counterfactual exercise by which
information on undistorted quality signals is provided to households. Results point in
three directions. First, distortions in quality signals have effects on choices, as choice

31Recall that in conditional logit models, coefficients are normalized by the standard deviation of the
idiosyncratic preference shock, σr

ε , which may vary across household types. Thus, in practice, this counter-
factual is not exactly letting the poor have the quality preference of the non-poor, but rather the estimated
normalized preference coefficient of such group. This is equivalent to making poor households almost
twice as price sensitive as estimated.

32The fact that welfare gains for the poor when endowed with preferences of non-poor households are
larger than those when endowed with such preference only over school quality comes partly from the fact
that we estimate non-poor households to be less price-sensitive. This implies that the willingness to pay
for a given increase in quality is higher than under poor preferences as can be noted in equation (2.9).
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probabilities would change in the counterfactual scenario. Second, households would
react to the change in the quality disclosure system mostly by increasing the probability
of choosing higher quality schools. There would thus be a shift of students towards rela-
tively high quality schools available in the market. Third, our welfare calculations point
towards small average gains across households but sizable gains for switchers. In both
cases, gains are larger for non-poor households, which is driven by them being more
quality-sensitive and less price-sensitive. Complementary policies that could increase
poor households quality-sensitivity might increase welfare gains from this policy.

Throughout this section, we have assumed that households are not informed about
distortions in quality signals. If they were informed, they would optimally incorporate
that information and adjust their choices according to true school quality. Because cal-
culating distortions is a complex task, we argue that parents are unlikely to incorporate
them in their decisions. In an intermediate scenario, if households had partial knowl-
edge about distortions, then welfare gains for switchers would certainly be lower and
our estimates would be an upper bound.

The magnitude of welfare gains for switchers already suggests that it might be so-
cially beneficial to invest in quality disclosure systems that reduce distortions in edu-
cational markets. Note, however, that our counterfactual policy does not evaluate the
welfare effects of the disclosure system in place, but rather the welfare effects of dis-
torted quality signals given the current school quality disclosure system. Moreover, note
that these welfare calculations do not consider the social costs of potential hidden actions
that might be driving distortions. In that sense, our results provide a lower bound for
welfare gains from correcting distortions in this market.

2.6 Misallocation of public programs

There is a second set of implications of quality signal distortions. Multiple public pro-
grams are allocated using rules that follow directly from test scores. Thus, distortions in
test scores will induce misallocation of public programs. This section studies the extent
of such misallocation for two relevant public programs: teacher bonuses and additional
information for school choice. While these measures are policy relevant, we note that
distortions might induce other unobserved behavioral responses by school personnel
that might also be socially costly. We cannot, however, measure these hidden actions
with available data.

2.6.1 Monetary incentives for teachers

As explained in section 2.2.2, teachers are awarded bonuses by the SNED program de-
pending on their school’s average test score. In 2012, the total amount of public resources
transferred to schools in the form of teacher bonuses reached 15 million U.S. dollars.
The sharp discontinuity to assigning resources is based on the following index for each
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school:

Ijgt(qjτ, qjτ−1, Xjτ) = ω1qjτ + ω2(qjτ − qjτ−1) + ω′3Xjτ (2.10)

where Ijgt is the index of school j, in group g, and year t; qjτ is the average test score in
year τ; Xjτ is a vector of attributes; and (ω1, ω2, ω3) are weights chosen by the govern-
ment, with ωk ∈ (0, 1) and ∑k ωk = 1. Note that: (i) t > τ, otherwise the index cannot
be computed as the inputs to calculate it are not observed, (ii) all input variables are
mapped to the [0, 1] interval before computing the index, and (iii) groups g are defined
by the government using schools attributes.

We say there is misallocation of public resources if teacher bonuses were given to
schools that would not have receive bonuses in a counterfactual scenario without any
distortions in quality signals. In particular, using our estimates for undistorted quality
signals (q̃jτ, q̃jτ−1), we calculate schools undistorted indices using equation (2.10), Ĩjgt =
Ijgt(q̃jτ, q̃jτ−1, Xjτ), and reallocate bonuses based on these undistorted measures.

Figures 2.4-A and 2.4-B present the actual and the counterfactual assignment of
bonuses. To the left of the threshold (vertical line) are the schools that did not get
bonuses, and to the right are the schools that did. The percentage of public resources
that were misallocated is the total amount of money that was incorrectly given to some
schools over the total amount of resources that schools received. We estimate that 13

percent of teacher bonuses were misallocated.

Although intuitive, our method to calculate misallocation of public resources still
needs to account for the uncertainty associated with the estimation of undistorted qual-
ity signals. For this, recall that each school-year distortion has an associated distribution.
We proceed by taking 1,000 independent draws of distortions from their school-year dis-
tribution – a normal distribution with a school-year specific mean and standard devia-
tion – and calculate the percentage of misallocated public resources 1,000 times. Bounds
for our misallocation estimates can be constructed using the estimated distribution of
misallocation.

Our estimates indicate that 13 percent of teacher bonuses were delivered to the in-
correct schools, which is equivalent to $2 million every two years or approximately $20

million since this public program started in 1996. This estimate is significantly different
from zero and precise: we can rule out misallocation of public resources being less than
11 percent.

2.6.2 Information for school choice

A quality disclosure program was implemented in 2010 (“Educational Traffic Lights”),
aimed at providing simpler information about school quality (more details in section
2.2). Schools were classified, based on the average test scores of 4th and 8th graders, into
three mutually exclusive categories. Maps with school categories were disseminated
across counties with the explicit objective of affecting parents information set.
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Let cj = {r, y, g} be the category of school j (red, yellow, green). Schools were as-
signed to categories using the following formula:

cj(qjt) = r · 1[qjt < s] + y · 1[s < qjt < s̄] + g · 1[qjt > s̄] (2.11)

where qjt is the average test score of school j in year t = 2009, and (s, s̄) were thresholds
decided by the government. These thresholds corresponded to one standard deviation
lower (s) and higher (s̄) than the average test score of all schools.

Equation (2.11) makes it clear that the provided information is directly linked to
distorted quality signals. Because the formula used to categorize schools is known, we
can replace distorted quality signals by undistorted ones, assign undistorted categories
c̃j = cj(q̃jt), and calculate the percentage of schools that were incorrectly categorized.
In order to account for the uncertainty in our undistorted quality signals, we follow the
same strategy as in the previous section.

Figures 2.4-C and 2.4-D present our results. Our estimates indicate that approxi-
mately 4 percent of schools were assigned to an incorrect category. Moreover, we can
rule out that fewer than 3 percent of schools were misassigned. Using the causal effects
reported in Allende (2012) we calculate that, as a consequence of this misallocation of
categories, approximately 5,000 students (two percent of the 1st grade cohort) attended
schools in misallocated categories. The welfare implications for the compliers are, how-
ever, not straightforward to calculate as some children attended higher-quality and some
attended lower-quality schools.

2.7 Conclusion

We have shown that significant distortions in quality signals are in place in the Chilean
educational market, which is dependent on high-stakes testing. In particular, we have
quantified how non-random attendance on test day causes school quality signals to be
distorted. Our results are consistent with the so-called Campbell’s Law: the higher the
stakes are for an indicator of a social phenomenon, the more liable it is to be distorted
(Campbell, 1979). Distortions, however, are not per se a reason of concern. To claim
distortions have costs, we need to study the impacts they have on decisions. The Chilean
market-oriented educational system is particularly interesting to study the consequences
of distortions because: test scores are not just used for the two objectives of quality
assessment and performance evaluation emphasized by Neal (2013), but rather for three,
as these also feed school choice. We show that distortions have negative impacts on
school choice and also induce misallocation of public programs. These findings allow us
to conclude that distortions can impose significant costs in educational markets.

Our study is, to the best of our knowledge, the first to quantify the market conse-
quences from distortions in quality signals. Further research is required to quantify
other distortions and to address other margins of educational markets. Quantifying the
costs associated to other hidden actions is also necessary to fully characterize the costs
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of accountability systems. We highlight that the institutional environment might deter-
mine the magnitude and impacts of distortions.33 Market-oriented educational systems
such as the one we have studied –where test scores play a key role as quality signals
in disclosure policies– might be particularly prone to exacerbating the consequences of
distortions.

Our results have several policy implications. Previous work has emphasized the
importance of providing information to parents, while our work emphasizes the impor-
tance of providing undistorted information. A simple solution within the current system
is to calculate quality signals as a corrected average of test scores instead of an arithmetic
average. One way to accomplish this correction is using the imputation method we have
proposed. This seems to be a better solution than requiring a minimum attendance rate
(e.g., 95 percent in No Child Left Behind) in contexts where test scores can affect school
choice. In addition, we emphasize that the magnitude of elasticities determines the ex-
tent to which households can benefit from information policies. In school markets, we
argue that complementary policies that increase quality-sensitivity of the poor might
enable them to benefit more from accurate information. Finally, our results on misal-
location of public programs provide an argument against sharp assignment rules for
public programs based on variables prone to distortions. Multiple programs in different
countries and sectors are assigned through such kind of rules and might be subject to
the similar misallocation as described in this paper.

33A relevant institutional dimension is the level of corruption. Interestingly, Chilean counties with
higher levels of corruption have larger distortions in quality signals (see Tables B.6 and B.7). This suggests
that our findings might be exacerbated in settings with different levels of corruption.
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Figure 2.1: School attendance around test days
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(a) Difference in average attendance rate (y-axis, in percentage points) between 4th
graders (test takers) and 3rd graders (non-takers) around the two test days in 2013

(x-axis). Students are grouped by their position in the school GPA distribution.
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Figure 2.2: Distortions in quality signals

-5

0

5

10

15

20

D
is

to
rti

on
s

Schools ordered from lowest to highest distortion

Example: school with distortion 
of 3 test score points and 
confidence interval of [0.5, 4.5]

(a) Distortion in quality signals (y-axis, in test score points) are defined as (minus) the difference
between school’s observed test score and school’s counterfactual test score. Schools are ordered
from lower to higher distortions in the x-axis. Vertical lines represent the 95 percent confidence
interval. Green (gray) lines represents distortions that are (not) statistically different from zero.
The figure includes a random sample of distortions for 3,000 school-years.
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Figure 2.3: Distortions and attendance in test days
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Notes: This figure displays the differential test-day attendance of students above
the 75th percentile and below the 25th percentile of the GPA distribution (x-
axis, in percentage points) and distortions in quality signals (y-axis, in test score
points). We include all schools in 2013. The coefficients (robust standard errors)
of a linear regression of distortions on a linear and quadratic term of differential
changes in test-day attendance are 4.38 (0.36) and 3.96 (1.19) respectively.
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Figure 2.4: Misallocation of public programs
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(a) Teacher bonuses (actual assignment)
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(b) Teacher bonuses (counterfactual)
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Notes: In panels (a) and (b) we plot school distortions (y-axis), school scores to assign
teacher bonuses (x-axis), and the threshold of the assignment (red schools did not get
bonuses, green schools did get bonuses) using the actual and counterfactual quality
signals. In panels (c) and (d) we plot school distortions (y-axis), school scores (x-axis),
and their actual and counterfactual categories (red, yellow, and green).
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Table 2.1: Descriptive statistics

Observations Mean St. dev. p10 p50 p90

A – Schools (2005-13)

Test score (SIMCE) 38,416 254.8 27.7 219.5 254.0 292.5

Students in 4th grade 38,616 50.4 35.5 17.0 40.0 91.0

Students absent in test days 38,616 3.7 4.5 0.0 3.0 8.0

Class size 38,609 30.4 8.0 19.4 31.0 40.3

Average annual attendance 38,616 93.3 3.1 89.6 93.6 96.7

Students in 1st–8th grades 38,616 415.5 283.8 143.0 335.0 748.00

Public 38,616 0.39 0.49 0.0 0.0 1.0

Voucher 38,616 0.52 0.50 0.0 1.0 1.0

Private 38,616 0.09 0.28 0.0 0.0 0.0

Religious 37,401 0.44 0.50 0.0 0.0 1.0

Monthly fee (U.S. dollars) 38,341 48.46 92.3 0.0 0.0 182.1

Distortion in test score 60,813 2.7 4.2 0.0 1.1 7.7

B – Students (2013)

Test score (SIMCE) 140,982 263 46 200 267 321

GPA 159,356 5.9 0.6 5.1 5.9 6.5

Attendance in test-day 137,604 0.95 0.20 1.0 1.0 1.0

Attendance in non-test days 137,127 0.92 0.17 0.8 1.0 1.0

Notes: Own construction based on administrative data provided by the Ministry of Ed-
ucation. We restrict the data to schools with zero distortion or with sufficient data to
calculate it. Distortions are measured in test score points and we estimated them using
the methodology described in section 2.4.1. See Figure B.2 for a timeline of standardized
tests. See section 2.4 for details. There are 8,254 schools in the period 2005–2013.
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Table 2.2: Understanding distortions

Dependent variable: distortions in quality signals (in test score points)

All Distortions> 0

A – School attributes (1) (2) (3) (4)

Public 1.55*** 1.31*** 0.70** 0.57*
(0.13) (0.14) (0.31) (0.33)

Religious 0.03 -0.11 0.17 0.03

(0.08) (0.08) (0.17) (0.20)

For-profit 0.28** 0.36*** 0.76** 0.91***
(0.11) (0.11) (0.31) (0.32)

Log parents income -0.78*** -0.68*** -0.82*** -0.85***
(0.04) (0.04) (0.11) (0.12)

Average annual attendance -0.17*** -0.20*** -0.32*** -0.30**
(0.04) (0.05) (0.09) (0.12)

Students in 4th grade -0.12 -0.11 -2.30*** -2.22***
(0.16) (0.15) (0.25) (0.26)

Enrollment in grades 1st-8th -0.51*** -0.51*** -0.11 0.15

(0.16) (0.16) (0.25) (0.27)

Constant 1.77*** 1.95*** 6.25*** 6.34***
(0.12) (0.13) (0.31) (0.33)

B – Autocorrelation

Lagged distortion 0.41*** 0.38*** 0.39*** 0.37***
(0.01) (0.02) (0.03) (0.03)

Constant 1.97*** 2.06*** 6.25*** 6.30***
(0.04) (0.05) (0.13) (0.14)

Mean of dep. variable 2.18 2.18 5.11 5.11

Market-year F.E. No Yes No Yes
Variance explained by schools F.E. 0.36 0.36 0.60 0.60

Schools 3,417 3,417 2,339 2,339

Observations 29,588 29,579 5,929 5,927

Notes: Estimation includes all urban schools. All non-indicator variables have been nor-
malized (except for lagged distortion). All regressions are weighted by the inverse of
the uncertainty associated to the calculation of distortions, where uncertainty is the size
of the confidence interval. Columns 3-4 restrict the data to school-year observations
with distortions statistically different from zero. Robust standard errors in parentheses.
Significance level: *** p<0.01, ** p<0.05, * p<0.1.
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Table 2.3: Summary statistics for estimation of school choice model

Variable Mean St. dev. p10 p50 p90

Students In sample 1,009 844 324 665 2,446

Coverage rate 0.33 0.12 0.17 0.31 0.48

Schools In sample 63 62 19 45 134

Coverage rate 0.92 0.13 0.72 0.97 1.00

Poor students In sample 479 391 166 323 1,184

Sample share 0.49 0.11 0.35 0.50 0.60

Notes: This table displays market-level summary statistics for the sample we use to
estimate the school choice model. This sample includes 25 markets in the period 2011–
2014. For the number of students and schools per market, we provide summary statistics
in levels and coverage rate of the complete market. For the number of poor students, we
provide summary statistics of levels and their share over the sample market size.
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Table 2.5: Means of predicted school attributes of households choices

(1) (2) (3) (4)

Poor students Non-poor students

Attribute Scenario Average Switchers Average Switchers

Distance Baseline 2.36 2.00 2.58 2.2
(in kilometers) Counterfactual 2.36 2.07 2.59 2.31

Change 0.00 0.07 0.00 0.11

Fee Baseline 17.08 6.58 71.43 39.02

(in U.S. dollars) Counterfactual 17.52 22.52 72.89 81.95

Change 0.43 15.95 1.47 42.93

Quality Baseline 254.77 242.72 267.13 252.62

(in test score points) Counterfactual 255.25 260.15 267.78 271.53

Change 0.48 17.43 0.65 18.91

Notes: Columns 1 and 3 (2 and 4) display the average attributes of chosen schools for
poor and non-poor households (poor and non-poor switchers). Results for distance are
measured in kilometers, results for school fees are measured in US dollars and results
for quality are measured in SIMCE test scores, net of distortions.
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Table 2.6: Yearly welfare gains of a policy that provides undistorted qual-
ity signals

(1) (2) (3) (4) (6) (6)

Poor students Non-poor students

Average Switchers Switch Average Switchers Switch
Comparison E[∆Wi] E[∆Wi] rate E[∆Wi] E[∆Wi] rate

Counterfactual scenario $1.73 $53.2 3.25% $5.29 $173.94 3.04%

Poor households with
non-poor quality preferences $4.13 $100.94 4.10% - - -

Poor households with
non-poor preferences $6.91 $181.37 3.81% - - -

Poor households with
non-poor market opportunities $1.55 $ 64.95 2.39% - - -

Notes: Welfare results are measured in U.S. dollars per year. Columns 1 and 3 display
average welfare gains for poor and non-poor households. Columns 2 and 4 display
average welfare gains for poor and non-poor switchers. Columns 3 and 6 display the
share of switchers for poor and non-poor households respectively.
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Chapter 3

Losing Your Dictator

3.1 Introduction

Political transitions are ubiquitous and are associated with significant changes in the
economy, but little is known about the behavior of key economic actors during these
times.1 This knowledge would be crucial in understanding the sustainability of democ-
racy, a result which, as the Arab Spring has reminded us recently, is far from guaranteed.
By studying firms during political transition, we can also improve our understanding
about the relationship between political power and the distribution of economic power.

Scholars have long argued that firms with links to a non-democratic regime benefit
from a number of distortions, such as corruption in procurement, preferential lending,
and preferential access to information.2 The anticipation that these distortions will dis-
appear if there is a regime change could lead firms to “prepare” for the new state of
the world. If firms successfully prepare, this anticipation might affect market structures
even well after the regime change. Firms would be able to transfer distortions across
political regimes, limiting the benefits of a democratization and the market changes it
creates. However, observing how firms adjust their inputs to better position themselves
under the new regime is typically difficult.

In this paper, we exploit an unexpected democratization announcement and the sub-
sequent peaceful transition from dictatorship to democracy in Chile to study how firms
in the dictator’s network prepare for a future democratic period. Our findings indicate

1There have been, on average, 3.7 (2.0) transitions to (out of) democracy per year in the last 25 years (see
Appendix Figure C.1). A large literature in economics and political science study the effects of political
regimes on economic growth. See Acemoglu et al. (2015) for a discussion of the literature and the more
recent estimates and Papaioannou and Siourounis (2008) for an empirical assessment of democratization
theories.

2The empirical literature in economics can be traced to Fisman (2001), who shows that firms close
to Indonesia’s dictator Suharto experienced substantial decreases in their value when he suffered heart
attacks, a source of a potential regime change.
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that firms close to the old regime increased their productive capacity during the tran-
sition to democracy, and these investments improved their market position in the new
regime. We provide suggestive evidence that these differential adjustments in capacity
were made possible by government banks during the dictatorship.

Chile’s transition to democracy provides a unique opportunity to measure and study
the interactions between a dictatorship and firms. Vast amounts of (previously unex-
ploited) information exists about firms that operated during and after Augusto Pinochet’s
dictatorship (1973–1990). The existence of records with information about individuals
working for Pinochet assures that interactions between the state and firms are measur-
able. The timing of this political transition gives us an opportunity to measure firm
responses after a democratization announcement but before the new democratically
elected government takes office. We exploit all these features when analyzing capi-
tal, labor, productivity, and profits around Chile’s political transformation to show how
firms shaped during the Pinochet regime moved towards the new democratic era.

After fifteen years in power, Augusto Pinochet called for elections in 1988, where he
would run as the unique candidate to transform his autocratic regime into a democratic
one for the next eight years. Contrary to everyone’s expectations, Pinochet not only lost
the election, but also acknowledged his defeat. Pinochet’s defeat at this election, known
the “1988 plebiscite,” marked the beginning of Chile’s transition to democracy. The
plebiscite’s outcome changed the post-1990 years from a Pinochet regime to a democracy.

To motivate our analysis of firms, we first collect daily stock prices around the 1988

plebiscite to investigate how financial investors reacted. We use the board of directors
to construct Pinochet’s network of firms before the plebiscite, and we document that
firms with first or second degree connections to Pinochet suffered a substantial decrease
in abnormal returns in the days that followed. Although decreases in stock prices of
connected firms after negative political events have been documented before, there are
two surprising facts about our findings. First, firms with second degree connections also
suffered a substantial decrease in their stock prices. This finding suggests the existence
of more complex political networks than in previous research. Second, the value of con-
nected firms increases twelve weeks after the plebiscite. Moreover, the value of firms with
first degree connections increases by more than the value of firms with second degree
connections. This suggests that (1) connected firms react to political events in ways not
anticipated by financial investors, and (2) firms with different degrees of connectedness
react differently. We discuss alternative interpretations that are hard to reconcile with
the data.

To understand how firms reacted to the defeat of Pinochet at the plebiscite—effectively
a democratization announcement—we build a simple model of firms making decisions
during a political transition. As we observed a decrease in stock prices of firms with first
and second degree connections, we incorporate three types of firms into the model: un-
connected, connected (first degree), and indirectly connected (second degree). Because
the credit market has been shown to be a source of advantage for connected firms, an
insight particularly relevant in the Chilean case, we model links between firms and the
government as a parameter that determines the cost of capital. We interpret the cost of
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capital as a sufficient statistic for credit market relations, and we study the credit market
empirically in the last part of our analysis.

In the model, there are different political periods. During a first period of dictator-
ship, firms compete à la Cournot, using their political connections to determine their
productive capacities. After an unexpected democratization announcement, firms learn
that they will lose their connection—after a period of transition where connections are
still in place—and that the new democratic period triggers an increase in firm entry,
an empirical fact in our context consistent with Acemoglu (2008). Consequently, com-
petition turns into a Stackelberg game, where incumbents exploit their connections to
improve their market position in the new democratic era. The primary insight we take
from the model, therefore, is that increasing productive capacity becomes a dominant
strategy for incumbent firms with political connections after a democratization is an-
nounced.

Empirically, we study changes in productive capacity using a differences-in-differences
econometric strategy with three types of firms and three political periods, i.e., dictator-
ship (five years), transition (one-and-a-half years), and democracy (five years). We con-
struct a panel dataset of publicly listed firms observed between 1985 and 1994 using two
sources of information: (1) quarterly data from balance sheets, and (2) data from annual
statements. Our main findings exploit within firm variation over time and indicate that
firms with first degree political connections increased their productive capacity by 0.4
standard deviations after the democratization announcement, with no changes in either
productivity or labor. These results account for any heterogeneous effects the political
transition might have had across industries (and other observable variables) and are ro-
bust to a wide range of specification and robustness checks. Moreover, a comparison of
the magnitude of results between firms with first and second degree connections pro-
vides additional support for the insights we obtained from the model. This increase in
productive capacity provides one explanation for the short- and long-run movements in
stock prices after the plebiscite. We discuss several alternative interpretations that are
not supported by the data.

We provide evidence that government banks are key to understand the investment
patterns we document. This mechanism is consistent with corruption cases that involve
loans from the largest public bank to politically connected firms (e.g., Leon-Dermota
2003). To study the credit market, we make use of data we have digitized from annual
statements. Following Khwaja and Mian (2005), we exploit time variation in a panel
dataset of debt between firms and two types of banks: government-owned and others.
The former set of banks is composed of banks in which the Pinochet regime had more
decision power. Consistent with the mechanism in our model, our findings indicate
that connected firms obtained substantially more loans from government-owned banks
after the democratization announcement but before the new democratically elected gov-
ernment took office. This result confirms that political connections create distortions in
the credit market and suggests one mechanism through which firms can transmit their
economic power across political regimes.

In our final analysis, we explore the consequences of increasing capacity after the
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democratization announcement. Our theoretical framework suggests that firms with
links to the old regime increased their capacity to improve their economic outcomes
under the new political regime. Whether these connections indeed provided firms with
a long-term advantage is an empirical question. We analyze two outcomes: survival and
profitability. We show that connected firms were 15 percentage points more likely to
remain operating in the market after our period of analysis. We also determined that
firms that increased their capacity after the democratization announcement experienced
an increase in profits of approximately 0.2 standard deviations, a return larger than
business as usual.

The main contribution of this paper is to show how economic power and distortions
can be transferred from dictatorship to democracy, an important and understudied issue
in a world with four democratizations every year. Because elections in authoritarian
regimes have become common in recent years (Lindberg, 2009), our results are of general
interest for countries where a democratic transition is likely to occur. In particular, our
findings suggest that regulation of the credit market might be necessary to minimize the
transfer of distortions from dictatorship to democracy.

Our paper is related to literature in several fields. First, and most importantly, our
work contributes to the political economy literature studying (1) the effects of polit-
ical transitions (e.g., Acemoglu 2008, Acemoglu et al. 2011, 2015), (2) the legacies of
non-democratic regimes (e.g., O’Donnell and Schmitter 1986, Martı́nez Bravo 2014), and
(3) rent extraction (e.g., Brough and Kimenyi 1986, Burgess et al. 2015, Mocetti 2016).
Second, our analysis of capacity responses across firms is related to a literature in indus-
trial organization studying strategic investments to achieve entry deterrence (e.g., Dixit
1980).3 Third, by showing that connected firms are not only relatively unproductive, but
also more likely to survive Chile’s transition to democracy, our results highlight a new
dimension of inefficiency arising from smooth political transitions (see Roland 2002 for
a survey).

Methodologically, our work uses tools from different literature. We consider a net-
work approach with multiple degrees in our analysis of firms during political transition,
something motivated by movements in stock prices and the interlocking directors liter-
ature in corporate finance (e.g., Haunschild and Beckman 1998). In addition, by using
stock prices to motivate both the network analysis and the study of firm reactions to a
democratization announcement, our work relates to the literature estimating the value
of political connections (e.g., Fisman 2001, Dube et al. 2011, Acemoglu et al. 2016a,b).
Lastly, we take insights from the literature linking political connections and firm-level
variables to motivate the study of mechanisms (e.g., Khwaja and Mian 2005, Do et al.
2015).

The next section presents the main features of the context under study, including the
historical background and our methodology to construct links between Pinochet and

3Consistent with this literature, we find that firm entry is lower during the democratic period in
industries with a higher share of connected firms before the democratization took place. However, this
result needs to be interpreted with caution, because we observe a limited number of industries in our
dataset.
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firms. In section 3.3, we present comparative statics of a simple model of firms making
decisions around a political transition. In section 3.4, we discuss our main dataset and
empirical strategy. In section 3.5, we present our main set of results with a large set of
robustness checks and a discussion of identification. In section 3.6, we analyze the credit
market as a mechanism behind our main result. In section 3.7, we study firm outcomes
in the democratic period. Finally, in section 3.8, we offer some conclusions.

3.2 Chile’s transition to democracy

In this section, we provide historical details about Augusto Pinochet’s rise to power,
the political foundations of his economic policy, and Chile’s transition to democracy.
In addition, we discuss our methodology to measure Pinochet’s network of firms, and
estimate how the political transition affected stock prices in the short- and long-run.

3.2.1 The Pinochet dictatorship

Augusto Pinochet’s dictatorship began in Chile after a coup d’état against democratically
elected socialist Salvador Allende on September 11th, 1973.4 After the coup, Pinochet
was part of a military junta that ruled the country from September of 1973 until June
of 1974. During these months, the junta needed to fill positions in the government
and decide which policies to implement. There was, however, a tremendous amount of
disorganization (Cavallo et al., 2011). These months were crucial for the right wing to
negotiate the economic policies that would be be implemented in the following years. In
a context of macroeconomic imbalances, economists trained at the University of Chicago
(known as Chicago Boys) offered a plan to control inflation, cut government spending,
and privatize the economy. After consolidating his power at the military junta, Pinochet
agreed to follow their recommendations. Pinochet ruled the country until March of 1990.

Following Silva (1996), we can divide Pinochet’s dictatorship into three periods:
installation and repression (1973–1975), implementation of radical economic policies
(1976–1982), and implementation of pragmatic policies (1983–1989). In the first period,
Pinochet’s primary objective was to restore internal and external balance. To achieve this
goal, domestic commodity and financial markets were liberalized, government spend-
ing was drastically reduced, and government assets were sold. In the second period,
tariffs were uniformly reduced to 10 percent, and the exchange rate was fixed to be the
main instrument in stabilizing the economy. The fixed exchange rate was controversial
and has been linked to the 1982 economic crisis that hit the Chilean economy, in which
gross domestic product decreased 14 percent. In the years before the crisis, inflation
decreased, and the growth of real GDP averaged 7 percent (see Appendix Figures C.2
and C.3 for macroeconomic indicators during this period). In the third and final period,

4This event took place in the context of the Cold War. For the Western Block, Allende’s government
was an ally of the Soviet Union, and thus a threat for its coalition.
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the fixed exchange rate system was abandoned, reforms were partially reversed, and the
economic policies implemented were less radical than in the previous period.

3.2.2 Pinochet’s network of firms

Although many researchers have discussed the macroeconomic reforms implemented
during Augusto Pinochet’s dictatorship (e.g., Ramos 1980, Corbo 1985, Edwards 1986),
very few have researched the practices of firms during this period (Ossandón and Tironi,
2013). As our analysis exploits variation in the network of firms operating during
Pinochet’s dictatorship, we now provide historical details about firms and our method-
ology to measure Pinochet’s network.

Besides the macroeconomic reforms implemented, for which we account explicitly
in our empirical analysis, the most controversial aspect of the dictatorship’s economic
policy was the privatization process. The controversy relies on the fact that Pinochet’s
allies bought profitable firms at prices lower than market prices, effectively transferring
wealth from the State to a group of politically connected individuals (Mönckeberg, 2015).
During these processes, individuals in Pinochet’s social network began working on the
boards of directors at several different firms. Pinochet’s former son-in-law—Julio Ponce
Lerou, who, according to Forbes, is now one of the richest people in the world, with
a wealth of $3.3 billion—is perhaps the most famous case. Ponce Lerou, currently the
principal shareholder of the Chemical and Mining Society of Chile, the world’s largest
producer of potassium nitrate, iodine, and lithium, entered the board of directors in the
process of a privatization.5

Despite the commonly acknowledged existence of a network of firms close to Pinochet
during his regime, our paper is the first comprehensive attempt to measure it. Empir-
ically, we conducted three steps to construct Pinochet’s network of firms. First, we
gathered data on the universe working directors from financial statements—name and
unique national ID, approximately 10 per firm. Second, we performed a Google search
of those working in 1987 and classified them as being politically connected if (1) he/she
worked for Pinochet’s dictatorship before 1988, or (2) was a member of Pinochet’s close
family.6 Using this procedure, 10 percent of director positions were classified as po-
litically connected. Third, we classified a firm as politically connected if at least one
member of its board of directors had a political connection.7

5Importantly for our empirical analysis, not all firms privatized during this period are classified as
part of Pinochet’s network, and not all firms in Pinochet’s network were privatized during his regime.
This means we can control explicitly for the privatization process in our analysis.

6Other papers have classified individuals as politically connected in a similar way (e.g., Fisman 2001,
Bertrand et al. 2007, Acemoglu et al. 2016a,b).

7An example of a politically connected firm is presented in Table C.1. Investigation of the employ-
ment history of directors before 1988 is possible due to the vast amount of information available online
about individuals closely related to Pinochet’s dictatorship. We examined this information using Google
as an oracle for standardized queries. In particular, we performed searches in incognito mode to avoid
personalized searches and facilitate replication. More precisely, we look in the first page of results using
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In addition to direct political connections, we say a firm has an indirect political con-
nection if none of its directors was connected, but at least one also worked for a con-
nected firm in 1987. We decided to consider indirectly connected firms as a separate
category in order to avoid “contaminating” our control group with somewhat connected
firms. Contamination is more likely if indirect connections matter. In this paper, indi-
rect connections are defined using interlocking directors (i.e., same director in different
firms), which has been shown to affect firm outcomes through an information mecha-
nism (e.g., Khwaja et al. 2011, Patnam 2013, and Fracassi 2014). Overall, out of the 118

firms in our dataset, a total of 43 (36%) had a direct political connection, 33 (28%) had an
indirect political connection, and 42 (36%) were unconnected.8 This network of firms was
affected by Chile’s transition to democracy, a process that began after the 1988 plebiscite.

3.2.3 The 1988 plebiscite

In 1988, and as stated in the 1980 Constitution, Pinochet called for elections in which
he would run as the only candidate—a Yes/No option known as the “1988 plebiscite”
that took place on October 5th. Pinochet’s goal was to internationally validate his regime
and become president of Chile for the period 1988–1996. He did not accomplish his goal,
however, because he lost. In an election in which more than 90 percent of the voting-
age population registered to vote, 56 percent rejected Pinochet’s continuation. Then, in
December of 1989, a presidential election with candidates from all parties took place,
an election in which Pinochet could not run. As expected, the opposition won, and
the new democratically elected president Patricio Aylwin took office in March of 1990.
Importantly, between the plebiscite and the arrival of the new government, seventeen
months transpired in which firms could adjust their decisions for the new economic
environment. We call this period “lame duck,” as it was known that Pinochet would
leave office, and it is a crucial part of our analysis.

Pinochet’s defeat at the plebiscite was unexpected for several reasons. First, there
was no legal institution in charge of regulating the election. Second, previous surveys
did not state a clear prediction (Cauce, 1988). Third, most people believed that Pinochet

two different queries: (1) director’s full name, and (2) director’s full name + Pinochet. Empirically, there
is a large set of reports documenting the name and specific job that all individuals with power performed
during the dictatorship (e.g., “Los 100 rostros de la dictadura” and “Memoria Viva”). In addition, heads
of government departments and some army officers are extremely well known and, consequently, have an
employment history that is easy to track. Overall, we found that 78 directors were politically connected
to Pinochet in 1987. These directors had different jobs in the dictatorship: 22 were army officers working
directly for Pinochet, 9 were close (economic or legal) advisors, 24 worked as head of government depart-
ments (ministers), 19 worked as politicians (e.g. local politicians), 2 were Pinochet’s sons-in-law, and 2

collaborated with money and press.
8This strategy of distinguishing between direct and indirect political connections is novel and did

not drive our main results. It did, however, increase the precision of our estimates. Nevertheless, in
what follows, we present results using only direct political connections for completeness and to facilitate
comparison with the literature.

81



was not going to acknowledge a negative result.9 And fourth, on election day, most
preliminary results showed that Pinochet was winning, and the opposition’s victory
was only recognized on October 6 at around 2 a.m. (Méndez et al., 1988; Engel and
Venetoulias, 1992).

In addition to this historical evidence, we provide empirical evidence for the unex-
pectedness of the plebiscite’s outcome by analyzing stock market returns of firms with
and without political connections to Pinochet’s dictatorship. To conduct this analysis,
we hand-collected data on daily stock market prices from contemporary newspaper El
Mercurio, publicly available at Chile’s National Library.

3.2.4 Short- and long-run effects in stock prices

Following the political connections literature, we restrict attention to firms that were
traded four months before the plebiscite to analyze abnormal returns—i.e., the differ-
ence between returns and expected returns. This reduced our data to 80 firms. Figure
3.1-A shows a significant drop in (abnormal) stock returns for firms politically con-
nected to Pinochet. This drop corresponds to a decrease of three standard deviations
and is similar for firms with direct and indirect connections. Figure 3.1-B shows that
this effect persisted for twelve days. This drop was unique to the plebiscite, since there
were no significant heterogeneous returns between connected and unconnected firms
around other major political events (see Appendix Figure C.4). We interpret this result
as (1) evidence that the plebiscite’s outcome was unexpected, and (2) validation of our
connection measure.10

The stock market differences we observe between firms with and without political
connections are in line with most findings in the literature. How long-lasting are these
effects? Theoretically, stock prices should remain low if the event under study is unex-
pected and the present value of future cash flows is permanently lower. Nevertheless,
actions in the aftermath of the event could have easily reversed the initial drop in stock
prices. To analyze how permanent the effect was in our case, Figure 3.1-C plots the
weekly price relative to the price one week before the plebiscite. The initial drop lasted
only around twelve weeks, which suggests that once firms lose their dictator, there is a
change in the observed behavior by investors such that stock prices revert to their pre-
event levels.11 This empirical fact also serves as motivation to understand how firms
respond after learning a political transition will occur.

9According to declassified documents posted by the U.S. National Security Archive, Pinochet stated,
“I’m not leaving power, no matter what.” Different political forces (including the navy) pushed him to
finally accept the result (Huneeus, 2006).

10See the appendix for a network graph of firms in 1987 (Figure C.5), and regression results (Table C.2).
Abnormal returns of stock i in day t are defined as: ARit ≡ Rit − (α̂i + β̂iRmt), where Rmt is the return on
the market for day t.

11These patterns could also be consistent with an overreaction of investors. We argue this is unlikely to
be the case because (1) there are no significant differences in stock prices during other important political
events, and (2) the observed heterogeneity is hard to reconcile with an overreaction mechanism.
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A final remark is important. A political transition dramatically changes the economic
environment (e.g., Acemoglu and Robinson 2009). Empirically, we observe a sharp in-
crease in the number of firms operating after the new democratic government takes
office (Figure 3.1-D). Many potential explanations could explain this empirical fact. As
we observe a single political transition, we do not attempt to provide a full explanation.
It is, however, interesting to note that industrial policies implemented during the late
period of Pinochet’s dictatorship and the beginning of the democratic period were fairly
similar.12 This similarity in policies implies that the increase in firm entry was less likely
to be driven by endogenous government actions (e.g., Acemoglu 2008). Accordingly, we
take this increase in firm entry as an (exogenous) effect of democracy.

3.3 Theoretical framework

How do firms react to an announced political transition, and how does that vary with a
firm’s degree of connection to the incumbent regime? This section presents a theoretical
framework to answer these questions. There are two key assumptions in our model.
First, firms close to the non-democratic regime enjoy differential access to finance, which
disappears after a democratization. Second, there is an increase in firm entry during the
democratic period.13 The main insight we obtain is that increasing productive capacity
becomes a dominant strategy for connected firms after a democratization announcement.

3.3.1 Environment

Let there be Nt incumbent firms and three different periods t = 1, 2, 3. In the first period,
a dictator is in power and N1 firms operate in the market. In the second period, all firms
learn that a new democratic government will take office in the third period. Following
our setting, we assume this is an unanticipated democratization announcement. As it
is public knowledge that the dictator will leave office, we call this period “lame duck.”
Potential entrants also learn about the political transition and update their entry deci-
sions accordingly. We call the third period “democracy,” where a newly democratically
elected government rules the country and new firms enter the market.

12Some features of the transition explain this: (1) army officers could not be removed from their posi-
tions, which explains the credible threat of political unrest emphasized by Ellman and Wantchekon (2000);
(2) there were former army officers designated in the Congress, and they could not be removed; and (3)
the National Security Council, in which Pinochet participated, was capable of blocking the President’s
actions. The 1989 statement of an unconnected firm in our data puts it succinctly: “Considering the polit-
ical changes in the country, and given we do not expect significant economic changes, operations should
continue as usual” (our italics).

13Khwaja and Mian (2005) show that banks controlled by the government tend to favor politically con-
nected firms when allocating loans, while Claessens et al. (2008) show that firms connected to politicians
have a higher access to bank finance. The change in firm entry is motivated by both theoretical research
(e.g., Acemoglu 2008) and empirical patterns observed in our data.
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In periods 1 and 2, firms can have different degrees of connections to the dictator.
No firm has connections to the democratic government in period 3. Let connections of
firm i be represented by γi ∈ [0, r], where γi = 0 represents no connection, and γi > 0
some connection between a firm and the dictatorship. In each period, firms compete à
la Cournot by choosing their input subject to a given private demand Qt = a− bPt. Let
the production technology be qi

t = Ki
t, where Ki

t is the stock of capital of firm i in period
t. The marginal cost of producing one extra unit is zero if production is below a firm’s
capacity, and infinite otherwise.

The cost of capital for firms is Ri ≡ r − γi. We interpret this lower cost of capital
as the combination of two factors: (1) connected firms have more access to credit, and
(2) connected firms have relatively better information about investment opportunities.
We will discuss how we can place bounds on these mechanisms exploiting the network
analysis.14

3.3.2 Timing

In period 1, there are N1 firms competing in quantities. Private demand for the homo-
geneous product is fixed. Firm i chooses Ki

1 to maximize the discounted present value
of profits, and expect the dictator to be ruling indefinitely. Then, a firm’s problem is:

max
Ki

1

Πi
1 =

1
1− δ

[
b−1

(
a−

N1

∑
j

K j
1

)
Ki

1 − RiKi
1

]
(3.1)

where δ ∈ (0, 1) represents the discount factor. Let the term in square brackets be
denoted by Ω(Ki

1, N1|γi) to facilitate exposition. For simplicity, let γi ∈ {0, γ̄, r}, with
γ̄ ∈ (0, r). Then, there are three types of firms: directly connected (C: γi = r), indirectly
connected (I: γi = γ̄), and unconnected (U: γi = 0). Thus, i ∈ {C, I, U}.15

Period 1: Nash equilibrium in dictatorship

During dictatorship, firms compete à la Cournot by setting their productive capacities.
Before the political transition is announced, firms operate in equilibrium, i.e., produc-
tive capacities have reached a steady state. To find this (Nash) equilibrium, we obtain
firms best response function. Then, we use these best response functions to solve for

14Non-democratic regimes might also shift demand towards connected firms (e.g., Cingano and Pinotti
2013). Although this is an unobservable dimension in our setting, it implies capacity should decrease
among connected firms after a democratization announcement, attenuating our estimates.

15Note that firms do not expect a political transition to take place in the foreseeable future. Then,
assuming that the free entry condition is binding, we can interpret this period as a steady state.
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productive capacities. Equilibrium capacities are:

KC
1 =

a + b(2r− γ̄)

4

K I
1 =

a− b(2r− 3γ̄)

4

KU
1 =

a− b(2r + γ̄)

4

Total quantity offered in the market is defined as:

Q∗1 =
N1

∑
i∈{C,I,U}

Ki
1

Note that there are N1 incumbent firms in dictatorship, and each one is either connected
(C), indirectly connected (I), or unconnected (U). The equilibrium price is determined
by the aggregate demand function, and profits are computed as in equation (3.3).

Period 2: democratization announcement

In period 2, firms learn that a democratization will take place with certainty. This means
connected firms will lose their political connections. Specifically, we assume:

Assumption 1. There is an exogenous democratization announcement.

Assumption 2. It is common knowledge that firm entry is exogenously higher in democracy.

Firms can adjust their productive capacity in the second period, when connections are
still in place. This could be a firm’s optimal response in order to compete with new
entrants. The new equilibrium is similar to the equilibrium of a Stackelberg game. In our
case, incumbent firms are first movers and entrants are followers. Then, firms internalize
future competition and solve the following problem:

max
Ki

2

Πi
2 = Ω(Ki

2, N2|γi) +
δ

(1− δ)
Ω(Ki

2, N3|γi = 0) (3.2)

where N2 = N1 and N3 is the number of firms operating in the democratic period.

In period 3, all connections disappear (i.e., γi = 0 ∀i), and production and entry
decisions are decided as a function of the actions taken by incumbent firms in period 2.
Former incumbent firms face the same objective function.

After an exogenous democratization announcement, incumbent firms expect new
firms to enter the market. The number of entrants is exogenous. However, before new
entry occurs during the democratic period, incumbent firms can adjust their quantities.
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We now solve for the Stackelberg game played by incumbent firms and entrants. In
particular, we obtain productive capacities and prices for period 2. In order to do this,
we first need to define the objective function of entrants (E):

max
KE

2

Π =
1

1− δ

b−1(a−
N3

∑
i∈{C,I,U}

Ki
2)K

i
2 − rKE

2

− F (3.3)

where F represents the fix entry cost of entering the market. Then, equilibrium capacities
for the period after the democratization announcement are defined by:

KC
2 =

1
4

(
a + b

(
r +

2(1 + ψ)(r− γ̄) + 2ψr
2 + ψ

))

K I
2 =

1
4

(
a + b

(
r− 6(1 + ψ)(r− γ̄)− 2ψr

2 + ψ

))

KU
2 =

1
4

(
a + b

(
−3r +

2(1 + ψ)(r− γ̄)− ψr
2 + ψ

))

KE
2 =

1
8

(
a + b

(
−3r +

2(1 + ψ)(r− γ̄)− ψr
2 + ψ

))
where ψ ≡ δ(1− δ)−1. Then, total quantity offered in the market during the lame duck
and democratic periods are defined respectively by:

Q∗2 =
N2

∑
i∈{C,I,U}

Ki
2

Q∗3 =
N3

∑
i∈{C,I,U,E}

Ki
3

where note that there are N2 = N1 incumbent firms in the second period, and N3 in-
cumbent firms in the third period. Finally, the equilibrium price is determined by the
aggregate demand function, and profits are computed as in equation (3.3).

3.3.3 Comparative statics

Let Ki
t —the solution of the game— denote the capital stock of firm i during period t.

Then:

Proposition 3.3.1. Under assumptions 1 and 2 capital adjustment is a dominant strategy. Firms
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with different degrees of political connections adjust differently:

KC
2 > KC

1 ; K I
2 S K I

1 ; KU
2 < KU

1

Exists γ∗ ∈ (0, 1) s.t. if γ̄ > γ∗ then K I
2 > K I

1, if γ̄ < γ∗ then K I
2 < K I

1, and if γ̄ = γ∗ then
K I

2 = K I
1.

Proof: Using the equilibrium capacities from the previous section, we can compare how capacity
changes between periods for firms with different degrees of political connections. We begin by
calculating the difference for firms with first degree connections:

KC
2 − KC

1 =
ψb

4(2 + ψ)
(3r− γ̄)

Note that if δ = 0, we have that ψ = 0, then KC
2 = KC

1 . Therefore, if δ > 0, and γ̄ ≤ r, we
have that (3r − γ̄) > 0. This means that KC

2 > KC
1 . In the case of firms with second degree

connections, this inequality becomes ambiguous. To see this more clearly, let us subtract the
equilibrium capacities for these firms in the two periods of interest:

K I
2 − K I

1 =
ψb

4(2 + ψ)
(9γ̄− 7r)

Note that if δ = 0, we have that ψ = 0, then KI
2 = K I

1. Therefore, if δ > 0, the difference of
interest will be positive if and only if (9γ̄− 7r) > 0. This means that if γ̄ > 7

9r we have that
K I

2 > K I
1, if γ̄ = 7

9r we have that K I
1 = K I

2, and if γ̄ < 7
9r we have that K I

2 < K I
1. Note that,

in terms of the paper’s notation, γ∗ = 7
9r. Finally, unconnected firms decrease their productive

capacity. To see this, let us again subtract the equilibrium capacities in the two periods of interest:

KU
2 − KU

1 = − ψb
4(2 + ψ)

(r + γ̄)

Note that if δ = 0, we have that ψ = 0, then KU
2 = KU

1 . Therefore, if δ > 0, we have that
(r + γ̄) > 0. This means that KU

2 < KU
1 . �

Connected firms increase their capital stock in period 2 because of (i) the increase in firm
entry in period 3 and (ii) the lower cost of capital they face. Unconnected firms adjust
their capital stock downwards to keep prices high when new firms enter the market. A
corollary of Proposition 3.3.1, which we take to the data, is:

KC
2 − KC

1︸ ︷︷ ︸
> 0

> K I
2 − K I

1︸ ︷︷ ︸
R 0

> KU
2 − KU

1︸ ︷︷ ︸
< 0

(3.4)

In addition, to give us insights about mechanisms behind the lower cost of capital, the
network analysis is useful. The lower cost of capital can be decomposed as R − r =
γ̄+ (γ− γ̄). Recall that firms with direct and indirect connections share directors, which
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implies that information flows freely among them. This means that their differential
investment reaction places a bound to the role of information. Specifically, the higher
the difference in investment between directly and indirectly connected firms, the lower
the role of information.

The following proposition summarizes the predictions for profits:

Proposition 3.3.2. Under assumptions 1 and 2, there exist γ̄ such that profits are higher for
connected firms during the lame duck period:

ΠC
2 (γ̄) > ΠC

1 (γ̄) ; ΠI
2(γ̄) > ΠI

1(γ̄).

Unconnected firms obtain decreasing profits ∀γ, ΠU
3 < ΠU

2 < ΠU
1 .

Proof: Profits for firms with different types of political connections can be easily calculated from
equilibrium capacities and the equilibrium price we computed in each period. Let us start by
calculating the change in profits for firms with first degree connections. To do this, we need to
take the difference between ΠC

2 and ΠC
1 . Note that if δ = 0, ΠC

2 = ΠC
1 . Now let us assume δ > 0

and take the derivative of the difference in profits with respect to ψ:

d(ΠC
2 −ΠC

1 )

dψ
=

1
16b

(
4b(a + br)
(2 + ψ)2 (r− γ̄) +

8b2ψ

(2 + ψ)3 ((1− ψ)r2 + (1 + ψ)(r− γ̄)2)

)
where the last term in the big parenthesis is always positive because ψ < 1. Then, given that ψ
is increasing in δ, we can use the chain rule to conclude that ΠC

2 −ΠC
1 increases with δ. This

means that as δ increases, ΠC
2 becomes larger than ΠC

1 . Intuitively, the more connected firms
value the future the more they are going to invest during the lame duck period in order to deter
entry in period 3, this will lead to an increase in their profits. To facilitate the proof for indirectly
connected firms, let us now move to the analysis of unconnected firms. Note that if δ = 0 we
have that KU

2 = KU
1 and P2 = P1. Therefore, ΠU

2 = ΠU
1 . Assume that δ > 0. Then, it is easy to

see that P2 < P1 and KU
2 < KU

1 . Therefore, it follows that ΠU
2 < ΠU

1 . Unconnected firms do not
have access to preferential credit which leads them to reduce their capital, reducing their profits.
Using previous results for connected and unconnected firms, we can conclude that for any given
δ > 0, if γ→ 0, the difference in profits converges to the one of unconnected firms, meaning that
ΠI

2 < ΠI
1. If γ → r, on the other side, the difference in profits converges to the one of connected

firms, which implies that ΠI
2 > ΠI

1. Therefore, for any given δ, there must be a γ̄, such that for
γ > γ̄ the difference in profits is positive and for γ < γ̄ is negative. Finally, since P2 > P3, due
to the entry of new firms, we conclude that ΠC

2 < ΠC
3 , ΠI

2 < ΠI
3, ΠU

2 < ΠU
3 . �

Two forces drive profits: prices and capacity. Prices decrease during periods 2 and 3.
Proposition 3.3.2 shows that for some γ̄, profits increase during period 2. In particular,
the higher γ̄, the lower the profits for connected firms during period 2, because a higher
γ̄ implies indirectly connected firms increase their capacity by more, which lowers prices.
A corollary of this proposition is:

ΠC
2 −ΠC

1 > ΠI
2 −ΠI

1 > ΠU
2 −ΠU

1 . (3.5)
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The difference in profits between the lame duck and democratic period, on the other
hand, depends on the number of firms that enter the market in period 3. The number of
entrants could be driven by, for example, lower entry costs.16

3.4 Empirical framework

3.4.1 Data and descriptive statistics

We constructed a panel dataset of firms listed in the Chilean stock market between
1985 and 1994. Our main analysis uses a balanced panel of 118 firms.17 We collected
information from two different sources: (1) quarterly balance sheets from the Chilean
stock market’s regulatory agency—to measure assets, physical capital, and profits—and
(2) annual reports, which are required by law and audited by an international firm (e.g.,
Ernst & Young).18 From annual reports, we hand-collected firms outstanding borrowing
from banks, bond and equity issuance, number of workers, year of foundation, and
information about whether or not the firm exports.

In the first part of our analysis, we use firm investment in physical capital (i.e., change
in capacity), profits, logarithm of number of workers, productivity, and misallocation
wedges as dependent variables. Firm investment in physical capital is defined as the
logarithmic change in fixed capital (land, machinery, and buildings) between two quar-
ters. This definition of investment is similar to the one used in Banerjee and Duflo
(2014). Profits are defined as earnings before interests, taxes, and depreciation, although
results are robust to different definitions. Revenue productivity was estimated using the
Olley and Pakes (1996) procedure, but results are similar when we use a simple Solow
residual.

In addition, two misallocation wedges were constructed using the Hsieh and Klenow
(2009) methodology. The first one, a capital wedge, measures a distortion in the marginal
product of capital relative to labor. This wedge would be higher for firms without access
to capital, and lower for firms with access to cheap credit. The second one, an output
wedge, is a distortion that changes both the marginal product of labor and capital by
the same proportion. It would be higher for firms that face government restrictions and
lower for those firms that benefit for output subsidies. All variables were winsorized at

16Some auxiliary predictions can be derived from the model. First, increases in capacity during the lame
duck period are associated with more profits during the democratic period. Second, capacity increases
are a function of how capital intensive the industry is. We test for these predictions in section 3.7.

17To avoid confounding factors from the recovery period after the 1982 economic crisis, we start our
analysis in 1985, when GDP growth reached its pre-crisis level (Figure C.2). As we focus on physical
capital, we exclude all firms operating in the financial services industry.

18Chile’s regulatory agency is called Superintendencia de Valores y Seguros. The US equivalent is the Secu-
rities and Exchange Commission. All variables are measured in 1998 Chilean pesos and were transformed
using the consumer price index constructed by the Central Bank of Chile.
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2.5 percent of the empirical distribution to handle outliers.19

Figure 3.2 shows time series of our main variables for the three types of firms. For
investment and profits (Panels A and B), there is no clear pre-trend between groups,
something we statistically show later on. The time series for firms with direct and
indirect connections, however, diverge after the plebiscite. Productivity (Panel C) and
the logarithm of labor (Panel D) also show similar patterns before the democratization
announcement. Throughout the period, unconnected firms are the most productive, and
connected firms are the least productive. These differences in productivity are not driven
by selection into industries.

To improve our understanding of firms, we also constructed firm characteristics: log-
arithm of total assets (firm size), year of foundation, indicator for exporting firms, indi-
cator for firms privatized during Pinochet’s dictatorship, and existing business groups
in 1987. A total of 40 firms were privatized during the dictatorship, and 32 firms were
part of nine different business groups.20

Table 3.1 presents summary statistics before the plebiscite. As expected, political
connections were not randomly distributed. Using univariate regressions, we observe
that connected firms were larger and older, as well as more likely to have been exporters,
privatized by Pinochet, and part of a business group. Also, connected firms were less
productive and accrued more debt from banks. Differences between firms with first and
second degree connections were considerably smaller. We used a variety of approaches
to show our results are not driven by any of these differences in observable variables.

In Table 3.2, we study differences in observable variables by estimating OLS regres-
sions for the dictatorship and lame duck periods separately, with and without firm con-
trols. During Pinochet’s dictatorship, connected firms benefited from cheaper access
to credit and higher subsidies, as measured by capital and output wedges. Connected
firms also had more access to credit, both from government and private banks, and were
less productive. All differences tend to be larger for firms with first degree connections.
Interestingly, during the lame duck period, we observe larger differences in capital dis-
tortions and access to government credit between connected and unconnected firms.

Finally, we classified all firms into two-digit industries following the international
standard industrial classification of all economic activities (United Nations, 2008). The
industries in our dataset are: accommodation and food service activities; agriculture,
forestry, and fishing; arts, entertainment and recreation; construction; education; elec-
tricity, gas, steam, and air conditioning supply; human health and social work activi-
ties; information and communication; manufacturing; mining and quarrying; real estate
activities; transportation and storage; and wholesale and retail trade, repair of motor

19Misallocation wedges were constructed using equations (17) and (18) in Hsieh and Klenow (2009).
20To identify privatized firms, we used data from a commission in charge of investigating the privatiza-

tion process (CEME, 2004). Business groups were identified using Superintendencia de Valores y Seguros
(1988).
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vehicles, and motorcycles.21

3.4.2 Empirical strategy

Our econometric strategy exploits within firm variation and the 1988 plebiscite as an ex-
ogenous democratization announcement, resulting in a standard differences-in-differences
with three time periods and three types of firms. However, as firms were not randomly
assigned to each group, we perform a variety of robustness exercises, including match-
ing estimators and placebo checks, to show that observed responses correspond to dif-
ferences in political connections.

The main regression equation we estimate is:

Yijkt = βT × Pi + γT × P̃i + ψk × Postt + ξi + λt + εijkt (3.6)

where Yijkt is an outcome for firm i—which is part of business group j and operates in
industry k—during period t. The time subscript T groups years into political periods
(i.e., T = {lame duck, democracy}), with the dictatorship period as the omitted category.
The vectors of parameters βk

T = (βlame βdem)
′ and γT = (γlame γdem)

′ contain the
coefficients of interest. The indicators Pi and P̃ are equal to one if firm i had a first or
second degree political connection in 1987, mutually exclusive categories. The vector
ψk is composed by industry fixed effects, Postt is an indicator for the period after the
plebiscite, and ξi and λt are firm and time fixed effects. Finally, εijkt is an error term
clustered at the business group level.22

In addition, we present two variations of equation (3.6). The first classifies firms with
second degree connections as unconnected firms, to explicitly show the importance of
indirect connections. The second includes second degree connections but omits ψk ×
Postt. When compared to our main regression, this last specification addresses concerns
about industry shocks driving our results.23

3.5 Firms during political transition

3.5.1 Main results

In Table 3.3-A, we present our main results. In column 1, we show how changes in
productive capacity changed following the plebiscite during both the lame duck period

21See Appendix Table C.3 for the distribution of connections by industry.
22Any firm that is not part of a business group is assumed to be a business group on its own. Overall,

we have a total of 104 clusters in our dataset.
23For example, one might worry that firms in the energy sector anticipate increases in demand after the

plebiscite and decide to increase their productive capacity accordingly. Including industry fixed effects
after the plebiscite addresses this type of concern.
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and after the new government takes office. Firms with first degree connections increase
their capacity right after the democratization announcement, although the increase in
the lame duck period is only marginally significant (p-value of 0.11). In terms of its
magnitude, note that the standard deviation of changes in capacity was 0.05 before the
plebiscite among connected firms. This means that changes in capacity increase by 0.22

standard deviations when only first degree connections are considered. Another way
to interpret the economic magnitude of these coefficients is by transforming quarterly
coefficients to more aggregated changes. For example, a coefficient of 0.012 implies a
7.5 percent increase in investment during the lame duck period using the formula for
semilogarithmic equations in Kennedy (1981).

Column 2 allows for the indirectly connected firms to respond differently than un-
connected firms. As expected, coefficients have a positive sign and are smaller in magni-
tude in the lame duck period. In addition, the coefficients for firms with direct political
connections increase by 50 percent, and the coefficients on indirectly connected firms
are significant or marginally significant (γlame has a p-value of 0.13). We interpret these
results as evidence that indirect connections matter.24

Column 3 includes industry fixed effects after the plebiscite. Results are similar to
those in column 2. Nevertheless, because column 3 compares firms within the same
industry, this is our preferred specification. Firms with direct political connections in-
crease their capacity by 11.4 percent (0.36 standard deviations) during the lame duck
period, which is statistically significant at conventional levels. Moreover, firms with sec-
ond degree connections increase their capacity by 8.7 percent (0.22 standard deviations),
which is smaller, as expected, and only marginally significant (p-value of 0.14).25

It is important to highlight one characteristic of our results that is not captured by the
theoretical framework. Even though there are multiple periods in the model, the setup
is essentially static. Although this has the benefit of simplicity, the downside is that the
model does not generate predictions for changes in capacity during the democratic pe-
riod. Nevertheless, after reading annual reports, we realized that (1) most investments
in physical capital take place across multiple years, and (2) investments are usually fol-
lowed by complementary investments.26 Then we adopt this interpretation of investment
and expand the predictions in Proposition 3.3.1 to argue that capacity among connected
firms increases during the democratic period, as well.

24As robustness check for the clustering of standard errors at the business group level, we constructed
clusters of firms using a community detection algorithm (Newman, 2004). In Appendix Table C.4, we
show standard errors are extremely similar.

25In Appendix Table C.5, we present a similar set of regressions where we (1) pool directly and indi-
rectly connected firms into one type of connection, and (2) exclude indirectly connected firms from our
analysis. Our main results remain the same. A different approach to measure political connections is
to use the response of abnormal returns the day after the plebiscite. We performed this exercise, and
results are qualitatively similar (Appendix Table C.6). When restricting attention to firms with observed
abnormal returns, however, we are left with only half of observations.

26For example, Chilgener decided to invest in the Alfalfal project in 1988, and investment took place
across multiple years.
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The following three columns in Table 3.3-A replace the dependent variable by profits,
standardized using the mean and standard deviation of all firms in the dictatorship
period. Results in columns 5 and 6 indicate that profits are higher for connected firms,
especially during the lame duck period, the effect being smaller for indirectly connected
firms. Point estimates are economically significant: directly (indirectly) connected firms
increase profits by 0.3 (0.1) standard deviations during the lame duck period.27

Summarizing, we find evidence supporting the predictions in Proposition 3.3.1 and
3.3.2. In what follows, we test for the robustness of these results in order to be confident
in interpreting them as a causal effect of political connections.

3.5.2 Specification checks

Our theoretical framework abstracts from two variables in the production function: pro-
ductivity and labor. These omissions are a threat to our findings if a connected firm’s
productivity or labor is affected by the democratization announcement, and this causes
changes in capacity decisions. This could be the case if, for example, workers attach a
premium to work for connected firms, the premium disappears with a democratization,
and firms substitute labor for capital as a consequence.

In Table 3.3-B, we test formally for differential changes in productivity and labor us-
ing our annual dataset. The first three columns show no differential changes in produc-
tivity. The exception is the coefficient on firms with second degree connections during
the lame duck period, but the coefficient is smaller than 0.15 standard deviations. The re-
maining point estimates are all smaller than 0.05 standard deviations. In columns 4 to 6,
we present results using the logarithm of workers as dependent variable, in which case
point estimates are approximately interpreted as elasticities. There are no statistically
robust patterns in labor adjustments among connected firms following the plebiscite. In
sum, productivity and labor are unlikely to be omitted variables driving our results.28

In Table 3.3-B, we employ a balanced panel dataset. When focusing on firms that are
always operating throughout the period under study, we are effectively excluding the
extensive margin of adjustment in capacity: closing the firm. In Appendix Table C.9,
we present results using an unbalanced panel of 145 firms; results remain qualitatively
similar, and point estimates are slightly attenuated but still statistically significant at
conventional levels.29 Consistent with this result, we find no differential attrition by

27To test for the prediction of decreasing profits for unconnected firms, we estimated a version of equa-
tion (3.6), where we replace the quarterly fixed effects λt by λT = (λlame λdem)

′ and find that, consistent
with predictions, λlame = −0.27 and λdem = −0.24 (p−values of 0.001 and 0.003, respectively).

28Results are similar when we use a Solow residual to estimate productivity (Appendix Table C.7).
Results are also robust to use different parts of the empirical distribution to winsorize the dependent
variables (Appendix Table C.8).

29The inclusion criteria in this case is that a firm must be observed operating at least six quarters before
and after the plebiscite to be included. We do this to be sure we can estimate firm fixed effects and exploit
within firm variation.
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connected status using the unbalanced panel (Appendix Table C.10).

A final specification check is presented in column 1 of Table 3.4, where we collapse the
data to three periods (dictatorship, lame duck, and democracy) to deal with potentially
inconsistent standard errors due to serially correlated outcomes (Bertrand et al., 2004).
Estimated coefficients are similar to previous results. Therefore, by using the entire
panel, we are not introducing bias in standard errors.

3.5.3 Identification

As shown in Table 3.1, firms not only differ in their links to Pinochet’s dictatorship, but
also on other observable variables. We now present and discuss a large set of empirical
exercises that suggest our findings are driven by political connections and not other
variables. Results in this and the following sections give us confidence that our findings
support the causal chain in our argument.

In columns 2-5 of Table 3.4, we add control variables to study the influence of ob-
servables in our estimates. Column 2 controls for an interaction between an indicator
for large firms, defined as those above the median of the firm size distribution before
the plebiscite, and an indicator for the period after the plebiscite. We follow the same
strategy in columns 3, 4, and 5, but use indicators for firms privatized during the dic-
tatorship, firms participating in a business group, and exporting firms. Moreover, in
column 6, we include all previously mentioned control variables. In all these cases,
results are unchanged.

We perform three additional exercises making use of differences in observable vari-
ables across firms. First, we control in a flexible way for the probability of being con-
nected based on observables.30 Results are presented in column 7 and are similar. In the
second exercise, we restrict attention to the subset of firms with overlap in the propensity
score distribution using the procedure in Crump et al. (2009).31 Results are presented
in column 8, and the coefficient of interest is 25 percent larger for directly connected
firms. In the third exercise, we use a synthetic control approach proposed by Abadie
and Gardeazabal (2003) and Abadie et al. (2010). Results can be found in Appendix
Table C.13 and are again similar.

In addition, in Appendix Table C.14, we present two placebo treatments: the first
examines the time before and after the third quarter of 1986, restricting attention to the
period 1985–1988 (Panel A); and the second, the time before and after the 1994 presi-
dential election, restricting attention to the period 1990–1997 (Panel B). In both cases,
point estimates are smaller and not statistically significant. The former placebo exercise
also serves as a test for the parallel trend assumption in our differences-in-differences

30We estimate two probit models to predict (direct and indirect) political connections using observable
variables before the plebiscite (Appendix Table C.11). We then interact this propensity score with a linear
trend and include it as control variables.

31We present a version of Table 3.1 for the balanced sample in Appendix Table C.12. Most firm charac-
teristics are balanced except for the logarithm of workers and total assets.
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strategy. In addition, our main results are: (1) robust to measuring political connections
in 1986 (Table C.15), (2) robust to measuring political connections as share of directors
that is connected (Table C.16), (3) larger among firms managed by connected presidents
of the board or connected through a former high-level politician (Tables C.17 and C.18),
and (4) not driven by firms substituting connections from Pinochet’s dictatorship to the
new democratic regime (Table C.19).

3.5.4 Alternative explanations

Although previous results suggest firms in the dictator’s network make critical invest-
ments during the transition, alternative explanations are still a concern. A first concern
relates to how connections were formed. It is possible that Pinochet’s regime positioned
individuals in firms that were expected to do well in the future. A second concern re-
lates to the effect of (political) uncertainty on investment (e.g., Bloom 2009, Julio and
Yook 2012).

Two pieces of evidence suggest that the strategic positioning of individuals is unlikely
to play a major role in our context. First, Pinochet’s regime should have been able
to identify (1) firms that will do well in the future, and (2) how the future will be.
Although possible, the variables determining how a firm will fare need not to be related
to the observable variables we consider in the previous analysis. In addition, connections
were formed before 1988, a time of considerable uncertainty. Therefore, identifying
which firms will do well in the future was difficult in practice. Second, stock prices of
connected firms decreased following the plebiscite. If firms in Pinochet’s network were
expected to do well in a democratic world, we should have observed an increase following
the plebiscite.

Political uncertainty could theoretically explain the investment patterns we have doc-
umented. Empirically, this is not the case. Because the effect of political uncertainty on
firm investment is captured by time fixed effects, the main threat to our interpretation
relates to the differential impact of uncertainty on firms in the dictator’s network. If po-
litically connected firms are delaying investments until political uncertainty is resolved,
we should observe an increase in their liquid assets before the plebiscite. The difference
in liquid assets between connected and unconnected firms is, however, not statistically
different from zero before 1988. If anything, politically connected firms have less liquid
assets than unconnected firms before the plebiscite.

In summary, our main set of findings is robust to different specifications, control
variables, and estimation techniques. In addition, results are mostly consistent with our
causal argument and less consistent with alternative explanations. Remarkably, the mag-
nitude of capacity responses follow the order suggested by our theoretical framework. In
the next section, we provide evidence for the main mechanism driving our results, and
we explore the consequences of our findings for connected firms during the democratic
period.
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3.6 The credit market during political transition

Why were politically connected firms able to increase their productive capacity, but not
firms which lacked political connections? In the model, this difference in reactions is
driven by the lower cost of capital faced by connected firms. In this section, we show
that politically connected firms indeed had a differential relationship with banks during
the political transition. We begin by presenting narrative evidence of favoritism from
government banks to connected firms during the political transition. Then, we move to
an empirical test that analyzes loans between government banks and firms over time.

3.6.1 Government banks

Three government banks are active in our data: the Bank of the State, the Central Bank,
and the Production Development Corporation. The Bank of the State granted 83 percent
of loans from government banks between 1988 and 1990. Executives at these banks were
directly appointed by Pinochet and were in charge of the review and approval of loan
petitions (Law No. 2079, enacted in 1978).

The President of the Bank of the State during the transition was Alvaro Bardón,
former President of the Central Bank (1977–1981), Undersecretary of Finance (1982), and
member of the Chicago Boys. Bardón was appointed president one month after the
plebiscite (November 7, 1988) and remained in this position until March 1990. This
appointment has been the focus of controversy due to the bank’s financial operations
during the transition. The controversy lies on the privatization of El Mercurio and La
Tercera (the two largest newspapers), bankrupted by the time of the transition. These
newspapers were bailed out after the 1982 financial crisis and, as a consequence, were
heavily indebted to the Bank of the State. These debts meant that the opposition party
could have owned a significant part of the written media after taking office in 1990. To
prevent this scenario, Bardón used debt swaps to transfer the ownership of newspapers
to politically connected firms. These financial operations were implemented between
November 1989 and March 1990 and, because of significant mispricing, cost the Bank of
the State approximately 26 million USD (Leon-Dermota, 2003).32

The newspapers case exemplifies how the Pinochet regime used government banks
to gain an advantage during the political transition. Leon-Dermota (2003, p.143) puts
it succinctly: “The connection between El Mercurio and the military regime facilitated
access to credit that was used to invest and gain an advantage over competitors.” The
difference in debt from government and non-government banks during the political tran-
sition is our test of differential access to credit among connected firms.

32Price Waterhouse was in charge of estimating the value of debts. Bardón and his team were inves-
tigated for state fraud in 1991. In a controversial ruling, the Supreme Court decided to exonerate them.
Leon-Dermota (2003) argues that this exoneration is an example of Pinochet’s power in the new democratic
era.
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3.6.2 Econometric strategy

As discussed in section 3.4.1, we have hand-collected data on outstanding loans between
firms and banks for every year in our period of study (1985–1994). The majority of
firms have some positive level of debt with multiple banks. We collapsed the universe
of banks in our dataset to two types: government banks and others (i.e., two firm-bank
relationships for each firm every year). We exploit within firm-bank variation over time
in the following regression:

Yijkbt = ρT × Pi × Gb + λT × P̃i × Gb

+ π1T × Pi + π2T × P̃i + π3T × Gb (3.7)

+ ψk × Postt + θib + ηT + εijkbt

where Yijkbt is debt of firm i—which operates in business group j and industry k—with
bank b in year t.33 We use three dependent variables: (1) monetary value of debt in
Chilean pesos, (2) an indicator for positive amounts of debt, and (3) the logarithm of
debt.

In addition, T indexes a time period (lame duck, democracy); Pi and P̃ are indicators
for firms with first and second degree connections, respectively; Gb is an indicator for
debt with government banks; the vector ψk is composed by industry fixed effects; Postt
is an indicator for the period after the plebiscite; θib is a set of firm-bank fixed effects;
ηT are period fixed effects, and εijkbt is an error term clustered at the business group
level. Coefficients are defined as: ρT = (ρlame ρdem)

′, λT = (λlame λdem)
′, and π`T =

(π`,lame π`,dem)
′, with ` = 1, 2, 3. If connected firms had a different relationship with

government banks during the lame duck period, then ρlame > 0 and λlame > 0.

3.6.3 Results

Table 3.5 presents results. Column 1 presents estimates using debt in Chilean pesos as
dependent variable. As we hypothesized, directly connected firms have substantially
more debt with government banks during the lame duck period, providing an expla-
nation for the differential increase in capacity that we have documented. This effect is
large, as can be seen from a firm’s average debt. The probability of having a positive
amount of debt is also larger for directly connected firms in this period (column 2). Debt
over assets also increases significantly after the plebiscite (column 3). Remarkably, co-
efficients are always positive but smaller in magnitude for indirectly connected firms,
although marginally significant at conventional levels (p-values of 0.16, 0.23, and 0.07,

33This is similar to the statistical test in Khwaja and Mian (2005). The main difference is that we exploit
within firm-bank variation over time (i.e., before and after the plebiscite), and not only within firm variation.
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respectively).34

Following our sensitivity analysis in section 3.5, in Appendix Table C.21 we perform
a series of robustness checks to study the stability of these estimates. Reassuringly, debt
is always larger for connected firms during the lame duck period, larger in firms with
first degree connections than in firms with second degree connections, and estimated
coefficients are of similar magnitude and statistically significant at conventional levels.
In addition, we also explore the effect of the plebiscite on other sources of funding,
such as stocks and bond issuances (Appendix Table C.22). Results are not significantly
different between connected and unconnected firms, which emphasize the importance
of the relationship between connected firms and government banks.

Why are government banks lending money to connected firms? Throughout the
paper we have emphasized that these additional funds allowed firms to make critical
investments during the political transition. Another interpretation is that Pinochet’s
regime is tunneling money to friends with no investment plans. One way to test for
this alternative interpretation is by studying changes in extraordinary dividends after
the 1988 plebiscite. If this interpretation is correct, we should observe an increase in
extraordinary dividends after 1988. Results, however, suggest that tunneling is unlikely
to be a concern in this context (see Table C.23).

3.7 Consequences during the democratic period

3.7.1 Firm survival

Are connected firms more likely to survive in the new democratic regime? To answer
this question, we focus on the probability that a firm is operating in the stock market in
the years following the plebiscite. If connected firms gained an advantage by increasing
their capacity after the democratization announcement, we should expect these firms to
remain operating for a longer time. To test for this hypothesis, we estimate the following
cross-sectional regression every year between 1994 and 2008:

Yijt = αt + βtPi + γtP̃i + γ′tXi + ψj + εijt (3.8)

where Yijt is an indicator that equals one if firm i in industry j is operating in year t,
Pi and P̃ are indicators for first and second degree connections, Xi is a set of control
variables (firm size, indicator for privatized firms) for the pre-plebiscite period, and ψj
is a set of industry fixed effects.

Figure 3.3-A presents OLS estimates of coefficients (β̂1994, . . . , β̂2008). Although these

34In Appendix Table C.20 we show our results are robust to identify banks closely related to the
Pinochet regime in three other ways: (1) banks that were privatized or received financial help during
the 1982 economic crisis, (2) state-owned banks and large banks that were privatized during Pinochet’s
regime, and (3) state-owned banks and banks with politically connected directors.
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estimates are somewhat imprecise, it is clear that firms with direct connections were
more likely to remain operating. In particular, these firms are approximately 10 percent-
age points more likely to be active by the year 2000, an effect that increases to slightly
more than 20 percentage points when the year is moved forward to 2008. This effect
is similar among indirectly connected firms until the year 2000, but remains around 10

percentage points towards 2008 (Appendix Figure C.6).

3.7.2 Profits

If firms that increased their capacity obtained an advantage over firms that did not, we
should expect the former to have higher profits in the new democratic era. We test for
this auxiliary prediction of our model by estimating the correlation between profits and
firm-specific capacity responses. Because investments are expected to increase profits (at
least on average), we compare the profits response to investments during the lame duck
period to the profits response to investments in a placebo period before the plebiscite
(3rd quarter of 1986).

We proceed in three steps. First, to estimate firm-specific responses, we augment
equation (3.6) by interacting time period indicators with firm specific indicators. This
allow us to estimate firm specific capacity responses βi,lame with i = 1, . . . , 118—in Ap-
pendix Figure C.7 we plot these coefficients. Second, we construct profits in year t by
adding up quarterly profits. Third, we estimate the following cross-sectional regression
each year between 1990 and 1994:

Πit = αt + τt β̂i,lame + ηit (3.9)

where Πit represents profits in year t for firm i, αt is a constant term, and β̂i,lame is our
estimate of firm-specific capacity responses. To facilitate the interpretation of coefficients,
we have standardized capacity responses and yearly profits. The coefficient of interest
is τt, and our theoretical framework implies that τt > 0. Standard errors for τt are
calculated using a bootstrap procedure to account for the uncertainty in our estimation
of firm-specific capacity responses.

Figure 3.3-B presents OLS estimates of coefficients (τ̂1989, . . . , τ̂2008). There are three
interesting patterns to note from this figure. First, there is, as expected, a positive and
statistically significant relationship between capacity responses and profits. Second, the
effect is roughly constant in the five years after the plebiscite. Third, the effect is large
when compared to investments in a different period. In particular, a one standard devia-
tion increase in a firm’s capacity response to the plebiscite is associated with an increase
of 0.2 standard deviations in profits, which is larger than an increase of 0.1 standard
deviations to investments in a different period.
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3.7.3 Entry barriers

One key assumption in entry deterrence models is that investment in capacity is an
effective way to reduce firm entry. To test for this, we follow Lambson and Jensen (1998),
and construct a proxy for average sunk costs by industry using average property, plant,
and equipment in the period 1985–1987. We then divide industries into those with more
and less average sunk costs and use this variable to augment our main specification with
a triple difference. This exercise is useful to test if firms in industries with higher entry
costs (or more capital intensive) tend to invest more during the lame duck period to
deter entry. Our results suggest that the increase in capacity among connected firms
is indeed higher in more capital intensive industries during the lame duck period (see
Appendix Table C.24).

In a related exercise, we estimate industry-level regressions to test whether a higher
presence of connected firms is associated with lower firm entry after the democrati-
zation. In particular, we estimate a regression of log number of firms on the share
of connected firms. We do this in our sample of publicly listed firms and in a panel of
firms constructed from the Chilean annual manufacturing census, effectively performing
an out-of-sample test. We find suggestive evidence that those industries with a higher
presence of connected firms tend to have less entry in the new democratic period. How-
ever, results need to be interpreted with caution, because we have a limited number of
industries in our dataset.

3.8 Conclusion

In order to improve our understanding of the effects that democracies have on the econ-
omy, we need to study the behavior of key economic actors during political transitions.
In this paper, by studying firms, we have taken a first step in this direction. Our em-
pirical analysis focuses on Chile’s transition to democracy, one of the most well-known
political transitions in the last three decades. This transition offers a unique opportunity
to measure not only the degree of connectedness that firms have with the dictatorship,
but also key variables such as profits, inputs, and loans. Our results show that firms in
Pinochet’s network significantly increased their capital stock during the political tran-
sition and that these investments improved their market position into the new political
regime.

Although increasing productive capacity might seem like a surprising strategy from
a firm’s perspective, we show that it is a perfectly rational—but not necessarily welfare-
maximizing—response to the news of a future change in political regime. When study-
ing the mechanisms at work, we explain this increase in productive capacity through a
simple entry-deterrence motive for incumbent firms, combined with favoritism of con-
nected firms by government banks during the dictatorship. Government banks have
been suggested as important actors during Chile’s transition to democracy and have
empirical support as a mechanism behind our findings.
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Overall, our results show that firms successfully improve their market position using
their political ties, which allows them to transfer market distortions from the old to the
new political regime. Although connected firms are relatively unproductive during dic-
tatorship, we cannot claim their investments are necessarily inefficient for the market. In
order to compute the complete welfare implications of our findings, we would need to
fully characterize demand and supply in different industries, which is beyond the scope
of this paper. In that sense, the study of the demand side and the labor market during
political transition seems promising for future research. Nevertheless, taken together,
our findings suggest significant negative welfare impacts associated to investments be-
fore a political transition takes place.

The reader might worry that Chile’s transition to democracy differs from other transi-
tions and our findings have little external validity. Although certainly unique, we believe
the time structure in Chile’s democratization provides a valuable starting point to eval-
uate the behavior of firms before a regime change. If firms in a dictator’s network have
more accurate information about the future than other firms—the most likely case in our
view—our framework would predict larger effects than those documented in this paper.
Conversely, if the new regime is fragile and a reversal probable, increasing investment
might not be the best response from a firm’s perspective. Careful regulation of the credit
market during a democratization seems like a potentially effective policy to increase the
benefits of democracies. One way to achieve this regulation is with government audits
of investment projects, which have been shown to reduce corruption (Olken, 2007).

Besides the outcomes we have analyzed, there could be other economic and political
areas affected in the democratic period. We believe the political arena is particularly im-
portant in not only the Chilean case, but potentially in other settings as well. Economic
and political power usually coevolve in complex ways. If economic power translates into
political power during the new regime, then the old political regime could still exert
its influence. Recent corruption scandals in Chile suggests this is indeed the case, as
several firms have been accused of (illegally) financing electoral campaigns. Therefore,
we believe that tracking wealth across political regimes is yet another interesting avenue
for future research, and it would help us improve our understanding of the coevolution
of economic and political power.
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Figure 3.1: Stocks and firms after the 1988 plebiscite
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Notes: Panel A presents daily stock market abnormal returns for firms with direct
connections (solid black), indirect connections (dash black), and no connections (gray)
around the 1988 Plebiscite (October 5th, 1988). Panel B presents cumulative abnormal
returns, which are defined as CRit = ∑t

k=−12 Rik. Panel C presents weekly stock prices
relative to the price the week before the plebiscite. Panel D presents the number of
firms operating in the stock market during the period under study. Vertical dash lines
represent the time of the plebiscite and the beginning of the democratic period (March
11th, 1990). The second y-axis (gray) presents the number of firms operating in the
manufacturing census (Encuesta Nacional de la Industria Manufacturera, ENIA).
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Figure 3.2: Time series for firm outcomes
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ted); and the logarithm of workers in Panel D. Legend for different groups of firms:
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democratic period in Chile (1990-1). Panels A and B use quarterly variation. Panels C
and D use annual variation.
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Figure 3.3: Consequences in democracy
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Notes: Panel A presents OLS β̂t coefficients from Yijt = αt + βtPi,1987 + δtP̃i,1987 +
γtXi,1987 + ζ j + εit, where Yit is an indicator that takes the value of one if firm i is
operating in year t, Pi,1987 and P̃i,1987 are indicators for first and second degree con-
nections, Xi,1987 is a set of control variables (firm size, indicator for privatized firms),
and ζ j is a set of industry fixed effects. Panel B presents OLS τ̂t coefficients from
Πit = αt + τt β̂i,lame + ηit, where Πit is (standardized) profits in year t for firm i, αt is
a constant term, and β̂i,lame is our estimate of firm-specific capacity responses after
the plebiscite. The standard error for τt is calculated using a bootstrap procedure.
For comparison, we plot the effect of investment in 1986–3 on profits in the following
years.
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Table 3.1: Firm characteristics

Mean and standard deviation for our main variables in the period 1985–1987

No link Direct link to
Pinochet (P)

Indirect link to
Pinochet (P̃)

Uni-variate regression

(1) (2) (3) (2) – (1) (3) – (1) (2) – (3)
A. Quarterly dataset

Investment 0.00 -0.00 0.01 -0.00 0.00 -0.01

(0.05) (0.05) (0.06) (0.01) (0.01) (0.01)

Profits -0.32 0.39 -0.11 0.70*** 0.20** 0.50**
(0.24) (1.48) (0.52) (0.17) (0.08) (0.20)

Log assets 14.52 17.55 16.82 2.99*** 2.27*** 0.72*
(2.10) (1.87) (1.37) (0.43) (0.41) (0.37)

B. Annual dataset

Log workers 4.38 6.27 5.65 1.90*** 1.27*** 0.63***
(1.99) (1.65) (1.39) (0.29) (0.29) (0.24)

Productivity -0.47 -1.52 -1.08 -1.05*** -0.61** -0.45

(1.69) (1.92) (1.54) (0.29) (0.27) (0.27)

Debt with government banks 3.7 17.0 20.6 13.4*** 17.0*** 3.6
(17.2) (48.0) (45.9) (4.9) (4.8) (6.6)

Debt with other banks 17.8 87.8 63.0 70.0*** 45.2*** 24.8*
(46.4) (117.7) (92.0) (12.1) (10.1) (15.0)

C. Time invariant

Age in 1987 39 53 49 14** 10 4

(27) (30) (29) (6) (7) (7)

Exporter 0.26 0.48 0.57 0.27** 0.34*** -0.07*
(0.43) (0.50) (0.50) (0.10) (0.11) (0.11)

Privatized 0.11 0.56 0.33 0.44*** 0.21** 0.22*
(0.31) (0.50) (0.47) (0.09) (0.10) (0.11)

Business group 0.02 0.21 0.39 0.19*** 0.37*** -0.18*
(0.15) (0.41) (0.49) (0.07) (0.09) (0.11)

Notes: 118 firms in Panel A, 99 in the first two rows of Panel B, 113 in the last two of
rows of Panel B. Debt is measured in billions of Chilean pesos. Standard deviation in
parentheses in columns 1-3, and standard error in parentheses in the last three columns.
Significance level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 3.3: Firms During Political Transition

Chile’s transition to democracy and firms in Augusto Pinochet’s network

(1) (2) (3) (4) (5) (6)

Panel A Investment Profits

P × Lame Duck 0.012 0.018** 0.018** 0.308*** 0.350*** 0.290***
(0.007) (0.007) (0.008) (0.099) (0.099) (0.100)

P × Democracy 0.011* 0.020** 0.020*** 0.197 0.254* 0.194

(0.006) (0.006) (0.007) (0.128) (0.135) (0.124)

P̃ × Lame Duck 0.013 0.014 0.096** 0.115*
(0.008) (0.009) (0.044) (0.069)

P̃ × Democracy 0.019** 0.020** 0.129 0.147

(0.008) (0.008) (0.127) (0.095)

Observations 4,694 4,694 4,694 4,692 4,692 4,692

P : ∆ Investment lame duck (%) 7.5 11.4 11.4

P̃ : ∆ Investment lame duck (%) – 8.1 8.7

Panel B Productivity Log workers

P × Lame Duck 0.046 -0.068 -0.065 0.022 0.020 0.028

(0.158) (0.174) (0.177) (0.106) (0.106) (0.108)

P × Democracy 0.009 -0.013 0.130 -0.040 -0.016 -0.057

(0.314) (0.345) (0.376) (0.110) (0.116) (0.104)

P̃ × Lame Duck -0.224* -0.230* -0.006 -0.004

(0.119) (0.118) (0.089) (0.089)

P̃ × Democracy -0.043 -0.017 0.044 0.048

(0.214) (0.229) (0.111) (0.110)

Observations 792 792 792 792 792 792

Firm & time F.E. Yes Yes Yes Yes Yes Yes
Industry F.E. × Post No No Yes No No Yes

Notes: Panel A uses a quarterly panel with 118 firms (104 clusters). Panel B uses an
unbalanced annual panel with 99 firms (88 clusters). P and P̃ are indicators for firms
with direct and indirect political connections respectively. Productivity was calculated
following Olley and Pakes (1996). Sample period is 1985–1994. Robust standard errors
are clustered at the business group level and are reported in parentheses. Significance
level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 3.4: Robustness checks

Dependent variable is firm investment/profits. Column titles refer to the corresponding
robustness exercise

Control variables

Pre/Post Large firms Privatized Bus. Group Exporter All Pscore Matching

Investment (1) (2) (3) (4) (5) (6) (7) (8)

P × Lame Duck 0.019** 0.019** 0.017** 0.018** 0.018** 0.018* 0.017* 0.019**
(0.008) (0.009) (0.008) (0.009) (0.008) (0.009) (0.009) (0.009)

P × Democracy 0.019*** 0.021*** 0.019*** 0.020*** 0.020*** 0.020** 0.016* 0.021***
(0.007) (0.007) (0.007) (0.007) (0.007) (0.007) (0.008) (0.008)

P̃ × Lame Duck 0.015* 0.015 0.014 0.014 0.014 0.013 0.013 0.015

(0.009) (0.009) (0.009) (0.009) (0.009) (0.010) (0.009) (0.010)

P̃ × Democracy 0.019** 0.021** 0.020** 0.020** 0.020** 0.021** 0.017** 0.016**
(0.008) (0.009) (0.008) (0.008) (0.008) (0.009) (0.008) (0.007)

Control × Post -0.003 0.002 0.000 -0.000 0.000

(0.007) (0.006) (0.005) (0.005) (0.000)

Profits

P × Lame Duck 0.297*** 0.218** 0.228** 0.341*** 0.282*** 0.218** 0.252** 0.136

(0.101) (0.100) (0.113) (0.105) (0.101) (0.108) (0.100) (0.120)

P × Democracy 0.233* 0.122 0.132 0.245** 0.186 0.121 0.055 0.061

(0.128) (0.118) (0.118) (0.125) (0.127) (0.112) (0.101) (0.112)

P̃ × Lame Duck 0.106 0.062 0.095 0.194* 0.107 0.109* 0.082 0.070

(0.064) (0.078) (0.080) (0.110) (0.080) (0.106) (0.083) (0.072)

P̃ × Democracy 0.168* 0.094 0.128 0.226** 0.137 0.140 0.023 0.185

(0.100) (0.089) (0.090) (0.107) (0.098) (0.091) (0.105) (0.103)

Control × Post 0.254*** 0.200 -0.194 0.176* 0.016**
(0.077) (0.126) (0.151) (0.096) (0.007)

Observations 354 4,692 4,692 4,692 4,692 4,692 4,692 3,100

Firm & time F.E. Yes Yes Yes Yes Yes Yes Yes Yes
Industry F.E. × Post Yes Yes Yes Yes Yes Yes Yes Yes

Notes: Column 1 collapses the 40-periods panel to a 3-periods panel (dictatorship, lame
duck, democracy). Column 2 controls for an indicator that equals one for firms above
the median of the firm size distribution before 1988. Column 3 controls for an indicator
that equals one for firms that were privatized during Pinochet’s dictatorship. Column 4

controls for an indicator that equals one for firms part of a business group at the end of
1987. Column 5 controls for an indicator that equals one for exporter firms. Column
6 controls for all previous variables. Controls in columns 2-6 are always interacted
with an indicator for the period after the 1988 plebiscite. Column 7 controls for the
propensity score of political connections, interacted with a linear trend. Column 8 uses
a matching procedure that drops firms in the tails of the propensity score distribution.
The optimal bounds were computed following Crump et al. (2009) and leaves us with 78

firms. Sample period is 1985–1994. Robust standard errors are clustered at the business
group level and are reported in parentheses. Columns 1 to 7 have 104 clusters and
column 8 has 75 clusters. Significance level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 3.5: The Credit Market During Political Transition

Dependent variable (Debt) is total debt with banks, measured from annual statements

Debt 1[Debt > 0] Debt
over assets

(1) (2) (3)

P × Lame Duck × Government bank 29.77*** 0.20** 0.09**
(10.21) (0.08) (0.03)

P̃ × Lame Duck × Government bank 28.40 0.09 0.07*
(20.10) (0.07) (0.04)

P × Democracy × Government bank 4.45 0.22** 0.07*
(14.96) (0.09) (0.04)

P̃ × Democracy × Government bank 17.16 0.14 0.08

(19.47) (0.09) (0.05)

P × Lame Duck -18.98** -0.20** -0.08**
(9.54) (0.07) (0.04)

P × Democracy -7.41 -0.20** -0.05

(15.94) (0.08) (0.04)

P̃ × Lame Duck -21.36 -0.03 -0.07*
(15.68) (0.08) (0.04)

P̃ × Democracy -14.82 -0.10 -0.07

(15.50) (0.07) (0.05)

Lame Duck × Government Bank 2.44 -0.06 -0.02

(5.69) (0.04) (0.03)

Democracy × Government Bank 1.94 -0.08** -0.02

(6.29) (0.04) (0.03)

Firm-bank F.E. Yes Yes Yes
Year F.E. Yes Yes Yes
Industry F.E. × Post Yes Yes Yes

Mean of dep. variable 29.17 0.38 0.06

Firms 113 113 113

Observations 2,075 2,075 2,075

Notes: Estimation using the annual panel dataset of firms in the period 1985–1994. P
and P̃ are indicators for firms with direct and indirect political connections, respectively.
Robust standard errors are clustered at the business group level and are reported in
parentheses. The number of clusters is 99. Significance level: *** p < 0.01, ** p < 0.05, *
p < 0.1.
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Bramoullé, Yann; Djebbari, Habiba and Fortin, Bernard: �Identification of peer
effects through social networks�. Journal of Econometrics, 2009, (150), pp. 51–55.
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Figure A.1: Protests in Chile 1979–2013
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(b) Protest events related to education

Notes: Data from the Global Dataset of Events, Language, and Tone.
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Figure A.2: Economic indicators
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Notes: Data from the Central Bank of Chile. All variables have been normalized.
The vertical red line denotes the beginning of the student movement.

Figure A.3: Citizens’ evaluation of incumbent politicians
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Notes: Normalized index for the approval of incumbent politicians. Data from
the Centro de Estudios Públicos and Adimark.
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Figure A.4: Survey evidence for the impact of the student movement
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Notes: Panels A-D plot the percentage of people that answer the question “What
should be the government’s priority?” with “Education” (“Drugs” in Panel B).
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Notes: Panels E and F plot the participation in the “National plebiscite for education”
in October of 2011 at the county level (E) and the percentage of people that agrees
with the students’ demands among those who participated (F).
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Figure A.6: Placebos for first-stage
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Notes: This figure plots OLS estimates from a single cross-sectional regression.
The dependent variable is June 16 school absenteeism in students’ social net-
works. The figure presents standardized coefficients for absenteeism in May
12 among out-of-school students in the social network of social networks. Re-
gression includes student absenteeism in May 12 and June 1, student controls,
network controls, school controls, and city fixed effects. Vertical lines denote
95 percent confidence intervals with standard errors clustered at the city level.
The coefficient highlighted in red (May 12) corresponds to the first-stage. All
other coefficients are placebos for the first-stage. As expected, only 5 percent of
coefficients are different from zero.
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Figure A.8: Threshold model heterogeneity
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(c) Switcher sub-samples
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(d) Sub-samples of public and private schools

Notes: All panels plot 2SLS estimates from a regression of individual school
absenteeism on 10 indicators of network absenteeism, controlling for school,
network, and school characteristics (see equations 1.7 and 1.8) in sub-samples.
More details in section 1.5.4.
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Figure A.9: Heterogeneity by irregular spending
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(b) Marginal contribution of additional network absenteeism

Notes: Panel A plots 2SLS estimates from a regression of individual school ab-
senteeism on 10 indicators of network absenteeism in June 16, controlling for
school, network, and school characteristics, and city fixed effects (see equations
1.7 and 1.8) in sub-samples. Vertical lines denote 95 percent confidence intervals
(s.e. clustered at the city level). Panel B plots the difference in the estimated
coefficients in Panel A. Large and small refer to the sub-samples of counties with
large or small percentage of government spending classified as “irregular.”

131



Figure A.10: Multinetworks non-linear estimates
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(b) Coefficients for social network absenteeism

Notes: This figure plots 2SLS estimates from a regression of school absenteeism
on 10 indicators of social and spatial network absenteeism in June 16, control-
ling for school absenteeism before June 16, school characteristics, and city fixed
effects. Vertical lines denote 95 percent confidence intervals with standard errors
clustered at the city level.
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Figure A.11: Participation by county
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Notes: Own construction based on administrative data. Counties are ordered
from north to south in the x-axis. There are 324 (out of 346) counties with
positive participation in the student movement. Large counties are defined as
the fifteen counties with the largest number of students.
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Figure A.12: The political effects of the student movement
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Notes: Quadratic fit of electoral outcomes in the 2012 elections on a measure of
the intensity of the student movement in 2011. There are 345 counties in the
country.
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Figure A.13: Aggregate effects of networks
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Notes: Simulation results of random initial protesters in the network of students.
I proceed in four steps. In the first step, I choose the size of initial protesters,
which varies in each simulation. The x-axis measures the percentage of the
population of students that is initially protesting (“initial size of social move-
ment”). In the second step, I calculate the choice probabilities of skipping school
for all students in the country using the estimated parameters for the effect of
networks (non-linear results). In the third step, I calculate how many additional
students skip school because of network effects (y-axis in the left-hand side). In
the fourth step, I take aggregate participation in the movement – measured as
the percentage of students skipping school – and use the estimated coefficients
to calculate additional votes for non-traditional parties (in percentage points in
the right-hand side y-axis).
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Figure B.1: Evolution of vouchers
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Notes: Amount covered by different types of vouchers in the system. In particular, four
types are displayed, covering the interaction of schools offering half and full school
shifts (i.e. HD and FD) according to the JEC program, and school subscribed and not
subscribed to the SEP program. This figure displays the voucher amount for SEP school
with high performance. Note that this figure do not display all voucher types: the
voucher amount for low performing SEP schools and the component of SEP vouchers
related to the concentration of SEP students in schools are not reported.
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Figure B.2: Timeline of standardized test scores
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Notes: Year and grade of students taking the national standardized test (SIMCE) in the
period 2005–2013. Math and language tests are always taken by students. Natural and
social sciences tests are taken by subsets of students. Additional tests have been applied
to 2nd and 6th grade students since 2012, but we omit them from our analysis because
they are relatively new.
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Figure B.3: Test scores as quality signals

(a) Public dissemination of test scores

(b) Test scores as an advertising device

Figure A2: Example of maps given to parents

89

(c) Test scores as a policy tool

Notes: This figure displays different features of the role test scores in the Chilean edu-
cational system. Panel (a) displays the front page of La Segunda, a popular newspaper,
advertising the disclosure of school level test scores for all schools. Panel (b) displays
an advertising banner placed on the front of a school reporting on successful results
obtained by the schools in SIMCE as a means of advertising its quality to households.
Panel (c) displays an example of of the Educational Traffic Lights policy, which utilizes
SIMCE test scores as an input for quality disclosure.
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Figure B.4: Test scores as quality signals
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Notes: This figure displays the relationship between test scores and the only available
measure of value added in Chile, from Neilson (2013). We thank the author for providing
us with this figure.
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Figure B.6: Predictability of test scores
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Notes: Coefficient estimates and 95 percent confidence interval of a linear regression of
test score on (1) a full set of indicators for a student’s GPA, and (2) school fixed effects.
Standard errors are clustered at the school level. Gray lines indicate the mean.
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Figure B.7: Prediction model
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Notes: This figure presents the distribution of R-squared for all regressions of test scores
on observable variables (i.e. predictors) among test takers in each school in our data.
We include predictors linearly (solid line) or as a polynomial (dash line). Recall that
these predictions include GPA, indicators for school switchers and students who are
repeating the grade, and year fixed effects. Vertical lines denote the average R-square
in the corresponding panel. Panel (a) plots the R-squared for the mathematics test and
panel (b) plots the R-squared for the language test. There are a total of 7,493 regressions
in each panel.
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Figure B.8: Distribution of distortions by subject in 4th grade

0

0.1

0.2

0.3

Fr
ac
tio
n

-5 0 5 10 15 20
Math

(a) 4th grade

0

0.1

0.2

0.3

 
-5 0 5 10 15 20

Language
(b) 4th grade

0

0.1

0.2

0.3

Fr
ac
tio
n

-5 0 5 10 15 20
Natural sciences

(c) 4th grade

0

0.1

0.2

0.3

 

-5 0 5 10 15 20
Social sciences
(d) 4th grade

Notes: We estimate distortions by subject of SIMCE using the methodology described in
section 4 of the paper. Distortions in quality signals correspond to the average distortion
in mathematics and language. We provide descriptive statistics for distortions by subject
in Table B.1.
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Figure B.9: Correlation between distortions in different tests
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Notes: These figures displays the relationships between estimated distortions in test
scores for different subjects of SIMCE.

144



Figure B.10: Heckman corrected distortions
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Notes: The excluded variable when calculating the Heckman corrected distortions is
an indicator variable that takes the value of one for students that live outside of the
municipality of the school.
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Figure B.11: Distribution of rank correlations over time
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Notes: Let ρmt be the rank correlation of distorted and undistorted quality in market m
and year t. We observe approximately 210 markets every year.
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Figure B.12: Distribution of rank correlations by market type
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Notes: Let ρmt be the rank correlation of distorted and undistorted quality in mar-
ket m and year t. We observe approximately 210 markets every year. “Percentiles in
small/large markets” plot the percentiles in the rank correlation distribution f (ρmt) in
market m and year t. “Changes in ranking in small/large markets” plot the percentage
of markets with changes in ranking, i.e., ρmt < 1. Large (small) markets are defined
as market-year observations with more (less) than 10 schools, the median number of
schools.
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Figure B.13: Distortions and school attributes
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Notes: These figures display the relationship between relevant school characteristics and
distortions in quality signals. All variables have been residualized with school and year
fixed effects. The size of markers indicates the number of students in it. The mean of
distortion (y-axis) is 2.7 test score points.
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Figure B.14: Distortions and attributes of schools within 3km
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Notes: These figures display the relationship between relevant market characteristics and
distortions in quality signals. All variables have been residualized with school and year
fixed effects. The size of markers indicates the number of students in it. The mean of
distortion (y-axis) is 2.7 test score points. Variables in panels (a) through (f) correspond to
market aggregates excluding the reference school. Quality demand elasticities in panel
(i) are calculated using the sample and estimates from the school choice model in section
5, as:

η
q
jmt =

∂sjmt

∂qjmt

qjmt

sjmt
=

∑
r

πr
mt

1
Nr

mt
∑

i∈Ir
mt

∂Pr
ijmt(d

r, δ̂r, β̂r
d)

∂qjmt

 qjmt

sjmt

where πr
mt is the share of households of type r in market m and year t, while Nr

mt
and I r

mt are the number and the set of such households respectively. The expression
in brackets is thus simply a type-share-weighted average of the partial derivative of
choice probabilities for school j with respect to quality. In the plot, both variables are
residualized by removing school and year fixed effects.
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Figure B.15: Monetary incentives for teachers
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Notes: Regression kink design to test for the effect of monetary teacher incentives on
distortions in quality signals (y-axis). The x-axis represents a measure of the probability
of winnning the prize (i.e. teacher bonuses). Schools to the left (right) of the thresholds
won (did not win) the prize in the previous tournament. We present more details about
this public program in section 2 of the paper. Left panels correspond to changes in the
slope without controls while right panels control for a set of school fixed effects. The
null hypothesis of incentives affecting distortions implies an “inverted V” relationship
between “slots from winning prize” and distortions around the kink. We strongly reject
the hypothesis that teacher incentives cause distortions in quality signals.
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Figure B.16: “Educational Traffic lights” policy
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Notes: Regression kink design to test for the hypothesis of manipulation of test scores
to be classified in a “higher” category. The x-axis represents school scores which fully
determines their category. We present more details about the policy in section 2 of
the paper. The null hypothesis of manipulation implies an “inverted V” relationship
between school scores and distortions in quality signals. The upper panel corresponds to
the test without controls while the lower panel controls for a basic set of pre-determined
school characteristics. We strongly reject the hypothesis of manipulation of test scores
for the school to be classified in a higher category.
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Figure B.17: Estimated coefficients on distance from the first stage
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(b) Non-poor students, distance

Notes: These figures display resulting estimates for βr
d from the first stage of the school

choice model. Each observation is the estimated coefficient for an estimating cell com-
prised by a market, year and household type. The red line indicates the average coeffi-
cient.
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Table B.1: Descriptive statistics for distortions by subject

Obs. Mean St. Dev. Min Max Years

Mathematics 60,741 2.7 4.4 -3.5 23.9 2005–2013

Language 60,760 2.6 4.4 -3.4 23.8 2005–2013

Natural sciences 5,902 2.1 3.9 -7.8 20.6 2008, 2010

Social sciences 10,033 2.1 3.2 -3.5 17.0 2009

Notes: Distortions are measured in test score points and we estimated them using the
methodology described in section 4. See Figure B.2 for a timeline of standardized tests.
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Figure B.18: Observed and predicted school enrollment
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Notes: This figure displays the relationship between observed school enrollment shares
and predicted school enrollment shares using model estimates. Predicted enrollment
shares are calculated as:

sjmt(δ̂, β̂d) = ∑
r

πr
mt

1
Nr

mt
∑

i∈Ir
mt

Pr
ijmt(d

r, δ̂r, β̂r
d)

where πr
mt is the share of households of type r in market m and year t, while Nr

mt and
I r

mt are the number and the set of such households respectively. The expression is thus
simply a type-share-weighted average of average choice probabilities for school j.
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Figure B.19: Changes in choice probabilities

0

.05

.1

.15

.2

Fr
ac

tio
n

-30 -20 -10 0 10 20 30
% Change in choice probability
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(b) Non-poor students, all schools
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Notes: These figures display change in school choice probabilities between the counter-
factual and baseline scenarios we analyze. Each observation is the percentage change in
the choice probability of a school by a household in the estimating dataset. Panels (a)
and (b) include results for all schools in the dataset, while panels (c) and (d) focus only
on schools chosen by household in the baseline scenario.
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Table B.2: School markets as connected components

3km 4km 5km 6km 7km 8km 9km 10km

Markets 451 413 380 348 322 295 273 251

Markets with > 1 schools 262 248 233 219 208 196 191 181

Markets with > 5 schools 106 104 99 93 90 88 86 86

Markets with > 10 schools 63 63 60 55 52 49 48 50

Markets with > 20 schools 36 36 33 31 30 29 28 29

Notes: Let A be a N × N matrix representing the network of N =5,416 urban schools in
Chile in the period 2005–2013. In network theory, A is referred to as adjacency matrix.
This adjacency matrix represents an undirected network, i.e., A is a symmetric matrix.
The element A(i, j) in this adjacency matrix takes the value of one if school i and j
are closer than κ kilometers from each other and zero otherwise. A “component” or
“connected component” of A is a sub-network in which any two schools are connected to
each other through some other school, i.e., we can always find a “path” that connects any
two pair of schools in the sub-network. A market is defined as a connected component
of A. In the paper, we use κ = 5 (highlighted in gray), but results are robust to different
definitions.
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Table B.6: Schools in corrupt municipalities have larger distortions

Dependent variable is distortions (in test score points)

Years with
transfers

Before audits
revealed

After audits
revealed

(1) (2) (3)

Irregular payments 0.04*** 0.05*** 0.02

(0.01) (0.02) (0.02)

Government transfers 0.08*** 0.09*** 0.07***
(0.01) (0.02) (0.02)

Schools 2,345 2,283 2,239

Municipalities 76 76 76

Observations 11,834 7,588 4,246

Notes: All variables have been normalized. All regressions are weighted by the inverse of
the size of the confidence interval of distortions to account for estimation of the depen-
dent variable. Audits in 76 randomly chosen municipalities were implemented by the
Comptroller General of Chile to disclose irregular payments from government transfers.
The time of disclosure of irregular payments was May of 2012. “Years with transfers”
correspond to the period 2008–2013. Column 2 restricts attention to years 2008–2012, and
column 3 restricts attention to years 2012–2013. Robust standard errors in parentheses.
Significance level: *** p<0.01, ** p<0.05, * p<0.1.
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Table B.7: Differences-in-differences of audits

Dependent variable is distortions (in test score points)

All schools Schools in audited
municipalities

(1) (2) (3) (4)

Audit × Post 0.07 0.04

(0.05) (0.03)

Corrupt × Post -0.17** -0.12**
(0.07) (0.05)

Post -0.04* -0.04** 0.09 0.06*
(0.02) (0.02) (0.06) (0.03)

Mean of dep. variable 2.9 2.9 3.0 3.0
School-level controls No Yes No Yes
Municipality F.E. Yes Yes Yes Yes
Municipalities 344 344 76 76

Schools 7,357 7,357 2,239 2,239

Observations 40,705 37,448 12,865 11,834

Notes: These regressions restrict attention to the period in which the government trans-
ferred monetary resources to be spent under the Subvención Escolar Preferencial program
(2008–2013). All regressions are weighted by the inverse of the size of the confidence
interval of distortions to account for estimation of the dependent variable. Audits in 76

randomly chosen municipalities were implemented by the Comptroller General of Chile
to disclose “irregular” expenditures of government transfers. The time of disclosure of
irregular payments was May of 2012. The post period are years 2012 and 2013. The
“Corrupt” indicator takes the value of one if a municipality has more than 10 percent of
the government transfers under “irregular payments.” More about irregular payments
can be found in CIPER (2012). Standard errors clustered at the municipality level in
parentheses. Significance level: *** p<0.01, ** p<0.05, * p<0.1.
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Figure C.1: Political transitions in the world (1900–2010)

0

5

10

15

Po
liti

ca
l t

ra
ns

itio
ns

1900 1930 1960 1990 2010
 

To democracy
Out of democracy

Notes: Data from the Polity IV Project “Political Regime Characteristics and Transi-
tions, 1800–2013.” The year of a political transition to democracy is defined as a value
of the variable democ that is positive in year t and in the set [−88,−77,−66, 0] in year
t− 1. The year of a political transition out of democracy is defined as a value of the
variable democ that is in the set [−88,−77,−66, 0] in year t and positive in year t− 1.
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Figure C.2: Macroeconomic indicators (1980–2000)
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Notes: Red vertical lines represent the first and last year in our analysis.
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Figure C.3: Macroeconomic indicators (1985–1994)
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Notes: Green vertical lines represent the 1988 plebiscite and the beginning of democ-
racy in Chile.
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Figure C.5: Network of firms during dictatorship

Notes: Undirected graph of firms operating in 1987. A link between firms is defined
using board linkages. Firms denoted by • are connected to Pinochet’s dictatorship,
firms denoted by • are unconnected but have a link with a connected firm, and
firms denoted by ◦ are unconnected and have no link to a connected firm. Firms
are on average connected with 4.7 other firms by interlocking directors. The average
number of links (distance) between any two firms that can be connected is 3.3, while
the maximum distance (diameter) between any two firms is 9. The global clustering
coefficient is 0.48. Finally, the fraction of firms in the giant network, network of fully
connected firms, is 0.44. Similar to Khwaja et al. (2011), our network of interlocking
directors shows some features of a “small world,” low diameter and high clustering
(Jackson and Rogers, 2005).
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Figure C.6: Firm survival (indirect connections)
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Notes: We present OLS δ̂t coefficients from Yijt = αt + βtPi,1987 + δtP̃i,1987 + γtXi,1987 +
ψj + εit, where Yijt is an indicator that takes the value of one if firm i is operating in

year t, Pi,1987 and P̃i,1987 are indicators for first and second degree connections, Xi,1987
is a set of control variables (firm size, indicator for privatized firms), and ψj is a set
of industry fixed effects.
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Figure C.7: Firm capacity responses
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Notes: Firm specific capacity responses during the lame duck period. Firms are or-
dered by the size of capacity responses, from firms decreasing their capacity in the
left-hand side to firms increasing their capacity in the right-hand side.
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Table C.1: Example of a politically connected firm

Director Name Job in the Pinochet regime Years in job

Guillermo Letelier Army Officer 1980s

Sergio Melnik Minister of Planning 1987

Julio Ponce Lerou Pinochet’s son in law 1969–1991

Enrique Valenzuela Minister of Mining 1975–1978

Sergio Valenzuela Minister of Planning 1985

Nine other directors in Board Unconnected –

Notes: Names and connections of individuals working in the Board of Directors of the
Chemical and Mining Society of Chile in 1987, a Chilean chemical company and supplier
of industrial chemicals. Board of Directors data comes from Superintendencia de Valores
y Seguros.

Table C.2: Daily stock returns around the 1988 plebiscite

Dependent variable is cumulative abnormal stock returns

Days after event: Same day 0-5 days 0-10 days

P -0.05*** -0.08*** -0.07***
(0.02) (0.02) (0.03)

P̃ -0.05** -0.08*** -0.10***
(0.01) (0.02) (0.03)

Firms 80 80 80

Notes: This table shows a cross section regression of abnormal cumulative stock re-
turns, defined as in Acemoglu et al. (2016b), on political connections. Abnormal
returns were computed for the same day of the event, days 0 to 5, and days 0 to
10. P is a dummy for 1st degree (direct) political connections, and P̃ for 2nd degree
(indirect) political connections. Robust standard errors are reported in parentheses.
Significance level: *** p < 0.01, ** p < 0.05.
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Table C.4: Robustness in standard errors

Dependent variable is investment or profits

(1) (2) (3)

Business group
(benchmark)

Community detection
algorithm

Wild cluster
[p-value]

Investment

P × Lame Duck 0.018** 0.018*** 0.018***
(0.008) (0.005) [0.000]

P × Democracy 0.020*** 0.020*** 0.020*
(0.007) (0.007) [0.073]

P̃ × Lame Duck 0.014 0.014 0.014

(0.009) (0.009) [0.205]

P̃ × Democracy 0.020** 0.020*** 0.020**
(0.008) (0.007) [0.044]

Profits

P × Lame Duck 0.290*** 0.290*** 0.290***
(0.100) (0.068) [0.000]

P × Democracy 0.194 0.194* 0.194**
(0.124) (0.085) [0.031]

P̃ × Lame Duck 0.115* 0.115** 0.115**
(0.069) (0.061) [0.031]

P̃ × Democracy 0.147 0.147 0.147

(0.095) (0.125) [0.234]

Observations 4,694 4,694 4,694

Firm & time F.E. Yes Yes Yes
Industry F.E. × Post Yes Yes Yes

Notes: Balanced quarterly panel with 118 firms observed in the period 1985–1994. P
and P̃ are indicators for firms with direct and indirect political connections, respectively.
Column 1: clusters are real business groups (104 clusters). Column 2: we use a com-
munity detection algorithm (Newman, 2004) to detect clusters in our network of firms
(42 clusters). Column 3: column 2 with correction for the small number of clusters
(Cameron et al., 2008). Significance level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table C.5: Specification check for political connections

Dependent variable is investment or profits

(1) (2)

Investment Profits

Pooling direct and indirect connections

P̂ × Lame Duck 0.016** 0.213***
(0.007) (0.067)

P̂ × Democracy 0.020*** 0.173*
(0.006) (0.092)

Firms 118 118

Observations 4,694 4,692

Excluding indirect connections

P × Lame Duck 0.019** 0.267**
(0.008) (0.106)

P × Democracy 0.021*** 0.171

(0.006) (0.127)

Firms 85 85

Observations 3,378 3,376

Firm & time F.E. Yes Yes
Industry F.E. × Post Yes Yes

Notes: Balanced quarterly panel observed in the period 1985–1994. P and P̃ are indicators
for firms with direct and indirect political connections, respectively, and P̂ = P + P̃.
Robust standard errors are clustered at the business group level and are reported in
parentheses. A total of 104 (88) clusters in the upper (lower) panel. Significance level:
*** p < 0.01, ** p < 0.05, * p < 0.1.
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Table C.7: Using Solow residual to measure productivity

(1) (2) (3)

Productivity

P × Lame Duck 0.018 -0.084 -0.079

(0.150) (0.166) (0.169)

P × Democracy -0.059 -0.047 0.081

(0.283) (0.314) (0.339)

P̃ × Lame Duck -0.202* -0.204*
(0.114) (0.113)

P̃ × Democracy 0.017 0.045

(0.209) (0.220)

Observations 792 792 792

Firm & time F.E. Yes Yes Yes
Industry F.E. × Post No No Yes

Notes: Unbalanced annual panel with 99 firms observed in the period 1985–1994. P
and P̃ are indicators for firms with direct and indirect political connections, respectively.
Productivity was calculated estimating a Solow residual using capital stock and total
labor. The mean (standard deviation) of productivity before the plebiscite is 0.028 (1.531).
Robust standard errors are clustered at the business group level and are reported in
parentheses (88 clusters). Significance level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table C.8: Winsorising in different parts of empirical distribution

Dependent variable is investment or profits

(1) (2) (3) (4)
Investment Profits

Winsorized at: 1% 5% 1% 5%

P × Lame Duck 0.024 0.014** 0.338** 0.338**
(0.016) (0.006) (0.134) (0.134)

P × Democracy 0.039*** 0.012** 0.253* 0.253*
(0.012) (0.005) (0.135) (0.135)

P̃ × Lame Duck 0.018 0.010 0.103 0.103

(0.015) (0.006) (0.070) (0.070)

P̃ × Democracy 0.033*** 0.014** 0.117 0.117

(0.012) (0.006) (0.086) (0.086)

Observations 4,694 4,694 4,692 4,692

Firm & time F.E. Yes Yes Yes Yes
Industry F.E. × Post Yes Yes Yes Yes

Notes: Balanced quarterly panel of 188 firms observed in the period 1985–1994. P and P̃
are indicators for firms with direct and indirect political connections, respectively. De-
pendent variables are winsorized at 1% or 5% of the empirical distribution (bechmark is
2.5%). Robust standard errors are clustered at the business group level and are reported
in parentheses. Significance level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table C.9: Main results using the unbalanced panel of firms

Dependent variable is investment or profits

(1) (2) (3) (4) (5) (6)

Investment Profits

P × Lame Duck 0.008 0.012* 0.015* 0.252*** 0.336*** 0.269***
(0.007) (0.007) (0.007) (0.086) (0.094) (0.098)

P × Democracy 0.006 0.012** 0.014** 0.233*** 0.284** 0.211***
(0.006) (0.006) (0.006) (0.118) (0.128) (0.113)

P̃ × Lame Duck 0.011 0.014* 0.178*** 0.209**
(0.007) (0.008) (0.066) (0.080)

P̃ × Democracy 0.014* 0.017** 0.100 0.122

(0.008) (0.007) (0.118) (0.091)

Observations 5,601 5,601 5,601 5,594 5,594 5,594

Firm & time F.E. Yes Yes Yes Yes Yes Yes
Industry F.E. × Post No No Yes No No Yes

Notes: Unbalanced quarterly panel with 145 firms observed in the period 1985–1994.
Each firm is observed at least six months before the plebiscite and six months in democ-
racy. P and P̃ are indicators for firms with direct and indirect political connections,
respectively. Robust standard errors are clustered at the business group level and are
reported in parentheses (126 clusters). Significance level: *** p < 0.01, ** p < 0.05, *
p < 0.1.
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Table C.10: Attrition in the unbalanced panel

Dependent variable is an indicator for exit before 1994 – Probit regressions

(1) (2)

P -0.096 -0.034

(0.070) (0.082)

P̃ -0.123* -0.119

(0.074) (0.079)

Indicator for large firms -0.100

(0.075)

Indicator for privatized firms -0.087

(0.067)

Observations 145 145

Industry F.E. No Yes

Notes: Marginal effects from probit regressions are presented. The indicator for large
firms was constructed using the firm size distribution before the plebiscite. P and P̃ are
indicators for firms with direct and indirect political connections, respectively. Standard
errors in parentheses. Significance level: *** p < 0.01, ** p < 0.05, * p < 0.1.

177



Table C.11: Predicting political connections

Dependent variable is an indicator for political connections – Probit regressions

(1) (2)

Direct
connection

Indirect
connection

Log assets 0.186*** 0.165***
(0.044) (0.045)

Privatized 0.134 0.012

(0.152) (0.164)

Business group 0.278 0.637***
(0.175) (0.116)

Leverage 0.140** 0.217*
(0.059) (0.122)

Exporter -0.192 -0.006

(0.168) (0.157)

Age in 1987 0.005* 0.005*
(0.003) (0.002)

Firms 85 75

Notes: Probit regressions using indicators for connected and indirectly connected firms
as dependent variables. Marginal effects are presented. In column 1 (2), we omit firms
with indirect (direct) connections. We use the average of firm characteristics during the
period 1985–1987. Standard errors in parentheses. Significance level: *** p < 0.01, **
p < 0.05, * p < 0.1.
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Table C.12: Firm characteristics using matching sample

Mean and standard deviation for the main variables in the period 1985–1987

No link Direct link to
Pinochet (P)

Indirect link to
Pinochet (P̃)

Uni-variate regression

(1) (2) (3) (2) – (1) (3) – (1) (2) – (3)
A. Quarterly dataset

Investment 0.01 0.00 0.01 -0.01 0.00 -0.01

(0.05) (0.05) (0.06) (0.01) (0.01) (0.01)

Profits -0.29 0.03 -0.19 0.31** 0.10 0.21

(0.28) (0.74) (0.40) (0.12) (0.07) (0.14)

Log assets 15.62 17.09 16.59 1.47*** 0.96** 0.51

(1.26) (1.58) (1.27) (0.38) (0.37) (0.41)

B. Annual dataset

Log workers 5.11 6.17 5.56 0.98*** 0.13 0.84***
(1.34) (1.27) (1.30) (0.25) (0.27) (0.27)

Productivity -0.08 -1.29 -0.98 -1.20*** -0.89*** -0.30

(1.02) (1.86) (1.74) (0.29) (0.28) (0.35)

Debt with government banks 4.88 8.32 13.54 3.43 8.65* -5.21

(19.71) (27.90) (13.54) (3.93) (5.13) (5.68)

Debt with other banks 22.76 60.62 59.17 37.86*** 36.41*** 1.45

(51.76) (83.15) (87.34) (11.30) (12.90) (15.11)

C. Time invariant

Age in 1987 38.65 49.99 47.75 11.54 9.15 2.40

(28.08) (28.14) (23.74) (7.71) (7.44) (7.74)

Exporter 0.37 0.40 0.55 0.08 0.11 -0.03

(0.48) (0.49) (0.50) (0.13) (0.14) (0.15)

Privatized 0.15 0.43 0.24 0.28** 0.07 0.21

(0.36) (0.50) (0.42) (0.12) (0.12) (0.14)

Business group 0.03 0.15 0.14 0.11 0.11 0.01

(0.18) (0.36) (0.35) (0.08) (0.09) (0.10)

Notes: Summary statistics and univariate regressions using a balanced sample based on
the matching procedure proposed by Crump et al. (2009). Optimal bounds were com-
puted using a propensity score estimated on the following pre-plebiscite characteristics:
total assets, leverage, privatization indicator, exporting indicator, business group indica-
tor, and years since foundation. Debt is measured in billions of Chilean pesos. Standard
deviation in parentheses in columns 1-3, and standard errors in parentheses in the last
three columns. Significance level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table C.13: Main results using synthetic controls

Direct connection Indirect connection

Unweighted Weighted Unweighted Weighted

A. Investment

Lame Duck 0.020 0.017 0.018 0.012

[0.004, 0.046] [0.003, 0.045] [0.005, 0.042] [-0.004, 0.040]

Democracy 0.000 0.003 0.008 0.010

[-0.008, 0.040] [-0.006, 0.041] [-.002, .040] [-0.004, 0.057]

B. Profits

Lame Duck 0.849 0.018 0.019 -0.005

[0.78, 1.89] [0.01, 0.56] [-0.13, 0.58] [-0.05, 0.46]

Democracy 0.425 -0.002 -0.073 -0.087

[0.11, 1.63] [-0.19, 0.45] [-0.42, 0.79] [-0.21, 0.74]

Notes: Average difference in quarterly investment for directly (indirectly) connected firm
and synthetic controls. Following Abadie and Gardeazabal (2003) and Abadie et al.
(2010), we construct synthetic controls for each connected and indirectly connected firms
based on a set of firm characteristics in the period 1985–1987. In particular, we use
log of total assets, leverage, and indicators for being part of a business group, being
an exporter, and have been privatized during dictatorship. We present two average
differences between treated and synthetic controls:

• Unweighted: M = 1
N×T ∑N

i ∑T
t Invit − ˆInvit, where ˆInvit = ∑j∈Controls wi

j Invjt and
wi

j are weights based on the synthetic controls algorithm.

• Weighted: Mw = ∑i αi ×∑t
Invit− ˆInvit

T where alphai =
1/σi

∑i 1/σi
and σi is the goodness

of fit of each synthetic control.

To compute confidence intervals, we conduct the following procedure:

1. Generate a bootstrapped sample, b, from control group.

2. Estimate wi and compute Mb, Mwb.

3. Repeat the procedure B = 2, 000 times.

4. Compute [2.5, 97.5] percentiles of empirical distribution over the bootstrapped
sample of Mb and Mwb. These intervals are presented in brackets below the means.
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Table C.14: Placebo treatments

Dependent variable is investment or profits

(1) (2) (3) (4)

Investment Profits

Placebo in dictatorship

P × Post -0.005 0.001 0.157 0.236

(0.007) (0.008) (0.145) (0.156)

P̃ × Post 0.010 0.151**
(0.008) (0.064)

Placebo in democracy

P × Post 0.007 0.012 0.089 0.159

(0.008) (0.010) (0.109) (0.099)

P̃ × Post 0.009 0.136

(0.010) (0.090)

Firm & time F.E. Yes Yes Yes Yes
Industry F.E. × Post Yes Yes Yes Yes

Notes: Balanced quarterly panel with 118 firms. We create a placebo treatment in the
upper panel by splitting the pre-plebiscite period in two. Our placebo starts in 1986

third quarter, and samples cover the period 1985–1987. In the lower panel, we create a
placebo treatment by defining a post period in December of 1993 after elections covering
the period 1990–1997. P and P̃ are indicators for firms with direct and indirect political
connections, respectively. Robust standard errors are clustered at the business group
level and are reported in parentheses (104 clusters). Significance level: *** p < 0.01, **
p < 0.05, * p < 0.1.
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Table C.15: Using political connections in 1986

Dependent variable is investment or profits

(1) (2)

Investment Profits

Connections in 1986

P × Lame Duck 0.017*** 0.245**
(0.008) (0.102)

P × Democracy 0.016* 0.171

(0.008) (0.123)

P̃ × Lame Duck 0.011 0.043

(0.010) (0.078)

P̃ × Democracy 0.011 0.028

(0.008) (0.084)

Connections in 1986 or 1987

P × Lame Duck 0.019** 0.243**
(0.008) (0.092)

P × Democracy 0.020*** 0.207*
(0.006) (0.120)

P̃ × Lame Duck 0.016* 0.073

(0.008) (0.069)

P̃ × Democracy 0.018** 0.119

(0.007) (0.102)

Firms 118 118

Observations 4,694 4,692

Firm & time F.E. Yes Yes
Industry F.E. × Post Yes Yes

Notes: Balanced quarterly panel with 118 firms observed in the period 1985–1994. P
and P̃ are indicators for firms with direct and indirect political connections, respectively.
In the upper panel, we use directors in 1986 to define degrees of political connections.
In the lower panel, we use both 1986 and 1987 to define them. Robust standard errors
are clustered at the business group level and are reported in parentheses (104 clusters).
Significance level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table C.16: Share of board with political connections

Dependent variable is investment or profits

(1) (2)

Investment Profits

Share P × Lame Duck 0.076** 1.143***
(0.031) (0.435)

Share P × Democracy 0.040 1.369**
(0.033) (0.616)

Share P̃ × Lame Duck 0.025 0.130

(0.017) (0.144)

Share P̃ × Democracy 0.020** 0.093

(0.009) (0.167)

Observations 4,694 4,692

Firm & time F.E. Yes Yes
Industry F.E. × Post Yes Yes

Notes: Balanced quarterly panel with 118 firms observed in the period 1985–1994. Share
P and Share P̃ are total number of directors with political connections over board size
in 1987. The mean (standard deviation) for these variables are 0.07 (0.11) and 0.14 (0.27)
for direct and indirect connections. Robust standard errors are clustered at the business
group level and are reported in parentheses (104 clusters). Significance level: *** p <
0.01, ** p < 0.05, * p < 0.1.
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Table C.17: Type of political connections I

Dependent variable is investment or profits

(1) (2) (3)

President Director CEO

P × Lame Duck 0.025*** 0.009 0.017

(0.009) (0.009) (0.022)

P × Democracy 0.018** 0.008 0.017

(0.007) (0.007) (0.013)

P̃ × Lame Duck 0.011 0.008 0.005

(0.009) (0.009) (0.008)

P̃ × Democracy 0.014* 0.013* 0.010

(0.008) (0.008) (0.008)

Observations 4,694 4,694 4,694

Firm & time F.E. Yes Yes Yes
Industry F.E. × Post Yes Yes Yes

Notes: Balanced quarterly panel with 118 firms. P and P̃ are indicators for firms with
direct and indirect political connections, respectively. In each column we define P using
different position of the connections: president of board of directors, director, and CEO.
Sample period is 1985–1994. Robust standard errors are clustered at the business group
level and are reported in parentheses. The number of clusters is 104. Significance level:
*** p < 0.01, ** p < 0.05, * p < 0.1.
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Table C.18: Type of political connections II

Dependent variable is investment

(1) (2) (3) (4) (5)

Army Officer Minister Politician Advisor Family

P × Lame Duck 0.009 0.030*** 0.018* -0.000 0.008

(0.010) (0.010) (0.009) (0.014) (0.012)

P × Democracy -0.006 0.018** 0.011** 0.019** -0.027

(0.011) (0.008) (0.005) (0.009) (0.016)

P̃ × Lame Duck 0.006 0.012 0.007 0.004 0.004

(0.009) (0.009) (0.008) (0.008) (0.008)

P̃ × Democracy 0.008 0.014* 0.011 0.012 0.009

(0.007) (0.008) (0.008) (0.008) (0.008)

Observations 4,694 4,694 4,694 4,694 4,694

Firm & time F.E. Yes Yes Yes Yes Yes
Industry F.E. × Post Yes Yes Yes Yes Yes

Notes: Balanced quarterly panel with 118 firms observed in the period 1985–1994. P and
P̃ are indicators for firms with direct and indirect political connections, respectively. In
each column, we define P using different types of connections: army officers, minis-
ters, politicians, advisors, and close family. Robust standard errors are clustered at the
business group level and are reported in parentheses. The number of clusters is 104.
Significance level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table C.19: Substitution of political connections

Dependent variable is investment or profits

(1) (2) (3) (4) (5) (6)

Investment Profits

P × Lame Duck 0.018** 0.019** 0.016* 0.290*** 0.282** 0.291**
(0.008) (0.008) (0.008) (0.100) (0.110) (0.119)

P × Democracy 0.020*** 0.021*** 0.021*** 0.194 0.186 0.184

(0.007) (0.007) (0.007) (0.124) (0.138) (0.137)

P̃ × Lame Duck 0.014 0.014 0.016* 0.115* 0.116* 0.161**
(0.009) (0.009) (0.009) (0.069) (0.068) (0.069)

P̃ × Democracy 0.020** 0.020** 0.022*** 0.147 0.149 0.194**
(0.008) (0.008) (0.008) (0.095) (0.095) (0.096)

P̂ × (Lame Duck + Democracy) -0.006 0.053

(0.010) (0.237)

Firms 118 118 111 118 118 111

Observations 4,694 4,694 4,419 4,692 4,692 4,415

Firm & time F.E. Yes Yes Yes Yes Yes Yes
Industry F.E. × Post Yes Yes Yes Yes Yes Yes

Notes: Balanced quarterly panel with 118 firms observed in the period 1985–1994. P and
P̃ are indicators for firms with direct and indirect political connections, respectively. P̂
is an indicator for firms that substituted political connections from the old to the new
regime. Columns 2 & 5: we include a control variable for the firms that substituted
connections for the period after the democratization announcement. Columns 3 & 6:
we exclude firms that substituted connections. Robust standard errors are clustered at
the business group level and are reported in parentheses (104 clusters in columns 1-2
and 4-5, and 98 clusters in columns 3 and 6). Significance level: *** p < 0.01, ** p < 0.05,
* p < 0.1.
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Table C.20: Government banks

Dependent variable is total debt with banks, measured from annual statements

Bailouts and
Privatizations

Large
Privatizations

Connected
Banks

(1) (2) (3)

P × Lame Duck × Gov. bank 38.33** 40.10*** 37.02***
(17.07) (15.05) (12.91)

P̃ × Lame Duck × Gov. bank 24.45 28.93 33.49*
(20.02) (19.52) (17.96)

P × Democracy × Gov. bank 26.35 16.99 22.07

(24.11) (23.89) (22.01)

P̃ × Democracy × Gov. bank 17.69 9.64 23.31

(19.90) (17.79) (18.45))
P × Lame Duck -25.00** -24.33** -22.35**

(10.08) (9.49) (9.20)
P × Democracy -23.85 -18.78 -20.00

(24.91) (24.02) (21.41)

P̃ × Lame Duck -25.94 -27.85 -27.99

(18.92) (18.39) (17.24)

P̃ × Democracy -24.89 -20.04 -24.04

(19.89) (18.81) (17.41)
Lame Duck × Gov. Bank 1.65 -3.74 -3.66

(6.67) (6.58) (6.92)
Democracy × Gov. Bank 2.14 -2.85 -4.17

(7.76) (7.46) (7.90)

Firm-bank & year F.E. Yes Yes Yes
Industry F.E. × Post Yes Yes Yes
Mean of dep. variable 40.25 39.44 37.59

Notes: Estimation using the annual panel of firms in the period 1985–1994. P and P̃
are indicators for firms with direct and indirect political connections, respectively. Col-
umn 1: we define government banks as state-owned banks and all banks privatized
and/or that experienced a bailout during the dictatorship. Column 2: we define gov-
ernment banks as state-owned banks and all large banks privatized during the dictator-
ship (CEME, 2004). Column 3: we define government banks as state-owned banks and
politically connected banks. We have information about the board of directors of five
banks, one of them connected to the dictatorship. Robust standard errors are clustered
at the business group level and are reported in parentheses (99 clusters). Significance
level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table C.21: Robustness checks for the credit market

Dependent variable is total debt with banks, measured from annual statements

Pre/Post Large firms Privatized Bus. Group Exporter All Pscore Matching

(1) (2) (3) (4) (5) (6) (7) (8)

P × Lame Duck × Government bank 26.805** 25.407** 17.467 36.240*** 27.178** 22.023* 30.666*** 18.067

(11.381) (11.626) (12.394) (11.000) (10.561) (12.174) (10.924) (11.367)

P̃ × Lame Duck × Government bank 30.896 24.648 22.730 40.513 24.055 31.408 29.175 15.869

(19.822) (18.668) (17.616) (25.132) (18.061) (20.562) (20.040) (14.801)

P × Democracy × Government bank 2.315 -0.080 -7.690 10.818 2.040 -3.135 6.658 -3.662

(16.261) (15.531) (15.928) (16.068) (15.827) (15.870) (14.467) (17.396)

P̃ × Democracy × Government bank 16.491 13.315 11.502 29.163 12.862 20.082 19.067 11.549

(18.998) (17.920) (17.636) (23.074) (17.845) (18.896) (19.074) (16.470)

P × Lame Duck -15.337 -12.238 -12.056 -25.090** -16.765* -13.921 -17.614* -16.445

(10.652) (11.510) (11.500) (10.157) (9.783) (11.775) (10.503) (11.811)

P × Democracy -3.808 -0.454 -0.578 -13.391 -5.524 -2.402 -3.201 5.811

(16.961) (16.560) (16.619) (16.954) (16.066) (16.731) (14.529) (17.740)

P̃ × Lame Duck -23.046 -16.317 -18.169 -31.661 -17.671 -23.460 -20.009 -10.736

(15.920) (15.407) (15.048) (19.118) (14.605) (17.123) (16.568) (16.215)

P̃ × Democracy -12.736 -9.623 -11.619 -25.008 -11.244 -16.788 -10.991 -11.635

(15.533) (15.112) (15.242) (17.690) (14.617) (15.854) (17.260) (17.817)

Lame Duck × Government Bank 2.336 -0.922 -1.683 3.326 -2.445 -5.089 2.951 3.165

(5.510) (4.772) (5.623) (5.281) (6.069) (5.663) (5.314) (7.356)

Democracy × Government Bank 1.929 -1.361 -2.374 2.872 -3.141 -5.875 3.140 2.494

(5.921) (5.213) (5.984) (5.861) (6.527) (5.890) (6.699) (8.000)

Control × Post × Government Bank 9.791 28.784 -31.025 15.504 -0.731

(11.689) (19.475) (19.049) (13.475) (3.456)

Control × Post 16.008 -16.303 27.231* -22.989* -1.583

(11.056) (15.585) (13.851) (13.307) ( 3.656)

Firm-bank & time F.E. Yes Yes Yes Yes Yes Yes Yes Yes
Industry F.E. × Post Yes Yes Yes Yes Yes Yes Yes Yes
Firms 113 113 113 113 113 113 113 72

Observations 2,075 2,075 2,075 2,075 2,075 2,075 2,075

Notes: Estimation using the annual panel of firms in the period 1985–1994. P and P̃ are
indicators for firms with direct and indirect political connections, respectively. Robust
standard errors are clustered at the business group level and are reported in parentheses
(99 clusters in columns 1 and 2, 75 clusters in column 3). Significance level: *** p < 0.01,
** p < 0.05, * p < 0.1.
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Table C.22: Other sources of funding

Dependent variable: issuance (total amount issued in shares and bonds) or an indicator for
issuance greater than zero

Shares Bonds

Issuance 1[Issuance > 0] log(Issuance) Issuance 1[Issuance > 0] log(Issuance)

(1) (2) (3) (4) (5) (6)

Pi × Lame Duck -28.60 0.00 -9.01*** 2.83 0.02 1.63*
(59.34) (0.04) (2.38) (2.21) (0.04) (0.94)

Pi × Democracy 198.34 0.08 -2.92** 2.27* -0.03 –
(158.07) (0.05) (1.14) (1.15) (0.03) –

P̃i × Lame Duck 118.57 0.07 -2.52** 0.19 0.05 0.29**
(99.92) (0.05) (0.97) (0.62) (0.04) (0.13)

P̃i × Democracy 9.83 0.12*** -3.69*** 0.62 0.05* –
(58.19) (0.05) (0.74) (0.72) (0.03) –

Observations 1,107 1,107 100 1,107 1,107 54

Firms 112 112 53 112 112 29

Firm & time F.E. Yes Yes Yes Yes Yes Yes
Industry F.E. × Post Yes Yes Yes Yes Yes Yes

Notes: Estimation using the balanced annual panel with 112 firms in the period 1985–
1994. P and P̃ are indicators for firms with direct and indirect political connections,
respectively. Issuances are measured in $MMM Chilean pesos. Robust standard errors
are clustered at the business group level and are reported in parentheses. In columns 1,
2, 4, and 5, the number of clusters is 98; in column 3 (6) is 48 (28). Significance level: ***
p < 0.01, ** p < 0.05, * p < 0.1.
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Table C.23: Extraordinary dividends

Dependent variable is payment of extraordinary dividends

Extraordinary Dividends Payment of
Extraordinary Dividends

(1) (2) (3) (4)

P × Lame Duck 0.014 0.018 -0.090 -0.187

(0.015) (0.018) (0.116) (0.136)

P × Democracy -0.041*** -0.030* -0.291*** -0.369**
(0.013) (0.015) (0.107) (0.145)

P̃ × Lame Duck 0.009 -0.208

(0.015) (0.133)

P̃ × Democracy 0.021 -0.158

(0.017) (0.164)

Observations 581 581 581 581

Firm & time F.E. Yes Yes Yes Yes
Industry F.E. × Post Yes Yes Yes Yes

Notes: Balanced quarterly panel with 72 firms. P and P̃ are indicators for firms with
direct and indirect political connections, respectively. A mandatory dividend of 30%
of earnings is part of the Chilean regulation. The board of the company can decide to
pay extraordinary dividends above this threshold. Extraordinary dividends are defined
as this payment over total assets. Columns (3) and (4) use a dummy for the payment
of extraordinary dividends. Sample period is 1985–1994. Robust standard errors are
clustered at the business group level and are reported in parentheses. The number of
clusters is 65. Significance level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table C.24: Entry barriers at the industry level

Dependent variable is investment

(1) (2) (3)

P × Lame Duck × High Entry Costs 0.011 0.016 0.024*
(0.012) (0.011) (0.011)

P × Democracy × High Entry Costs -0.005 0.007 0.015

(0.011) (0.011) (0.011)

P̃ × Lame Duck × High Entry Costs 0.001 0.010

(0.028) (0.030)

P̃ × Democracy × High Entry Costs 0.020 0.029

(0.018) (0.018)

P × Lame Duck 0.002 0.005 -0.003

(0.008) (0.005) (0.009)

P × Democracy 0.015 0.015* 0.007

(0.008) (0.008) (0.009)

P̃ × Lame Duck 0.013 0.008

(0.026) (0.029)

P̃ × Democracy 0.003 -0.002

(0.015) (0.017)

Firms 118 118 118

Observations 4,694 4,694 4,694

Firm & time F.E. Yes Yes Yes
Industry F.E. × Post No No Yes

Notes: Balanced quarterly panel with 118 firms observed in the period 1985–1994. P
and P̃ are indicators for firms with direct and indirect political connections, respectively.
We follow Lambson and Jensen (1998) and define average sunk cost in each industry
by taking the average of gross book value of property, plant, and equipment using our
unbalanced panel during the period 1985 to 1987. High entry costs is defined as those
industries with an average above percentile 50. Robust standard errors are clustered
at the business group level and are reported in parentheses (104 clusters). Significance
level: *** p < 0.01, ** p < 0.05, * p < 0.1.
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