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Abstract

The evaluation of long‐wavelength deformation associated with interseismic 
strain accumulation traditionally relies on spatially sparse GPS 
measurements, or on high spatial‐resolution InSAR velocity fields aligned to a
GPS‐based model. In this approach the InSAR contributes only short‐
wavelength deformation and the two data sets are dependent, thereby 
challenging the evaluation of the InSAR uncertainties and the justification of 
atmospheric corrections. Here we present an analysis using 7 years of 
Envisat InSAR data to characterize interseismic deformation along the 
southern San Andreas Fault (SAF) and the San Jacinto Fault (SJF) in southern 
California, where the SAF bifurcates onto the Mission Creek (MCF) and the 
Banning (BF) fault strands. We outline the processing steps for using InSAR 
alone to characterize both the short‐ and long‐wavelength deformation, and 
evaluate the velocity field uncertainties with independent continuous GPS 
data. InSAR line‐of‐sight (LOS) and continuous GPS velocities agree within 
∼1–2 mm/yr in the study area, suggesting that multiyear InSAR time series 
can be used to characterize interseismic deformation with a higher spatial 
resolution than GPS. We investigate with dislocation models the ability of this
mean LOS velocity field to constrain fault slip rates and show that a single 
viewing geometry can help distinguish between different slip‐rate scenarios 
on the SAF and SJF (∼35 km apart) but multiple viewing geometries are 
needed to differentiate slip on the MCF and BF (<12 km apart). Our results 
demonstrate that interseismic models of strain accumulation used for 
seismic hazards assessment would benefit from the consideration of InSAR 
mean velocity maps.

1 Introduction

Evaluating seismic hazard relies on accurate slip rate estimates considering 
both geologic and geodetic observations. Geologic data provide estimates for
the past 104−106 years of fault activity, based on offsets of dated landforms 
to determine Holocene slip rates [Burbank and Anderson, 2001] and on 
paleoseismic trenching aimed at determining recurrence intervals and 
average slip for the most recent earthquakes [McCalpin, 2009]. Satellite 



geodesy measurements from GPS and InSAR provide a velocity field that is 
incorporated into a model to derive an interseismic slip rate estimate [e.g., 
Segall, 2002]. Interseismic slip rate models assume a steady state velocity 
field and transient effects from previous earthquakes are neglected or 
removed.

GPS measurements provide a temporally dense but spatially sparse data set 
for models to constrain interseismic fault slip parameters [e.g., Murray et al., 
2014]. To address the limited spatial GPS coverage, InSAR velocity fields 
aligned to GPS‐derived deformation models have been used [e.g., Bürgmann
et al., 2006; Fialko, 2006; Tong et al., 2013; Shirzaei and Bürgmann, 2013] 
(see Wright et al. [2013, Table 4] for a compilation of these works). In this 
method the InSAR contribution is limited to constraining the short‐
wavelength deformation and the long‐wavelength deformation signal is 
removed and replaced with a model derived from the GPS data. Thus, the 
characterization of interseismic deformation is limited to places with dense 
GPS networks and the data set dependency makes it impossible to use the 
GPS data to evaluate the uncertainty of InSAR data.

Traditional InSAR processing techniques include the removal of a two‐
dimensional surface as either a phase ramp or a quadratic surface from each
interferogram or each time‐series epoch to reduce the effects of orbital 
errors. This procedure eliminates the long‐wavelength interseismic strain 
signal from the InSAR data set. However, Fattahi and Amelung [2014] 
showed that the combination of tens to hundreds of SAR acquisitions does 
enable the detection of a long‐wavelength deformation signal on the order of
a few mm/yr per hundred kilometers when high‐precision orbits are 
available. Thus, using time‐series analysis techniques with many SAR 
acquisitions, the long‐wavelength deformation should be resolvable with 
InSAR alone and no ramp should be removed during processing. Following 
this protocol, Chaussard et al. [2015b] showed that an InSAR‐based 
interseismic velocity field provides better constraints for dislocation models 
of slip rates of the Hayward‐Calaveras Faults in the San Francisco Bay Area 
compared to models relying only on GPS velocities. Additionally, Chaussard 
et al. [2015a] demonstrated that the uncertainty of the InSAR velocity field 
can be evaluated using the GPS data if the two remain independent.

Fault slip rates are estimated from geodetic data relying on three main types
of models: block models, which consider a combination of rigid block 
rotations with kinematically consistent fault slip rates and locking depths 
[e.g., Matsu'ura et al., 1986; McCaffrey, 2002; Meade and Hager, 2005], 
deep dislocation models, which assume semiinfinite screw dislocations 
buried in an elastic half‐space [e.g., Savage and Burford, 1973; Zeng and 
Shen, 2014], and viscoelastic models, which incorporate viscoelastic 
rheologies into the interseismic deep dislocation model [e.g., Savage and 
Prescott, 1978; Johnson et al., 2007]. The resolution of these models for slip 
rates on closely spaced faults is directly dependent on the spatial sampling 
of the data. Even in southern California, south of the Mojave Desert (Figure 



1), where there is a dense GPS network, slip partitioning between the major 
faults of the San Andreas Fault (SAF) system remain a subject of debate.

Geodetic observations have shown that a total of 35–40 mm/yr of dextral 
motion is accommodated across the SAF, the San Jacinto Fault (SJF), and the 
Elsinore Fault (EF) in Southern California [Johnson et al., 1994; Bennett et al.,
1996]. On one hand, geologic measurements suggest rates of 14–19 mm/yr 
on the SAF [Van der Woerd et al., 2006; Behr et al., 2010] and 11–20 mm/yr 
on the SJF [Rockwell et al., 1990; Blisniuk et al., 2010; Kendrick et al., 2002; 
Janecke et al., 2010]. On the other hand, geodetic estimates vary from equal 
rates of 14 mm/yr on the two faults [Platt and Becker, 2010], to significantly 
higher rates of 21–25 mm/yr on the SAF [Meade and Hager, 2005; Fay and 



Humphreys, 2005; Becker et al., 2005; Fialko, 2006; Spinler et al., 2010], to 
the SJF slipping up to 24 mm/yr and faster than the SAF [Lundgren et al., 
2009]. Additionally, at latitude 34°N the SAF bifurcates into the Mission 
Creek Fault (MCF) to the north and the Banning Fault (BF) to the south, 
separated by at most 12 km (Figure 1), and no agreement has been reached 
on which fault strand is currently the most active [Behr et al., 2010; Fumal et
al., 2002; Gold et al., 2015].

In this study we present short‐ and long‐wavelength deformation resolved 
with Envisat InSAR data along the southern SAF. Throughout the processing 
the InSAR and GPS data remain independent in order to estimate the 
uncertainty of the InSAR measurements. This allows for the full potential of 
the high spatial resolution of InSAR to resolve interseismic deformation. The 
work presented herein addresses questions from the 2014 Southern 
California Earthquake Center Community Geodetic Model (CGM) Workshop 
[Murray et al., 2013], during which the community used the same data set to
establish the limits of different InSAR processing schemes. We then 
investigate the ability of the obtained mean line of sight (LOS) velocity field 
to distinguish between different slip‐rate scenarios on the SAF and SJF (∼35 
km apart) and on the MCF and BF (<12 km apart).

2 Data and Methods

2.1 Data and InSAR Processing

We use 41 SAR images acquired by the Envisat satellite of the European 
Space Agency between 2004 and 2011. The data are from frames 2907 and 
2925 of descending track 399 (Figure 1) and were obtained through the 
WInSAR archive. Due to inconsistent frame acquisition start and stop lines, 
the frames are assembled as a single large frame and processed together to 
avoid a gap across the MCF and BF. We use the Modular SAR Processor 
software from Gamma Remote Sensing to generate Single Look Complex 
data and the ROI_PAC software [Rosen et al., 2004] to produce over 240 
interferograms. The interferograms have a pixel size of 20 m (ground range) 
× 4 m (azimuth). We remove topographic contributions using the Shuttle 
Radar Topography Mission (SRTM) 1‐arc second digital elevation model [Farr 
et al., 2007]. We coregister the interferograms of each frame to a master 
image and use the statistical‐cost network‐flow algorithm for phase 
unwrapping (SNAPHU) [Chen and Zebker, 2001]. We correct phase 
unwrapping errors using the phase closure technique [Fattahi, 2015; Biggs 
et al., 2007]. The sum of phase‐unwrapped interferograms around a closed 
loop should be zero because the contributions from deformation, atmosphere
and orbital errors cancel out. Thus, nonzero phase closure allows us to detect
phase‐unwrapping errors [Biggs et al., 2007]. Our use of this automatic 
detection is possible given the relatively small network of interferograms but 
remains computationally time consuming. We then reference all 
interferograms to the same pixel, collocated with the GPS station LNMT 



(Figure 1) to enable direct comparison between the mean InSAR velocity 
map and the GPS velocity field.

2.2 InSAR Time Series Analysis

The time‐series are generated with a Small Baseline Subset (SBAS) selection 
approach to minimize the spatial and temporal baselines of a fully connected
network of interferograms and estimate the phase velocity between each 
epoch and the subsequent one (Figure 2, left) [Berardino et al., 2002]. We 
use a spatial baseline threshold of 300 m and a temporal threshold of 1 year 
and consider the first acquisition as a temporal reference to obtain the phase
time‐series. We note that the selected SBAS network leads to a temporal 
coherence [Pepe and Lanari, 2006] of 0.5 in the area between the BF and 
MCF (black square on Figure 2, right). This temporal coherence is below the 
threshold of 0.7 usually selected for final pixel selection to eliminate pixels 
affected by phase‐unwrapping errors [Casu et al., 2006; Tizzani et al., 2007; 
Gourmelen et al., 2010] (Figure 2, bottom row). To retain data in this area, 
we apply an alternative interferogram selection method that accounts for the
level of spatial coherence in each interferogram (Figure 2, right) [Chaussard 
et al., 2015a, 2015b]. Only interferograms with a high percentage of pixels 
(50%) above a sufficient coherence (0.5) in our area of interest (black 
rectangle) are included in the time series analysis. This coherence‐based 
selection leads to a temporal coherence of 0.8–0.9 for the region between 
the BF and MCF (Figure 2, right), which is necessary for having reliable 
deformation measurements between the two faults. A disadvantage of this 
method is that some interferograms and SAR acquisitions must be discarded 
due to low coherence (105 interferograms are kept, supporting information 
Table S1), as shown with the time series being referenced to 30 May 2005 
(Figure 2, top row right), leading to a lower temporal sampling.





2.3 Postprocessing Corrections

We use the empirical model of Marinkovic and Larsen [2013] to correct the 
Local Oscillator drift (LOD) of the ASAR instrument and improve the geo‐
location accuracy of the sensor (Figure 3) [Fattahi and Amelung, 2014; 
Chaussard et al., 2015b]. The slow decay of the sensor's Local Oscillator 
frequency with respect to its nominal value leads to a linear and correlated‐
in‐time phase trend corresponding to ∼15 mm/yr of equivalent deformation 
(from near to far range) (Figure 3). The model used to correct the LOD 
adjusts the range change history for each pixel with a correction C of 
C=(3.87 × 10−7)xδρδt with x the dimensionless pixel count in range 
direction, δρ the range pixel size, and δt the time difference between a given
epoch and the reference epoch. This linear correction is referenced to the 
same pixel as the InSAR data and removed from each epoch. Note that 
systematically removing a plane or quadratic function from each 
interferogram leads to different results than applying this empirical model 
(supporting information Figure S1).

The digital elevation model (DEM) introduces phase errors in the SBAS time 
series that are proportional to the perpendicular baseline history of the set of
SAR acquisitions. To correct for topographic residuals we follow the method 
of Fattahi and Amelung [2013] and correct the time series dependency on 
the perpendicular baseline history in the time‐domain. In our case, the DEM 
error correction estimates a gentle ramp (Figure 3). A likely explanation is 
that the calculated DEM error does not correspond to actual DEM errors, but 
to other geometrical phase residuals also proportional to the perpendicular 
baselines and introduced by imprecise imaging geometry in InSAR 



processing [Fattahi and Amelung, 2014] or timing errors [Wang and Jonsson, 
2014]. The remaining phase histories in nondeforming areas contain 
contributions from remaining orbital errors and atmospheric delay.

Given the orbital accuracy of the Envisat satellite (uncertainties of 2 and 3–6 
cm in vertical and horizontal direction, respectively [Rudenko et al., 2012; 
Otten et al., 2012]), the precision of the mean velocity map is on the order of
1 mm/yr/100 km, which enables detection of long‐wavelength deformation if 
no ramp is removed during processing [Fattahi and Amelung, 2014]. Thus, 
the main source of remaining noise corresponds to atmospheric delay and 
further consideration of independent data should be used to estimate the 
need for additional corrections.

2.4 InSAR Atmospheric Noise

Given ground displacement as the signal of interest, the ionosphere and 
troposphere are the main sources of noise in InSAR displacement time‐series
measurements. The impact of ionosphere on the InSAR data are about 16 
times greater for L‐band (wavelength of ∼24 cm) than C‐band (wavelength 
of ∼6 cm) SAR data [Meyer and Nicoll, 2008; Rosen et al., 1996] due to the 
frequency‐dependency of the ionosphere refractive index. Thus, the 
ionospheric noise is a great impediment to studying interseismic deformation
with L‐band data (e.g., from JERS, ALOS‐1, ALOS‐2, and the future NiSAR 
mission) [e.g., Liu et al., 2014]. This large ionospheric contamination in L‐
band data is one of the reasons why recent studies using ALOS‐1 data to 
study interseismic deformation relied on GPS to constrain the longer‐
wavelength deformation [e.g., Tong et al., 2013]. Here we rely on C‐Band 
Envisat data, which are minimally affected by ionospheric noise.

In C‐Band, the uncertainty of the InSAR displacement time series is 
dominated by tropospheric delay [Fattahi and Amelung, 2015; Jolivet et al., 
2011]. Tropospheric delays result from changes in the refractive index due to
variations in atmospheric pressure, temperature and water vapor, with the 
water vapor being the largest concern [Tarayre and Massonnet, 1996; 
Hanssen, 2001]. Tropospheric delay can be separated into turbulent mixing 
due to water vapor distribution and vertical stratification of the atmosphere 
[Zebker et al., 1997; Emardson et al., 2003]. Tropospheric correction 
methods that assume a temporally random distribution of the delay use 
spatial‐temporal filtering to reduce the tropospheric phase delay [Ferretti et 
al., 2001; Hooper et al., 2007]. Methods that assume that the deformation 
and tropospheric contributions are spatially uncorrelated rely on an empirical
phase delay model based on the elevation of the terrain to correct the 
stratified tropospheric delay [e.g., Remy et al., 2003; Biggs et al., 2007; 
Cavalié et al., 2008; Shirzaei and Burgmann, 2012; Lin et al., 2010]. Other 
methods assimilate the estimated zenith wet delay from GPS observations 
[Williams et al., 1998; Webley et al., 2002; Li et al., 2006; Onn and Zebker, 
2006] and meteorological observations in atmospheric models [Wadge et al.,
2002; Puysségur et al., 2007] to predict the tropospheric delay in the InSAR 



data. The stratified delay has also been corrected using global atmospheric 
models such as ERA‐Interim and MERRA that have spatial resolution of 10's 
of km. Lastly, precipitable water vapor products from the Moderate 
Resolution Imaging Spectroradiometer (MODIS) and the MEdium Resolution 
Imaging Spectrometer (MERIS) have been used to correct the tropospheric 
wet delay in InSAR data but they are limited to daytime SAR acquisitions in 
cloud‐free conditions [Li et al., 2009, 2012; Walters et al., 2013]. Each 
method has limitations and therefore validation of the velocity field with 
independent data is recommended. In this study, we show that independent 
GPS data can be used to evaluate the uncertainty of InSAR velocities before 
tropospheric delay correction. One can use the same comparison to evaluate
the uncertainty of InSAR data after each type of tropospheric delay 
correction, which is beyond the goals of this paper.

3 InSAR Potential for Characterization of Interseismic Deformation and 
Evaluation of Uncertainties

3.1 Comparison Between InSAR and Continuous GPS Data

We compare the InSAR mean velocities with independent GPS observations 
to validate that the mean InSAR velocity map can be used to constrain 
interseismic deformation and to evaluate its uncertainty due to the 
tropospheric delay. We use the time series from continuously operating GPS 
stations (cGPS) in the IGS08 reference frame (GPS‐based realization of global
secular frame ITRF2008 [Blewitt et al., 2013]) later referenced to LNMT to 
compare with the InSAR mean velocity field. We use daily processed 
solutions produced by the University of Nevada, Reno (UNR; 
http://geodesy.unr.edu/index.php). We estimate the cGPS velocities from the 
period overlapping the InSAR time series and project them into the 
corresponding InSAR line of sight (LOS) measurements. First, we use only the
horizontal cGPS velocities to project to LOS (2‐D GPS), considering that the 
horizontal cGPS components have lower uncertainties than the vertical 
(Figure 4, left). We also consider the horizontal and vertical cGPS 
components (3‐D GPS) to project to LOS velocities (Figure 4, right). We 
compare the cGPS‐derived LOS velocities with measured InSAR velocities 
using the mean of all pixels within 200 m from each cGPS station (Figure 4). 
The cGPS data uncertainties are shown with a 95% confidence level. Only a 
limited number of methods exist to evaluate the uncertainties of an InSAR 
mean velocity field. Some methods use the “undeforming” part of a velocity 
field to calculate the covariance structure of interferograms [e.g., Lohman 
and Simons, 2005]. However, we do not wish to assume part of the velocity 
field as “undeforming” and instead consider the InSAR uncertainties as being
2 mm/yr over 100 km (error bars in Figure 4), based on the orbital errors and
tropospheric delay [Fattahi and Amelung, 2014, 2015]. We then use the 
comparison between the InSAR and cGPS data to evaluate the accuracy of 
the InSAR measurements.



We confirm that a good agreement exists between the InSAR and cGPS 
velocities with a correlation larger than 0.8 and an average absolute 
deviation (AAD) of 1.1 and 1.6 mm/yr for 3‐D GPS LOS and 2‐D GPS LOS, 
respectively. The overall agreement between the InSAR and cGPS data 
confirms that InSAR accurately characterizes the long‐wavelength 
interseismic deformation. The agreement improves when the vertical 
component of the cGPS is included for transformation into LOS (Figure 4). 
The sites for which the InSAR‐cGPS agreement improves are located in the 



red area of the mean velocity map (Figure 4, bottom row, circled area), 
confirming that this signal is real and corresponds to uplift also detected by 
cGPS. The sites for which the InSAR LOS velocities differ by more than 2 mm/
yr from the cGPS LOS velocities (red in Figure 4 top row, locations shown in 
Figure 4 bottom row) are located at the border of the masked areas of the 
mean velocity map. This suggests that the InSAR pixels in these locations 
may be affected by remaining unwrapping errors.

3.2 Influence of the GPS Data Processing

We compare cGPS velocities derived from 2005 to 2011 time series made 
available by UNR with data processed by New Mexico Tech (NMT), Central 
Washington University (CWU), and the combined NMT‐CWU solution of the 
Plate Boundary Observatory (PBO) to our InSAR results (Figure 5). We notice 
a significant difference between the different velocity products, especially in 
the vertical component. These discrepancies result from different processing 
algorithms as well as the applied corrections for tropospheric models, 
seasonal filtering, and postseismic corrections. The velocities calculated from
the time series for the period of the InSAR data provide a better agreement 
between the two data sets (Figure 5) than using the velocity products 
produced by the processing centers (supporting information Figure S2). This 
reflects that the GPS time series do not have as many corrections as the 
long‐term velocities (e.g., PBO time series are not corrected for postseismic 
deformation but the PBO GPS velocities are). In this area of southern 
California two large earthquakes occurred in the past 30 years, the M7.3 
Landers earthquake in 1992 and the M7.1 Hector Mine earthquake of 1999 
(Figure 1). The postseismic corrections likely influence the agreement with 
the InSAR data. It is possible that the observed uplift area in the east of the 
velocity map (red on Figure 4) corresponds to a postseismic viscoelastic 
relaxation signal [Freed et al., 2007; Pollitz, 2015] that was accounted for 
and removed in various ways from some of the processed GPS velocity data 
(CWU, NMT, PBO) but is not removed from the InSAR velocity field. The 
higher temporal sampling of 3‐D deformation by the cGPS time series allows 
for recognition of postseismic transients, while the InSAR mean velocity 
maps enable characterization of the spatial extent of the affected areas. For 
the purpose of estimating long‐term interseismic fault slip rates, the 
knowledge of this transient signal is relevant and points to the synergy of the
two methods.



3.3 InSAR Spatial Sampling Compared to Campaign GPS Data

Our results indicate that the InSAR derived LOS velocity field agrees with 
cGPS‐derived rates within 1–2 mm/yr across the southern SAF without a 
priori information of the long‐wavelength deformation (Figure 4). We now 
compare the InSAR mean velocities and spatial resolution to campaign GPS 
data, which have larger uncertainties and only horizontal measurements. 
Figure 1 shows the spatial sampling of the GPS with an average station 
spacing of ∼10–15 km while the InSAR mean velocity map provides hundreds
of thousands of pixels where deformation can be measured. Figure 6 shows 
seven profiles on the eastern side of the mean velocity map spanning the 
MCF, BF, and SJF. We confirm a good agreement between the GPS (triangles)
and InSAR data (black dots), using both cGPS (red triangles) and the Crustal 
Motion Model (CMM4) velocity field [Shen et al., 2011] from campaign GPS 
(blue triangles). The increased spatial sampling of the InSAR mean velocity 
map is most informative between neighboring fault strands (BF, MCF, Figure 
6) where no GPS data are available. Only a few gaps exist in the mean InSAR
velocity map due to loss of coherence in high topography areas. Our results 
thus clearly demonstrate that InSAR provide better spatial constraints for 
interseismic deformation than GPS.



3.4 InSAR Uncertainties Relative to the Topography

We now test whether the InSAR‐cGPS discrepancies are correlated with the 
topography, which would suggest the presence of a stratified tropospheric 
delay in the InSAR mean velocity map requiring further correction. Figure 7 
shows the cGPS‐InSAR LOS‐rate difference versus the cGPS stations elevation
considering 2‐D (left) and 3‐D (right) UNR cGPS data. There is no clear trend, 
suggesting that the stratified tropospheric delay is not responsible for the 
InSAR‐cGPS discrepancies. Thus, in this case the mean velocity map is not 
affected by a significantly stratified tropospheric delay. This is likely due to 
the large number of interferograms, the relatively modest topography of the 
area, and the fact that the InSAR data are decorrelated at the highest 
elevations where cGPS stations are sparse (north of the MCF, Figure 1). Our 
results thus demonstrate that the comparison between InSAR and 
independent GPS data enables characterization of the noise level and noise 
source of the mean velocity map.



3.5 InSAR Uncertainties From MODIS Observations

Using MODIS data we independently estimate the scattering of each pixel's 
time series due to the stochastic wet delay [Fattahi and Amelung, 2015]. We 
obtain MODIS time‐series of delay for all acquisitions from 2002 to 2012 (two
acquisitions per day, total ∼7000 acquisitions), remove the seasonal effects 
and calculate the standard deviation [Fattahi and Amelung, 2015]. The 
uncertainty of the velocity field is then obtained by considering the SAR 
acquisition times (Figure 8b). The results indicate the average standard 
deviation of the stochastic wet delay is ∼2 mm/yr, in agreement with the 
absolute average deviation between the cGPS and InSAR data. The 
maximum standard deviation of the stochastic wet delay is ∼4 mm/yr 
observed between the MCF and BF. The plot of the velocity uncertainties 
versus distance allows us to constrain the uncertainty between any two 
pixels when knowing their distance (Figure 8c). It was generated using a 
sample of 1000 pixels in the region, each pixel being considered as reference
once, calculating the uncertainties and distances of all other pixels, and then
moving the reference pixel to the next pixel and repeating the calculations. 
The plot shows that uncertainties are increasing with distance and flatten at 
distances of ∼80 km with an average ∼2.5 mm/yr. Thus, we confirm with 
independent MODIS data that the average noise level due to tropospheric 
delay is low in our study area and that InSAR enables imaging of short and 
long wavelength deformation on the order of 2 mm/yr.



4 InSAR Limitations to Characterize Interseismic Deformation

We showed that InSAR is able to characterize the interseismic deformation 
that is traditionally measured with spatially sparse GPS data. However, three 
limitations of using InSAR to characterize interseismic deformation exist. The
first is that measurements are in LOS direction rather than providing 
horizontal or 3‐D components. To decompose the InSAR LOS signal into its 
vertical and horizontal components requires sufficient acquisitions of both 
ascending and descending SAR data [Wright et al., 2004]. However, in this 
location the Envisat ascending data are sparse. The second limitation is that 
the amplitude of the measured interseismic deformation in LOS depends on 



the SAR acquisition geometry with respect to the fault orientation. InSAR 
measurements are insensitive to horizontal displacements in the along‐track 
direction. In this study the most favorably oriented fault is the MCF (∼N75°W 
or 85° from the SAR azimuth direction of ∼N166°W), and the orientation 
becomes less favorable for the SAF and BF (∼N65°W or ∼75° from the SAR 
azimuth direction) and the SJF (∼N50°W or ∼60° from the SAR azimuth 
direction). This indicates that a fraction of the interseismic deformation 
associated with these faults will not be captured by the descending LOS 
data. The third limitation for resolving interseismic deformation is the large 
number of SAR acquisitions required to generate a dense time series both 
temporally (to decrease the effect of orbital errors) and spatially. The 
distance of these measurements need to extend at least five times the 
locking depth from the fault [Savage and Burford, 1973] to capture 90% of 
the interseismic deformation. For large fault systems this requires multiple 
SAR frames to be processed. The generation of a continuous velocity field 
can be problematic when frame borders are inconsistent with each other or 
with the neighboring frames.

5 Interseismic Deformation From InSAR on the Southern San Andreas Fault 
System

We test if the high spatial resolution of the InSAR data can help refine the 
slip estimates on the SAF and SJF separated by ∼35 km with only 
descending‐orbit LOS observations. We use forward dislocation models to 
produce mean LOS velocity fields considering different slip scenarios and 
test if the difference is resolvable with InSAR. The purpose of this paper is 
not to develop detailed modeling and reach precise estimates of fault slip 
rates, fault parameters or their uncertainties. Instead we illustrate with 
simple tests the cases for which the consideration of InSAR interseismic data 
can help differentiate between different slip models. We invert for slip rates 
on 3000 km deep vertical faults to approximate screw dislocations to infinite 
depth [Savage and Burford, 1973]. The faults are considered vertical and 
extend far away from the area of interest to avoid side effects. The faults 
and their slip rates are based on mean estimates from the Uniform California
Earthquake Rupture Forecast or UCERF3 [Field et al., 2014]. We include the 
Elsinore Fault with a slip rate of 5 mm/yr and the Homestead Valley Fault and
Lavic Lake Fault in the Eastern California Shear Zone (ECSZ), the two faults 
with the Landers and Hector Mine earthquake hypocenters, respectively, 
with slip rates of 3.5 and 3.4 mm/yr. We then use five different slip scenarios
for the SAF and SJF (see supporting information Figure S3). The first two 
consider similar rates on the SAF and SJF either at 14 mm/yr (model 1) [Platt 
and Becker, 2010] or at 18 mm/yr on SAF and 19 mm/yr on SJF (model 2) 
[Lindsey and Fialko, 2013]. The third and fourth scenarios consider 
significantly higher slip rates on the SAF than on the SJF with 25 mm/yr on 
the SAF and 21 mm/yr on the SJF (model 3) [Fialko, 2006] and 25 mm/yr on 
the SAF and 12 mm/yr on the SJF (model 4) [Fay and Humphreys, 2005]. The 
last scenario considers higher slip rates on the SJF than the SAF with 24 mm/



yr and 16 mm/yr, respectively (model 5) [Lundgren et al., 2009] (see 
supporting information Figure S3 for synthetic mean LOS velocity maps).

We use profiles crossing the faults to compare the different modeled 
velocities and the InSAR data (Figure 9). We observe that the difference in 
mean velocity produced by the different models is large enough (3 to 7 mm/
yr, Figure 9 and supporting information Figure S3) that InSAR could help 
favor a particular slip scenario. In all three profiles the 14 mm/yr of slip on 
the SAF and the SJF model is the closest to the observed mean velocity and, 
presumably, the difference between the model and the InSAR data relates to 
unmodeled postseismic effects. The vertical deformation in the mean LOS 
velocity map located north of the SAF (red on the right side, Figure 9), is 
likely to be associated with late‐stage postseismic viscoelastic relaxation 
[Freed et al., 2007; Pollitz, 2015], which would need to be accounted for to 
accurately estimate the long‐term slip rates.

In the first (westernmost) profile there is no clear localized velocity gradient 
associated with either the BF or MCF strand of the SAF system, but the 
gradient across the BF and MCF increases in the second and third profiles 
moving eastward. This suggests that slip rates may vary laterally, in 
agreement with block models suggesting lower slip rates in the Mojave 
section of the SAF than north and south of it [Meade and Hager, 2005; 
Becker et al., 2005; Spinler et al., 2010]. Overall, our simple forward models 
confirm that the high spatial resolution of the InSAR mean velocity map 
should help improve slip rate constraints on the SAF and SJF located 35 km 
apart since the predicted surface deformation from the different slip models 
is larger than the uncertainties in the InSAR mean velocity map.

In the previous forward models we considered the SAF with a single strand 
following the MCF. However, in the eastern part of our study area the SAF is 
separated into the BF and the MCF. The slip rates of these faults remain 
highly debated with works considering that the BF is the active strand of the 
SAF, the MCF being abandoned [Fumal et al., 2002], while others consider 
the opposite [Behr et al., 2010; Blisniuk et al., 2013]. GPS data cannot help 
provide slip‐rate estimates for these faults due to their close proximity 
(maximum of 12 km apart) and the lack of spatial sampling [Liu et al., 2015] 
(Figure 6). We use forward dislocation models to obtain mean LOS velocity 
maps considering three different slip scenarios on these two faults 
(supporting information Figure S4). The three slip scenarios consider 1) 
similar slip on the MCF (12 mm/yr) and the BF (10 mm/yr); 2) all the slip 
being accommodated on the BF (22 mm/yr); and 3) all the slip being 
accommodated on the MCF (22 mm/yr) (from UCERF3). Figure 10 and 
supporting information Figure S4 show that theses different slip scenarios for
the BF and MCF are not resolvable with the LOS mean velocity map. The 
variation between the different models (red, green, and blue lines on Figure 
10) is significantly smaller (<1 mm/yr) than the scattering and uncertainties 
of the InSAR data. Thus, in the case of closely spaced faults (<20 km) such 
as the BF and MCF, even the high spatial resolution of InSAR cannot help 



differentiate between different slip rate scenarios. We also test if this could 
be overcome by using a fault‐parallel mean velocity map (supporting 
information Figure S5). In this case the different slip scenarios result in 
differences of mean fault‐parallel velocity of up to 3 mm/yr. These results 
suggest that if multiple satellite viewing geometries were available to 
decompose the InSAR LOS signal into its vertical and horizontal components 
it may be possible to favor one slip scenario and provide geodetic constraints
for the slip rates on the BF and MCF from InSAR data. Unfortunately, in this 
particular area the Envisat ascending data are sparse. Our results however 
demonstrate that advanced modeling efforts oriented toward 
characterization of fault slip rates will benefit from the incorporation of InSAR
data, after examination of its level of uncertainties, as envisioned in the 
SCEC Community Geodetic Model (CGM) [Murray et al., 2013].





6 Conclusion

We demonstrate that InSAR time series products can be used to measure 
long‐wavelength deformation without the use of a priori GPS information 
during InSAR processing. We show that our InSAR LOS‐velocity field agrees 
well with a long‐wavelength GPS velocity field, and, by keeping InSAR and 
GPS data independent, we can evaluate the uncertainty of the InSAR mean 
velocity map. In the case of southern California, the InSAR and GPS‐derived 
LOS velocities agree within 1–2 mm/yr consistent with the predicted InSAR 
uncertainties due to the wet delay based on independent MODIS 
observations We show that the high spatial resolution of InSAR provides 



additional data to improve estimates of long‐term fault slip rates. Our first‐
order modeling shows that descending LOS Envisat data can help 
differentiate between various scenarios of slip partitioning on the SAF and 
SJF, separated by a maximum of ∼35 km, and can augment future modeling 
efforts. Our results also reveal that in the case of closely spaced faults (<12 
km), such as the MCF and BF strands of the SAF, a single viewing geometry 
is not sufficient to separate the contributions from the two faults, but 
additional viewing geometries might provide enough constraints. 
Accordingly, it is important that current and future satellite missions consider
acquiring data in multiple viewing geometries so that the InSAR LOS signal 
can be decomposed into its vertical and horizontal components and InSAR 
becomes fully integrated into interseismic models of strain accumulation 
used for seismic hazards assessment.
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