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ABSTRACT OF THE DISSERTATION

Dynamic Modeling of Earthquake Sources on Rough Faults

by

Qian Yao
Doctor of Philosophy in Geophysics

University of California and San Diego, 2017
San Diego State University, 2017

Professor Steven Day, Chair

Surface roughness is a universal characteristic of natural faults. Roughness
can be represented statistically as a random field that is approximately self-similar
over many orders of magnitude in scale-length with a ratio of amplitude to length
scale that typically falls into the range 1072 to 1072 . Incorporating realistic rough
fault surface into 3D numerical simulations of earthquake dynamic rupture provides
guidance to build kinematic rupture generator.

We have built a database of more than 1000 simulations of 3D strike slip
dynamic rupture for different realizations of rough fault surfaces at different fault
roughness levels. We first have explored the role of the fault roughness in influ-
encing the 1-point and 2-point statistics of earthquake source parameters such as

rupture velocity, peak slip rate, total slip, and slip rise time. Fault roughness
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reduces the amplitudes of rupture velocity, peak slip rate, rise time and total slip.

Then, we have extended our study to assess supershear transition mecha-
nisms that operate in 3D on rough faults and what factors contribute to the fre-
quency of occurrence and spatial extent of supershear rupture episodes. We have
reconciled the conflict that the supershear is favored by fault roughness from 2D
numerical simulation (Bruhat et al., 2016) and unfavored by fault roughness from
field observations (Bouchon et al., 2010) by dividing supershear into two types
supershear transitions: free surface supershear transition and buried supershear
transition.

Finally, we have investigated how well simulated earthquake behaviors on
rough fault relate to direct geological observations, such as free surface lateral slip,
plastic strain, and shallow slip deficits. We have found that fault roughness in the
form of a power law leads to self-affine surface lateral slip, which is in agreement
with recent optical imaging observations in the 1992 Landers earthquake (Milliner
et al., 2015). Also fault roughness tends to produce individual events with large
shallow slip deficits, which may help explain the suggestion that has been made,
based on a small number of earthquakes, that the SSD tends to be larger on

immature faults.
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Chapter 1

Introduction

1.1 Motivation to Study Rough Fault

Faults are complex structures, consisting of many scales of geometrically
complex features and a variety of different forms of heterogeneity. Geometrical
complexities are obvious from surface trace mapping. A fault system may include
multiple branching, discontinuous strands or secondary faulting (e.g., Ben-Zion
and Sammis, 2003; Bryant et al., 2005; Power and Tullis, 1991; Renard et al., 2006;
Sagy et al., 2007; Sage and Brosky, 2009; Candela et al., 2009, 2012; Bistacchi et
al., 2011). Fault surfaces are not geometrically flat. The surface roughness can
affect the stresses around the fault, and the dynamic stress perturbations induced
during earthquake slip, leading to a significant changes in earthquake nucleation
and propagation (e.g., Chester and Chester, 2000; Campillo et al., 2001; Dieterich
and Smith, 2009; Griffith et al., 2010).

Dynamic rupture modeling has been a fruitful way to investigate the effects
of geometrical complexity on rupture propagation. Several studies have already
been conducted to numerically simulate dynamic rupture on nonplanar faults (e.g.,
Dunham et al., 2011a; Shi and Day, 2013). The fluctuations of slip rate and rupture
velocity induced by fault roughness lead to heterogeneous slip distribution and the
excitation of high-frequency accelerations. The latter result is consistent with
previous theoretical work predicting strong high-frequency radiation when rupture

fronts accelerate or decelerate, as would be expected from interactions with fault



geometrical irregularity (e.g., Madariaga, 1977; Boore and Joyner, 1978; Kame
and Uchida, 2008).

There are many geophysically interesting, and practically important, topics
related to the dynamics of rough faults that can be profitably addressed in numer-
ical simulations, such as dependency of high frequency ground motions on fault
roughness, stress drop variations on rough faults, the conditions governing super-
shear transitions and other exciting topics. In many cases, the statistical analysis
of large ensembles of simulations may be required to meaningfully relate the sim-
ulations to geophysical observations. With the advanced computational ability of
supercomputers, and evolving analytical methods, researchers can address them

one by one in the future.

1.2 Statistics of Kinematic Earthquake Source

Parameters

Both kinematic and dynamic simulations have been used to simulate strong
ground motions. Kinematic simulations take as their input the slip function, pa-
rameterized by source parameters such as slip, slip rate, rupture velocity and rise
time. Methodologies for assigning those parameters are sometimes called kinematic
rupture generators. At low frequencies, the source parameters may be assigned on
the basis of simplified theoretical models or slip inversions of past earthquakes
(e.g., Mai et al., 2010; Roten et al., 2014; Graves and Pitarka, 2010). Dynamic
rupture models provide another approach to simulate strong ground motion. The
fault surface geometry, initial stress state, and the frictional parameters are the
inputs to dynamic models, generating consistent physics-based rupture kinematics
and ground motions (e.g., Olsen et al., 2009; Shi and Day, 2013; Ma and Andrews,
2010; Roten et al., 2014). However, the dynamic approach has the disadvantage
that is difficult to adjust input parameters (some of which are poorly constrained
by direct observations) to fit ground motion records in past earthquakes, and dy-
namic models also are much more computationally complex. Therefore, a viable

approach is to use a combination of kinematic and dynamic approaches in which



ensembles of dynamic simulations are used to estimate the source-parameter statis-
tical distributions for a kinematic formulation. This promising approach to ground
motion simulation is called pseudo-dynamic modeling.

On planar faults, several studies have been carried out to contribute to
this pseudo-dynamic approach (e.g., Oglesby and Day, 2002; Guatteri et al., 2003;
Ripperger et al., 2007; Song and Somerville, 2010; Schmedes et al., 2010, 2012).
Based on source parameter relationships on planar faults, a kinematic rupture
generator has been built for the 1994 Northridge and 1989 Loma Prieta earthquake
(Schmedes et al., 2012). The study of kinematic source parameters on rough faults
can add more realistic features when building a kinematic rupture generator. In
particular, the degree to which the various parameters are correlated with each
other affects the variance obtained in an ensemble of ground motion simulations,
and that variance is of great importance in probabilistic seismic hazard analysis. To
describe the source-parameter distributions appropriate to rough-fault kinematics,
both 1-point and 2-point statistics are relevant (Song and Somerville, 2010; Song
et al., 2009). 1-point statistics are used to calculate correlation coefficient of two
source parameters, regarded as random fields with zero offset. 2-point statistics are
used to calculate the correlation coefficient of two source parameters with non-zero

offset.

1.3 Supershear Earthquake

A supershear earthquake is an earthquake in which the rupture propaga-
tion along part of the fault surface propagates at speeds in excess of the shear
wave velocity. Previous theoretical work has investigated supershear rupture (e.g.,
Burridge, 1973; Andrews, 1976; Freund, 1979). Supershear rupture propagation
has been documented from seismic observations (e.g., Archuleta, 1984; Bouchon et
al., 2000, 2001; Dunham et al., 2004; Bouchon and Vallée, 2003; Robinson et al.,
2006; Vallée et al., 2008; Yue et al., 2013) and observed in laboratory experiments
(e.g., Xia et al., 2004). However, most numerical studies of supershear rupture

(e.g., Andrews, 1976; Day, 1982; Schmedes et al., 2010; Bizzarri and Das, 2012;



Dunham et al., 2003; Dunham, 2007) are limited to a planar fault surface.

It is important to better understand the supershear transitions on rough
faults. Rough fault dynamic simulations in 2D have shown that the supershear
transition is very sensitive to the background stress level and local geometry
(Bruhat et al., 2016). Therefore, we can anticipate that 3D rough-fault dynamic
rupture simulations will yield some new insights not available from the 2D simu-

lations.

1.4 Earthquake Field Observations

In addition to the fractal-like fault geometry of faults that is revealed by
surface trace mapping, similarly complex fluctuations of fault surface slip in indi-
vidual earthquakes have also been observed through high resolution imaging (e.g.,
Rockwell et al., 2002; Rockwell and Klinger, 2013). For example, the final slip is
self-affine fractal in the 1992 Landers earthquake, showing fluctuations at all ob-
servable length scales (Milliner et al., 2015). Furthermore, surface deformation is
not, in general, fully confined to the fault trace. For example, off-fault deformation
has been documented in many strike-slip earthquakes, such as the 1992 M7.3 Lan-
ders earthquake (Milliner et al., 2015), the 1999 Hector Mine earthquake (Milliner
et al., 2016), the 1999 M7.5 Izmit earthquake (Rockwell et al., 2002) and the 2013
Balochistan earthquake (Gold et al., 2015).

Another set of relevant observations come from coseismic slip inversions,
which are informed by GPS, inSAR, and seismic data. In large strike slip earth-
quakes, slip at depth around 4-5km is systematically larger than slip near Earth
surface (e.g., Reilinger et al., 2000; Simons et al., 2002; Fialko, 2004; Fialko et al.,
2005; Bilham, 2010), a phenomenon which is called shallow slip deficit (SSD). Geo-
logical observation suggest that structurally mature, large-cumulative-displacement
faults are associated with smaller SSD than faults that are structurally immature
and small-cumulative-slip (Dolan and Haravitch, 2014).

3D dynamic rupture simulations that incorporate rough fault surfaces can

contribute to our understanding of the above field observations. Simulations can



help us understand the origin of the self-affine character of surface slip and aid
us in quantifying the relationships between fault roughness level and measurable
effects such as SSD, off-fault deformation, and along-trace variability of the surface

slip.

1.5 Thesis Overview

This primary focus of this work is to characterize the dynamic behavior of
rough faults, as revealed by 3D simulations. It is natural that much of that charac-
terization takes the form of statistical distributions obtained from large ensembles
of simulations. Because the thesis focuses on 3D effects and large simulations, the
efficient use of advanced supercomputers was an essential aspect of the work. This
work is organized as follows. Chapter 2 discusses 1-point and 2-point source pa-
rameter relationships based on 3D earthquake dynamic ruptures on rough faults.
Chapter 3 discusses supershear transition mechanisms on 3D rough faults, and
factors that contribute to the frequency of occurrences and rupture extent of su-
pershear. Chapter 4 contains a study that uses 3D numerical simulations to relate
fault roughness effects to empirically observed near-fault deformational behaviors
of earthquakes, including fractal-like free-surface lateral slip, plastic strain distri-

butions and shallow slip deficits.
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Figure 1.1: Figure 9 from Candela et al. (2009). 3-D scanner data of the Magnola
fault slip surface at different scales.
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Figure 1.2: Illustration of Linear slip-weakening friction law, modified from An-
drews (1976), 7,, yield stress; 7, initial stress, 7y, residual frictional stress, d.,
critical slip-weakening distance
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Chapter 2

Earthquake Source Parameter
Relationships from 3D Rough

Fault Simulations

Earthquake ground motion simulations usually rely upon a kinematic de-
scription of the source in which the slip is parameterized by a few quantities (e.g.,
static slip, peak slip velocity, rupture velocity, rise time) that vary with position on
the fault. The kinematic parameters are frequently represented as random fields,
and dynamic rupture simulations have been used for estimating their distributional
parameters. This approach has been carried out for planar fault models, but fault
surface roughness modifies the rupture process and can affect the statistical dis-
tributions. We examine kinematic parameters derived from an ensemble of 3D
dynamic simulations for faults with self-similar roughness, with RMS surface de-
flection, «, in the range 0.001 to 0.01 times the fault dimensions. Fault roughness
reduces the amplitudes of rupture velocity, peak slip rate, rise time and total slip,
and also changes the correlation of source parameter pairs. For a very smooth fault
surface, with « equals to 0.001, the distribution of rupture velocity is concentrated
near the Rayleigh wave velocity (the terminal velocity for mode II rupture); the
distribution gradually broadens with fault roughness, and for a very rough case, a
equals 0.009, the rupture velocity distribution is broadly dispersed over the range

between 0.5 and 1.0 times the S wave velocity. Peak slip velocity and rise time
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are broadly distributed for models at all roughness levels, but increased roughness
shifts the distribution medians to lower values by about a factor of 1/3 (11 m/s to
4 m/s) for peak slip velocity, and about a factor of 2/3 (6 s to 4 s) for rise time,
as roughness « varies over the 0.001-0.009 range. The distribution of static slip
is broadened by increased roughness, and the median decreases by about a factor
of 0.6 (5m to 3m). Total slip shows negative correlation with rise time on smooth
faults, while the correlation becomes positive when the fault gets rougher. Stop-
ping phases from the edge of the rupture surface become less important on rougher
faults, because slip is more likely stopped by local geometry, leading to different
dependency of source parameters on the distance to the nucleation center. Source
parameters like total slip, peak slip rate and rupture velocity correlate with initial
traction ratio, defined as the ratio of initial shear to normal traction on the fault
surface. Two-point statistics show non-zero offset of the strong correlation peak
between different source parameters. These results may provide guidance for the

development of kinematic rupture generators for use in strong motion simulation.

2.1 Introduction

Earthquake ground motion simulations usually rely upon a kinematic de-
scription of the source in which the slip is parameterized by a few quantities (e.g.,
static slip, peak slip velocity, rupture velocity, rise time) that vary with position on
the fault. The kinematic parameters are frequently represented as random fields,
and dynamic rupture simulations have been used for estimating their distributional
parameters. This approach has been carried out for planar fault models, but fault
surface roughness modifies the rupture process and can affect the statistical dis-
tributions. We examine kinematic parameters derived from an ensemble of 3D
dynamic simulations for faults with self-similar roughness, with RMS surface de-
flection, «, in the range 0.001 to 0.01 times the fault dimensions. Fault roughness
reduces the amplitudes of rupture velocity, peak slip rate, rise time and total slip,
and also changes the correlation of source parameter pairs. For a very smooth fault

surface, with « equals to 0.001, the distribution of rupture velocity is concentrated
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near the Rayleigh wave velocity (the terminal velocity for mode II rupture); the
distribution gradually broadens with fault roughness, and for a very rough case, «
equals 0.009, the rupture velocity distribution is broadly dispersed over the range
between 0.5 and 1.0 times the S wave velocity. Peak slip velocity and rise time
are broadly distributed for models at all roughness levels, but increased roughness
shifts the distribution medians to lower values by about a factor of 1/3 (11 m/s to
4 m/s) for peak slip velocity, and about a factor of 2/3 (6 s to 4 s) for rise time,
as roughness « varies over the 0.001-0.009 range. The distribution of static slip
is broadened by increased roughness, and the median decreases by about a factor
of 0.6 (5m to 3m). Total slip shows negative correlation with rise time on smooth
faults, while the correlation becomes positive when the fault gets rougher. Stop-
ping phases from the edge of the rupture surface become less important on rougher
faults, because slip is more likely stopped by local geometry, leading to different
dependency of source parameters on the distance to the nucleation center. Source
parameters like total slip, peak slip rate and rupture velocity correlate with initial
traction ratio, defined as the ratio of initial shear to normal traction on the fault
surface. Two-point statistics show non-zero offset of the strong correlation peak
between different source parameters. These results may provide guidance for the
development of kinematic rupture generators for use in strong motion simulation.

Both kinematic and dynamic simulations have been used to compute earth-
quake ground motions. Kinematic simulations employ a phenomenological de-
scription of the source in which the slip function is often parameterized by a few
quantities (e.g., slip, slip velocity, rupture velocity, rise time) that vary with po-
sitions. For simulations limited to relatively low frequencies, the slip parameters
may be approximated on the basis of simplified theoretical models, or derived
from slip inversions of past earthquakes (e.g., Mai et al., 2010; Roten et al., 2014;
Graves and Pitarka, 2010). Other studies have examined the statistical structure
of slip in past events; for example, Song et al. (2009) have studied the 2D spatial
coherences between source parameters for both the 1999 Izmit, Turkey and 1992
Lander earthquakes. They found that total slip correlates to other parameters

such as peak slip rate, rupture velocity and rise time. However, in order to sim-
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ulate high frequency ground motion and achieve a quantitative and qualitative
character comparable to observed ground motions, it is necessary to use a source
model that represents short length-scale complexity of rupture that is not readily
resolved observationally in inversions of individual earthquakes (e.g., Mai et al.,
2010; Roten et al., 2014; Graves and Pitarka, 2010). Dynamic rupture models
provide an alternative approach to ground motion simulation. In dynamic models,
the fault surface geometry, initial stress state and the distributions of frictional
parameters are required input. While these inputs are also poorly constrained by
observation, the dynamic approach has the advantage that it can ensure that the
resulting rupture kinematics and ground motions are consistent with fundamental
physical constraints (e.g. physical limits on transient stress levels (e.g., Roten et
al., 2014), local energy conservation at the rupture front (e.g., Olsen et al., 2009;
Day et al., 2012)). On the other hand, the dynamic approach has the disadvantage
that it is difficult to adjust the input parameters to assimilate the information from
ground motion records of past earthquakes, a process that is relatively straight-
forward for kinematic models (e.g., Dreger et al., 2015). Dynamic simulations also
entail nonlinear boundary conditions and are much more computationally complex
than kinematic simulations. For these reasons, the kinematic approach to ground
motion simulation predominates, especially in practical engineering applications.
Given the absence of direct observational constraints for short-wavelength
structure of the source, the kinematic parameters are frequently represented as
random fields. A promising means of combining the advantages of kinematic and
dynamic approaches is to retain the kinematic formulation, but use ensembles of
dynamic simulations to estimate the distributional parameters of those random
field models. Versions of this procedure have been called pseudo-dynamic models.
For planar models of faults, several such studies have been carried out (e.g., Oglesby
and Day, 2002; Guatteri et al., 2003; Ripperger et al., 2007; Song and Someruville,
2010; Schmedes et al., 2010, 2012). From 315 simulations, Schmedes et al. (2010)
found that final slip amplitude is not related to local rupture velocity, but the
latter is correlated with rise time. They also found rupture velocity is positively

correlated with peak slip rate and source parameters are hypocenter-distance de-
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pendent. Based on these source parameter relationships, Schmedes et al. (2012)
have built kinematic rupture generators for the 1994 Northridge and 1989 Loma
Prieta earthquake.

Surface roughness is a universal characteristic of natural faults. Roughness
can be represented statistically as a random field that is approximately self-similar
over many orders of magnitude in scale-length (e.g., Candela et al., 2012; Shi and
Day, 2013; Dunham et al., 2011b) with a ratio of amplitude to length scale that
typically falls into the range 1073 to 1072 (e.g., Power and Tullis, 1991). Ge-
ometrical complexities such as surface roughness can influence the spontaneous
propagation of rupture in ways that may affect the slip parameters and enhance
the generation of high frequency motions, as has been demonstrated by numerical
simulations in 2D (Dunham et al., 2011b; Trugman and Dunham, 2014) and 3D
(Shi and Day, 2013). Enhanced generation of high-frequency radiation is a conse-
quence of roughness-induced spatial fluctuations of both slip and rupture velocity
(and direction), as expected on the basis of analytical studies (e.g., Madariaga,
1977; Spudich and Frazer, 1984). Trugman and Dunham (2014) have shown that,
in 2D rough fault simulations, there is an anti-correlation between local slope of the
fault profile and slip parameters like rupture velocity, peak slip rate and total slip,
respectively. Similar relationships in 3D may provide a basis for the generation of
kinematic models for use in ground motion simulations.

Here we examine kinematic parameters derived from an ensemble of 400
dynamic simulations for geometrically rough faults. Our goal is to get a better
understanding of how the source parameters and their correlations are influenced
by fault roughness in 3D. This study is in part an extension to 3D of the 2D study of
Trugman and Dunham (2014), as required for practical application in engineering
seismology. To isolate the effects of fault roughness, we only consider homogenous
background stress, neglecting the effects of prestress heterogeneity that have been
examined in previous studies for flat faults (e.g., Ripperger et al., 2007; Schmedes
et al., 2010, 2012; Song and Someruville, 2010; Andrew and Ma, 2016; Baumann
and Dalguer, 2014). We have computed the correlation coefficient and spatial

interdependency between different pairs of source parameters. To support our
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conclusions, we examine subsets of our datasets to confirm that the results are
stable.

After checking the correlation coefficient of different source parameter pairs,
we investigate how the initial traction distribution on rough fault varied with
roughness, and how that initial traction condition alone (i.e., in the absence of
geometrical roughness) would control source parameters, to provide some insight
into the origin of the aforementioned source parameter correlations. In addition to
examining parameter-pair correlations, we also consider the 2D spatial correlation
of rupture velocity and peak slip rate, total slip and initial traction ratio, which
are relevant for defining the spatial distribution of source parameters in kinematic

rupture generators (e.g., Song et al., 2009; Schmedes et al., 2010).

2.2 Dynamic Rupture Models

In this study, we simulate in 3D, 400 strike slip dynamic ruptures whose
fault dimensions are 60km(along strike) x 30km (along dip). We tapered friction
parameters on the fault near the boundary to stop the rupture before the rupture
front hits the boundaries. The faults in this study are represented by 2D surfaces
that are self-similar (with a short-wavelength cutoff), having a Hurst exponent
equal to 1. On these surfaces, the short-wavelength cutoff and scale-length ratio
define the roughness. The scale-length ratio is the ratio of the standard deviation
of the fault surface from its mean plane to the scale length over which that mea-
surement is taken (and the ratio is independent of the latter scale length). In this
ensemble of simulations, the short-wavelength cutoff is 100m and the scale-length
ratio varies from 0.001 to 0.01. The 2D self-similar fault profiles are constructed
based on a Fourier transform method (e.g., Andrew and Barall, 2011; Shi and Day,
2013). We randomly choose 20 seeds to generate 20 fault surface realizations, and
for each realization, the amplitude is scaled to five a values ranging from 0.001 to
0.01, so that, in total, we have 100 realizations of fault surfaces.

To investigate the importance of fault roughness, we isolate the roughness

effect by adopting homogenous background stress. The initial normal stress is given
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by 011 = 099 = 033 = 120M Pa and the shear stress is assumed: o5 = 7T0M Pa
and 093 = 031 = 0 on the mean plane of the fault. The initial shear and normal
tractions vary at different points on the fault, due to the fluctuations of fault
orientation. To enable comparison with previous studies of flat faults, we only
consider a slip weakening friction law, which implies there is no restrengthening
when slip slows. The slip weakening distance is 0.4m. For simplicity, we use
spatially uniform friction coefficient on the fault except for a tapering near the
boundary and a minimum friction condition that prevents premature rupture at
sharp releasing bends. On the fault, the dynamic friction coefficient is 0.525. To
avoid any rupture prior to the arrival of waves from nucleation zone, we prescribe
the minimum static friction coefficient for the whole fault plane determined as the
value which is larger than the maximum ratio of the initial local shear traction
to the normal traction at all points on the whole fault plane. On a flat fault,
the ratio of shear and normal stress is 7/12. When we resolve the background
stress onto 20 fault realizations at each fault roughness, the ratio of initial shear
and normal traction can be up to 0.72, therefore we use 0.75 as our static friction
coefficient, which is uniform on the fault. If we did not consider this, the fault
would self-nucleate, rather than nucleated by our nucleation strategy.

Many studies of flat faults have shown that the dimensionless ratio S (An-
drew, 1976a) is an important determinant of rupture behaviors. For the rough-
fault simulations, we can define a hypothetical S, value on the mean fault, S}
(Sp = (15 — 10) /(70 — T4), where 7y is the background shear stress and 75 and 74
are the peak and residual strengths), that is equal to 2.857. However the actual
traction-based value, S; , of that ratio (S; = (T}, X ps — Ts)/(Ts — T, X pa), where
Ty is local shear traction, T, is local normal traction, and s and pg are static and
dynamic friction coefficient, respectively) varies spatially due to the fluctuations
of fault orientations; S; takes minimum value 0.146, and in a few places the initial
shear traction approaches 74, so that S; has no meaningful upper bound.

We initiate rupture by imposing a minimum rupture velocity (within the
specified nucleation zone) to generate a rupture front that eventually reaches a

point of instability and grows spontaneously. In this study, the nucleation zone
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radius is 2.3km and a minimum rupture velocity is 1800km/s. For each realization
of the fault geometry, we do simulations with the nucleation zone at each of four
different locations on the fault. We use generalized finite difference method SORD
(e.g., Ely et al., 2008, 2009, 2010), based on a trial-stress formulation (Shi and
Day, 2013), with a grid spacing 50m and time step 0.004s in our computations.
To ensure numerical accuracy, the cohesive zone where the rupture front
evolves with time has to be resolved by enough grid points. As a first approxima-
tion, we can estimate the cohesive zone size A using the expression by Palmer and
Rice (1973) which applies to a planar fault and is an upper bound in the sense
that it represents the zero rupture-velocity limit Ay, whose length is around 210m.
We can compare this preliminary estimate with the actual cohesive-zone dimen-
sion calculated for the dynamic rupture process in a representative case (with an
intermediate value, 0.005, for «). For each time step, we calculate two contours on
the fault surface, one given by the locations of rupture front on the fault, and the
other one given by the locations whose accumulated slip equals the slip weakening
distance. At a given time, the cohesive zone dimension is the minimum distance
between these two contours (rupture time and weakening slip time). We have veri-
fied that the cohesive zone is always well resolved with at least 3 grid points (equal
to 150m, which, as expected, and consistent with results in Day et al. (2005)) is
somewhat less than the zero rupture-velocity estimate of 210m). Based on analysis
in Day et al. (2005), this resolution is sufficient for our purposes (simulation errors
in rupture velocity and slip less than about 2%, and in peak slip velocity less than

about 10%).

2.3 Methods of Analysis

To provide reasonable statistical sampling, we have simulated 400 cases, as
outlined in the previous section(20 fault shapes, 5 roughness amplitude, 4 nucle-
ation sites), and for each simulation, we choose more than 2000 points on the fault
to generate our database of slip parameters. The five roughness levels are given by

a 0.001, 0.003, 0.005, 0.007 and 0.009, respectively. In our analysis, we focus on
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the points in sub-shear rupture velocity regions, deferring analysis of supershear
regions, anticipating that these regions may have a different pattern of behavior.
We exclude the points in regions that are close to the hypocenter (at least 10km
from the nucleation center) or domain boundary because the rupture behavior in
these regions is heavily affected by assumptions known to be highly artificial.

The source parameters we investigate in this study are total slip, peak slip
rate, rupture velocity and rise time at each point on the fault. The simulation
directly provides rupture time and slip rate history at each point on the fault. To
compute the rupture velocity, first we calculate the 2D gradient of rupture time
(e.g., Oglesby and Day, 2002). The derivative is smoothed by filtering with a 2D
250m x 250m box function. The inverse Euclidean norm of the gradient gives
the local rupture velocity V,,,. The normalized rupture velocity Vo, is rupture
velocity divided by the shear wave velocity.

To obtain a simplified representation of the slip, we fit the simulated slip
rate at each point to a representative function form, and obtained the slip param-
eter from that function. Tinti et al. (2005) have discussed different types of slip
rate functions, for example, boxcar, delta, Gaussian, truncated Kostrov and Yoffe
functions. They proposed an analytical function that is good for dynamic rupture
based on Yoffe function as used by Nielsen and Madariaga (2003). This function
is originally proposed by Yoffe (1951) for a steady-state solution of a mode I crack
and extended to Mode II crack propagation by Broberg (1978, 1999) and Freund
(1979). This regularized Yoffe function proposed by Tinti et al. is parameterized
by source parameters like rise time, peak time, and peak slip rate. By fitting Yoffe
function, we can get total slip, peak slip rate and rise time. The main motivation
for fitting the slip to the function before estimating the source parameters is to
ensure a stable estimation of the rise time. That parameter can sometimes be dif-
ficult to define in a consistent and meaningful way from the original slip function,
which may sometimes have a secondary slip episode, or exhibit a long decay time
that includes very low-amplitude slip with little seismological significance.

In our analysis, we parameterize the slip rate history with Yoffe function at

each point on the fault. In the simulations, we find that some points can rupture
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again after the passage of an initial rupture pulse in rough fault simulations, and
we only focus on the first peak of the slip rate if there are multiple peaks. The slip
rate function is generated by convolving a Yoffe function with a half sine of width

(Schmedes et al., 2010),

5(t) = ARe(\/TO il ?‘_‘TOTP Y e H(T, - t)sin(wTiO), (2.1)

where Tj is rupture time, 7, is rise time and 7, is peak time. First, we need to
find the initial approximation of the parameters. The minimum time when the slip
rate is non-zero is defined as the rupture time 7j, and the interval time from the
rupture time to the first time when the slip rate is not monotonically increasing is
the peak time. The interval between the rupture time and the first time after the
first peak when the slip rate equals zeros defines the rise time T,. The peak slip
rate is defined as the amplitude of the first peak. Total slip parameter is defined
as the integral of the slip rate function from the rupture time to the rupture time
plus rise time. We fit the slip rate function between Ty to Ty + 7T, to equation
(1) by minimizing the integral of squared misfit by using downhill simplex method
(e.g Nelder and Mead, 1965), and get the local minimum as a function of (Tg, T,
T,). Figure 2.3 gives an illustration of slip rate function parameterization.

We focus on 1-point statistics in our data analysis. 1-points statistics are
used to calculate correlation coefficient of two source parameters, regarded as ran-
dom fields with zero offset. When calculating source parameter correlation coeffi-
cients in 1-point statistics, we choose to use Spearmans rank correlation coefficient.
Usually Pearson correlation coefficient is used to calculate correlation coefficient
based on two variable values. However, the Pearson correlation coefficient is sensi-
tive to outliers in variables, which occasionally happens due to poor fitting in our
data analysis; this is rare, but but can be significant. The correlation coefficient of

two spatially distributed quantities, X and Y, can be computed by the equations.

p = El(rgx (i) = mrgy ) (rgy (@) = mygy )|/ (rgx Orgy ). (2:2)

The two random variable X and Y, can be any source parameters. rgy

and rgy are ranks converted from X and Y, and 0,4, and o,,4, are the standard
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deviations, respectively. « is the position vector. We get the expectations in
equation (2) estimated by averaging over a single simulation, and then forming
a distribution of corresponding source parameter from the simulation ensembles.
In this part of analysis, we investigate how source parameter distributions vary
by the fault roughness level. This information provides guidance for development
of kinematic rupture models, supplementing the similar relationships previously
derived from smooth-fault models (Schmedes et al., 2010, 2012). We also examine
how source parameter distributions vary with the distance to the nucleation center,
information also relevant for building practical kinematic models. How the source
parameters and rough fault surface shape are related is also studied, and this leads
to distributions of the ratio between shear and normal tractions and correlations of
each source parameter and initial traction ratio at different fault roughness levels.

We also consider 2-point statistics of the source-parameter fields. Two-point
statistics are used to calculate the correlation coefficient of two source parameters

with non-zero spatial offset, which can be expressed by the equation.

p(h) = E[(X (@) = mx)(Y (@ + h) = my)]/(ox0v). (2.3)

h is separation vector between X and Y. The normalized covariance p(ﬁ)
is called a correlogram (Goovaerts, 1997). If fault roughness causes a delay of
one source parameter relative to another as the rupture propagates, the 2-point
statistics might capture that effect. To study 2-point statistics, we have selected a
fixed size 2D region within each realization that is not affected by the nucleation
regions or domain boundaries.

We have tested the robustness of all the statistics by applying the analysis to
three different subsets of the simulations. The first test is to choose all realizations
from two rather than four nucleation centers, and the second test is getting all
realizations from fault surfaces derived from 10 seeds rather than 20 seeds, and
the third one is randomly selecting 1000 points from the rupture plane rather than
2700. All three subset test cases give consistent results; the differences of results

from subset test cases, and from all simulations taken together, are less then 1%.
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2.4 Result

We first focus on how the parameters amplitudes distribute. The parame-
ters we have studied are rupture velocity, total slip, rise time and peak slip rate.
From Figure 2.4, the total slip on faults in the sub-shear areas from our simulations
decreases with increased fault roughness (holding the initial stresses and friction
coefficients fixed). When « equals 0.009, which corresponds to the roughest simu-
lations in our datasets, the median of total slip is around 3m, however the median
of total slip in the smoothest fault is around 5m. The rougher fault triggers larger
fault drag force, making the total slip smaller. Dieterich and Smith (2009) also
found reduced slip due to fault roughness. Fang and Dunham (2013) introduce the
term roughness drag to describe the additional shear resistance to slip induced by
fault roughness.

Rupture velocity, shown in Figure 2.4, has been normalized by shear wave
velocity. As Figure 2.4 shows, rupture velocity at points on the fault is more widely
distributed and smaller in amplitude with higher-amplitude fault roughness. When
Fang and Dunham (2013) equals 0.001, the normalized rupture velocity is concen-
trated near 0.92, which corresponds to the Rayleigh wave velocity, the terminal
velocity for mode II rupture. However the normalized rupture velocity spreads
overall the interval from 0.5 to 1 when « equals 0.009. With higher amplitude fault
roughness, the rupture velocity has larger variation because of the complications
introduced by dynamic rupture interaction with local fault geometry. In addition
to the increased variability, the averaged normalized rupture velocity also becomes
smaller with increased roughness. We can interpret that result in terms of the
roughness drag concept of Fang and Dunham (2013). A rougher fault repartitions
part of the energy otherwise available from the strain field into short wave-length
strain fluctuations around the fault, leaving less energy available to extend the
rupture. We also find an increased tendency for supershear rupture patches to
arise under higher amplitude fault roughness. However, factors controlling occur-
rence of supershear are complicated, including, in particular, the degree to which
the rupture interacts with the free surface. Supershear rupture in rough-fault sim-

ulations also involves supershear patches that may occur at a wide range of scales,
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some of which may be of observational and engineering relevance and some not.
In addition, supershear rupture is associated with systematic changes in the form
of slip function (e.g., Schmedes et al., 2010). For these reasons, we defer analysis
of supershear rupture to a separate study.

Peak slip rate is another parameter we have analyzed. Peak slip rate ampli-
tude decreases with increased fault roughness. When a equals 0.009, the median
of peak slip rate is around 4m/s, which is much smaller than 11m/s, the median
of peak slip rate when « equals 0.001. The rupture acceleration at local points
has been affected by the dynamic rupture interacting with local fault geometry,
which can be demonstrated by the variation of peak slip rate on the fault. From
theory (Ida, 1973; Freund and Hutchinson 1985) and (flat-fault) simulation (Day,
1982; Gabriel et al., 2013; Bizzarri, 2012), peak slip rate is expected to be approxi-
mately positively proportional to rupture velocity. Reduced rupture velocity leads
to reduced peak slip rate. We did not consider off fault plasticity in our study,
and this is a subject that still needs to be explored. Based on previous work (e.g.,
Andrews, 2005; Duan and Day, 2008; Gabriel et al., 2013), our expectation is that
introducing off-fault yielding would generally reduce rupture velocities and peak
slip velocities, with little effect on their correlation structure.

Rise time on faults gets shortened with increased fault roughness. When
a equals 0.009, the rise time centers around 6s. When a equals 0.001, the rise
time focuses around 4s. With higher fault roughness, the stopping phase of fault
dynamic rupture is more likely to be controlled by the local geometry rather than
the stopping phase from the simulation domain boundary. For example, a bend
may result in early termination of the slip pulse, either because sliding increases
the normal stresses at the bend itself, or because rupture velocity change at the
bend induces a stopping phase affecting nearby points.

In summary, the additional shear drag from fault roughness generally re-
duces rupture front acceleration, which slows the rupture process, generating smaller
rupture velocity and smaller peak slip rate. The fault geometry influences the
length of rise time because the rupture process is more likely be stopped by local

fault geometry on a rough fault rather than stopping phase from domain boundary
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on a flat fault. Larger fault roughness introduces some areas on which slip pro-
duces large normal-stress increases, which can easily stop the slip pulse, generating
smaller rise time. Total slip is dependent on rise time and peak slip rate, therefore
total slip is decreased with increased fault roughness. These three conditions are
correlated, and those correlations should be taken into account in the development
of kinematic rupture generators (i.e., for use in ground motion simulation). Our
simulations provide information on both mean source parameter values and their
correlation matrix, with potential applications in kinematic modeling of ground
motion.

We next consider how the source parameters depend on the distance of the
point from the nucleation centers, which is another important factor for the design
of a kinematic rupture generator. We consider hypocentral distance intervals of
10km -20km, 20km-30km, and 30km-40km. In Figure 2.5, when a equals 0.001,
peak slip rate increases with increased distance from the point to the hypocenter,
normalized rupture velocity increases and concentrates more closely on 0.92, and
rise time decreases. At low-amplitude roughness, the trend of source parameters
can be explained well by a crack-like model governed by a slip weakening law,
with the rupture stopped by the boundary. The rupture front accelerates from
the hypocenter until it hits the boundary; therefore we have larger peak slip rate,
larger rupture velocity and smaller rise time with larger distance from the point to
the hypocenter. The analytical solution from Kostrov (1964) gives the slip history
on a self similar circular shear crack which grows at a fixed rupture velocity in a
prestressed homogeneous space. In that solution, the peak slip rate is expected
to increase as the square root of distance from the point of rupture, as seen in
the lower-roughness distribution in Figure 2.5. With high-amplitude roughness,
this trend is less apparent, and disappears entirely for the roughest case. In the
rougher cases, the source parameters are more controlled by dynamic interaction of
slip pulse and local fault geometry, and a slip pulse stops more easily when it hits
a local barrier. The diminished distance dependency for rough faults may need to
be taken into account in the development of kinematic rupture generators.

The third part of the analysis examines the correlation of the source param-
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eters with a property of the fault geometry that we refer to as the initial traction
ratio. While our model uses a uniform initial stress tensor, the local shear traction
and normal traction in this model are non uniform when the fault is rough, but
are strongly dependent on the local geometry. In Figure 2.6, an example of a sine-
shaped kink shows how normal traction and shear traction change through the
releasing and restraining bends. We define the initial traction ratio as the ratio of
shear traction (i.e., the amplitude of the shear traction vector) to normal traction
at a point on the fault. For higher amplitude fault roughness, the initial traction
ratio has slightly smaller mean and is more widely distributed relative to smooth
faults. The initial traction ratio in 3D plays a role similar to that of the local slope
in 2D rough fault simulations considered by Trugman and Dunham (2014).
Starting with the calculated source parameters (rupture velocity, peak slip
rate, rise time and total slip) at each fault point from each simulation, and the
corresponding initial traction ratio at the same set of points, we calculate the cor-
relation coefficient of each source parameter with the initial traction ratio in each
simulation realization. The result is a distribution of 100 correlation coefficients
at five different roughness levels. As shown in Figure 2.7, when a equals 0.009,
total slip, rupture velocity and peak slip rate are high positively correlated with
initial traction ratio. Positive correlation is weaker for smoother faults. When
a equal 0.001, which is at the low end of observed roughness values, there is no
correlation between total slip, rupture velocity, peak slip rate and initial traction
ratio respectively. For all levels of fault roughness, there is no obvious correlation
between rise time and initial traction ratio. When the fault is very rough, however,
the other local source parameters are heavily influenced by initial traction ratio
and interaction between rupture front and local geometry during rupture propa-
gation. At a releasing bend, the initial traction ratio is high, which favors rupture
nucleation. As rupture propagates, the rupture front accelerates faster along the
releasing bends, and then rupture velocity, peak slip rate and total slip are larger
compared to a flat fault. At a restraining bend, the initial traction ratio is low, and
the three source parameters show a negative trend, so source parameters rupture

velocity, peak slip rate and total slip are more positively correlated with initial
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traction ratio in the high roughness cases. In contrast, rise time is controlled by
positions of large local barriers. Since our fault geometry is randomly generated,
after averaging of 100 realizations, there is no obvious correlation between rise time
and initial traction ratio. To the extent that we can characterize the statistics of
fault geometry, the correlation structure of the source parameter spatial distri-
butions may be approximated from this type of correlation with initial traction
ratio.

Next we examine how the correlation coefficients of different source param-
eter pairs distribute. Similar to foregoing analysis, source parameters at each point
on the faults have been retrieved, then the correlation coefficients of different source
parameter pairs have been calculated based on 80 simulation realizations at each
of 5 different levels of fault roughness.In Figure 2.8, rupture velocity is positively
correlated with peak slip rate at all levels of fault roughness, and both rupture
velocity and peak slip rate are positively correlated with total slip at all levels of
fault roughness. The positive correlation of rupture velocity and peak slip rate is
supported by theoretical work for faults (Ida, 1973; Freund and Hutchinson, 1985).
Because we already found that rupture velocity, peak slip rate and total slip are
positively correlated with local traction ratio, the positive correlation coefficients
in Figure 2.8 between rupture velocity and total slip, and between peak slip rate
and total slip, were to be expected.

Rupture velocity and peak slip rate are each negatively correlated with
rise time at low amplitude of fault roughness. The correlation becomes positive
when fault roughness increases. On smooth faults, because the slip weakening law
governs the rupture behavior, this negative relationship is related to the distance
to the nucleation center. As the slip pulse propagates away from the hypocenter,
peak slip rate and rupture velocity both becomes larger, and rise time becomes
shorter, therefore the correlation coefficient is negative when the fault is smooth.
When fault roughness increases, the slip pulse can be stopped before it hits the
domain boundary. Rupture velocity and peak slip rate become more dependent on
the local traction ratio. However, rise time does not show obvious correlation with

initial traction ratio when fault is rough, but is more dependent on the nearby
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geometry that may generate stopping phases (as noted earlier), and therefore the
negative correlation becomes weakened.

Two-point statistics from dynamic simulations provide further information
describing the rough-fault kinematics. As discussed in Song et al. (2009), spatial
coherence estimates for slip in the 1999 Izmit earthquake and the 1992 Landers
earthquakes show that a significant level of correlation between parameters not
only exists at zero offset but also at nonzero offset distance. We examine the
spatial coherence of initial traction ratio and source parameters total slip, peak slip
rate, and rupture velocity in the datasets. For 2-point statistics study, we select
fault areas on the right or left side of the fault surface which are away from the
nucleation center, i.e., the analysis area in each case in entirely on one side of the
nucleation zone, and the size is 30km x 30km. When analyzing spatial coherence,
we include only the areas where have slipped more than 0.01m. In Figure 2.9, total
slip, rupture velocity, peak slip rate and initial traction ratio distributions in the
selected study area in one simulation as an example are illustrated in columns (a),
(b), (¢), (d). Fault roughness changes the rupture behaviors and leads to different
source parameter distributions.

The correlogram is used to represent 2-point statistics, based on separation
vector A in equation (3), which is used to describe the offset distance on the fault.
Figure 2.10 illustrates correlograms of different parameter pairs. The columns in
Figure 2.10 represent correlograms of rupture velocity, total slip and peak slip rate
with initial traction ratio, and rupture velocity with peak slip rate; each row rep-
resents a different fault roughness level. On smooth faults, all of rupture velocity,
total slip and peak slip rate do not show strong correlations with initial traction
ratio, no matter at zero offset or non-zero offsets, and there is no obvious maximum
value. The initial traction ratios do not show many variations for smoother fault,
and therefore the heterogenous source parameters mainly dominated by crack like
model, should not correlate much with initial traction ratio distributions. On
rougher faults, these three source parameters show larger correlations with initial
traction ratio. When a equals 0.009, the correlogram maximum values are posi-

tive for aforementioned three pairs, but the maximum points are shifted by (Om,
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Om), (Om, Om), (0, -150m), respectively, which means rupture velocity does not
change instantaneously with traction perturbations on fault surface, causing small
non-zero offsets. Rupture velocity shows positive correlation with peak slip rate,
and the maximum correlogram values increase with increasing a. At all « values,
correlogram maximum values are always at zero offset for this parameter pair.
Better understanding of the 2-point statistics between source parameter
pairs may be of importance to the design of kinematic rupture generators for the
simulation of earthquake ground motion. While we have not yet explored this topic
in a comprehensive way, the current results demonstrate that fault roughness is a

significant element thata may need to be considered in such studies.

2.5 Discussion

In this study, we use slip weakening friction law describing evolution, which
does not allow self-healing slip pulse to propagate with low background shear stress.
To make sure the rupture occurs at different rough faults, especially very rough
fault, we need to choose a comparatively high background shear stress to break the
additional dragness. It may be important to study source parameters relationships
in comparable low background shear stress to further complete the study. Another
assumption in this study for the material is elastic without plastic yielding. Off
fault plasticity interacts with the rupture dynamics, which can limit the slip rate
and rupture velocity (e.g. Dunham et al., 2011a; Ma and Andrews, 2010; Duan
and Day, 2008). If plasticity is included, changes of rupture properties like the
peak slip rate, rupture velocity can lead to different distributions. It remains un-
certain whether the inclusion of plasticity will also significantly modify the effects
of surface roughness that we have found here, e.g., the roughness-induced shifts
in distribution maxima and parameter pair correlations. [30] Another important
factor to be considered is free surface. The existence of free surface changes the
rupture dynamics, relative to models without a free surface as in this study. Free
surface interactions often trigger supershear rupture in simulations of rupture prop-

agation on simple geometrical fault (e.g., Olsen et al., 1997; Aagaard,, 2001; Day
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et al., 2008; Kaneko et al., 2008; Olsen et al., 2008; Kaneko and Lapusta, 2010).
In rough-fault simulations with a free surface, the rupture pulse reflected from the
free surface interacts with the slip pulse on the fault, leading to different source
parameter distributions compared with simulations without a free surface. Even
though we have found that fault roughness can suppress this kind of supershear
transition to some extent, the complexity of fault geometry in rough fault simula-
tions sometimes triggers complicated slip pulses, which merge with the supershear
slip pulse from the free surface, generating a very complicated rupture process
(Yao et al., 2016). The coupling of rupture process on the fault and free surface
could lead to different strong motions. To have a more comprehensive study of
source parameters correlations, free surface needs to be considered, especially for

guidance of kinematic generator for ground motion prediction.

2.6 Conclusion

In this study, we examined hundreds of 3D dynamic rupture simulations on
different realizations of self-similar rough faults. We first showed how the source
parameter distribution varied with fault roughness level. Then we demonstrated
how the source parameters distributions at different fault roughness level varied
by the distance from the nucleation center. Later, we examined the correlation
coefficients of source parameters with initial traction ratio distribution, and re-
lated them to the correlation coefficients of source parameter pairs. Finally, we
investigated spatial coherence of source parameters.

The amplitude of source parameters like peak slip rate, rupture velocity,
total slip and rise time in the sub-shear region decrease with increasing rough-
ness on fault. Since the additional drag imposed by a rough fault increases with
increasing roughness, the additional drag on fault prevents the acceleration of rup-
ture pulse, leading to smaller rupture velocity, peak slip rate, rise time, therefore
smaller total slip. At comparatively flat case, peak slip rate, rise time and rupture
velocity distributions are dependent to the distance to the nucleation center. After

the earthquake initiating, as the rupture front accelerates to faster velocity, the
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rupture velocity gets faster, rise time becomes shorter, and the amplitude of peak
slip rate is larger when the rupture propagate away from the nucleation center,
which are behaviors of crack like rupture. When we increase the fault roughness
level, the distance dependency is much weaker.

The rough fault model predicts that total slip is positively correlated with
peak slip rate, and also positively correlated with rupture velocity at all levels of
fault roughness. Total slip is negatively correlated with rise time when fault is
smooth, and the correlation get weakened when the fault get rougher, and at very
rough case, the correlation becomes positive. Rupture velocity is always positive
correlated with peak slip rate at all levels of fault roughness. Rise time is negatively
correlated with rupture velocity, peak slip rate at all fault roughness level, but at
higher fault roughness levels, the absolute amplitude of negative correlation is
smaller.

Total slip, rupture velocity and peak slip rate show positive correlation with
initial traction ratio (ratio of initial shear to normal traction) on rough faults, and
rise time does not show obvious correlation with initial traction ratio, in agreement
with an analogous 2D result of Trugman and Dunham (2014).

The maximum correlogram of rupture velocity and peak slip rate is positive
and at zero horizontal offset for all roughness levels. When the offset is zero,
rupture velocity and total slip show slightly positive correlation with initial traction
ratio on smooth fault, and peak slip rate does not show correlation with initial
traction ratio on smooth fault, which are consistent with what we have observed
in Figure 2.8. The maximum correlogram of rupture velocity with initial traction

ratio shows non-zero offset for rough faults.
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Table 2.1: Model Parameters

Parameter Value
P Wave Velocity (km/s) 6000
S Wave Velocity (km/s) 3464
Density (kg/m?) 2670
Dynamic Friction Coefficient 0.525
Static Friction Coefficient 0.75
Slip Weakening Distance(m) 0.2
Normal Stress (MPa) 70
Shear Strss (MPa) 120
Nucleation Width (m) 4000
Time Step Size (s) 0.004
Gird Size (m) 50
Number of Fault Surface Seeds 20
Number of Fault Roughness Levels 5
Number of Possible Nucleation Centers 4
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Figure 2.1: Model geometry and dimensions for 3D earthquake dynamic rupture.
Ruptures are nucleated at 4 possible nucleation centers on the fault plane. (right)
Examples of 20 random rough fault surfaces. We apply different amplitude to the
surface elevation to adjust for the fault roughness level.



44

E
@
S 1000
a —— 0 =0.001
S 500
€
0
E
2
= 500
5
S -1000 ‘ . Fault surface deviation from mean plane(m
2 0 20 40 60 o 000
2 X1(km)
101 10
——a = 0.001 o 500
a=0.005 £ 20
=
; I
— 10 0 30
i j=2]
= S
= <<
@ 0 -500
S 10
o 50
g
2 60 -1000
o 107 20 40 60
@ Along Strike(km)
£
& oo
10—1 5 |
10° 10 10 107

Figure 2.2: Example of 1d fault profiles selected from surface in (right) with o
equals 0.001, 0.005 and 0.01 and their power spectral densities. (right) One 2D
rough fault surface with minimum wavelength 200m.



45

——QOriginal
— — Fitted

(4]

M

Slip rate(m/§)

Distance along dip(km)
[=]

=y

25 b
Distance alofg strike(km)

I ——CQriginal ——Original
— — Fitted — — Fitted

2 2

E Er

3 8

= fud

b =3

o o

< L -~
- 2|
Time(s) Time(s)

Figure 2.3: Tllustration that shows how to fit the slip rate function. (left) top
shows the fault plane with the red circle as hypocenter. (left) bottom, (right) top
and (right) bottom show computer slip rate (black) and fitted slip rate (red) from
three selected points on the fault plane (three blue points in (left) top). The slip
rate function fit procedure is similar to Schemedes et al. 2010.



46

” _ Total Slip(m) | - . . Viorm .
o =0.001 o = 0.001
—~ == 0.003 o= 0.003
T - = 0.005 3\20 F o =0.005
E —— 0 =0.007 = —— a0 =0.007
208 o =0.009 = o =0.009
= 215}
g =
Q06 =
= =3
£ =10}
204 8
o e
= o 5t
o 0.2
0 0
0 0.2 0.4
Peak Slip Rate(m/s) Rise Time(s)
0.2 T T T 0.25 . .
o = 0.001 o =0.001
3 —— 0 =0.003 . — 0 =0.003
= o = 0.005 - 02 o = 0.005
© 015 o =0.007 n —_— = 0.007
:E\ o =0.009 = o =0.009
2 2
[
8 o o
2 =
3 2
g 0.05 £
= a
0 20 5 10 15 20

Figure 2.4: Probability density function for various source parameters computed
on points for each dynamic rupture simulation, which is dependent on fault rough-
ness amplitude. We only consider points on the fault plane that have slipped and
with sub-shear rupture velocity. (left) Top shows total slip, and bottom shows
peak slip rate. (right) shows normalized rupture velocity, Vg is Rayleigh wave
velocity. Bottom shows rise time.



Distance to Nucleation Center Peak Slip Rate{m/s) 30 vrmrm Rise Time(s)
08 @ =0.001 T a=0.001
—n =0.003 o =0.003 08 — =0.003
0.6 o =10.005 20} | ——a=0.005 a =0.005
— 0 =0.007 o = 0.007 0.6 — 0 =0.007
10km-20km 04 o =0.009 o = 0.009 o =0.009
: 04
10
02 0.2 A
7\ Al 7N
0 A’L._‘__ 0 =) 3 0 4 =
0 10 20 30 0 0.5 1 05 5 10 15 20
30 1
08 @ =0.001 PR o =0001
—n = 0.003 = 0.003 0.8 — = 0.003
0.6 ||——a=0.005 20| | —a - 0.008 o =0.005
— 0 =0.007 o= 0.007 06 — 0 =0.007
20km-30km 04 o =0.009 o =0.009 o =0.009
: 04
10
02 0.2
.44'
0 0 =/] N 0 _L
30 0 0.5 1 05 5 10 15 20
30 1
0.8 ——= o @ =0.001
- — & =0.003 0.8 —— 0 =0.003
A e - =0.005
il Sk 0.6 ——=0.007
30km-40km 04 o = 0.009 o = 0.009
04
10
0.2 0.2
[ 0 =) o=
30 0 0.5 1 05 5 10 15 20

47

Figure 2.5: Probability density function for various source parameters with dif-
ferent fault roughness levels computed on points. The probability density function
is dependent on the distance to the nucleation center. We only consider sub-shear
and slipped regions in each simulation. (left column) shows peak slip rate, (middle
column) shows normalized rupture, and (right column) shows rise time.
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ferent fault roughness levels. Green dashed line is the ratio of initial background
shear stress to initial background normal stress.

Total Slip 6 Rupture Velocity 6 Peak Slip Rate 6 Rise Time
o =0.001 o =0.001 ——a=0001
5| |——a=0.003 5 5| |—a=0003 5| |—a=0.008
| [——a=0005 > 2| [——a=0005 > |[——a=0005
£ | |—a=0007 \ ] £ | |—a=0007 = | |—a=0007
4 a =0.009 8 4 4 a =0.009 24 a=0.009
o o o o
£3 £3 £3 =3
2 2 2 3
a2 a2 a2 A a2
2 2 2 2
a a a o /
1 1 1 ‘ X\ 1 \\
0 0 0 7 0 el ==

1

- 0 1 1
Correlation Coefficient

- 0 1 1
Correlation Coefficient

- 0 1 1
Correlation Coefficient

= 0 1
Correlation Coefficient

Figure 2.7: Variation of correlation-coefficient distribution of source parameter
and initial traction ratio at different fault roughness levels. Total slip, rupture
velocity and peak slip rate show positive correlation with initial traction ratio at
all levels of rough faults. Rise time shows no correlation with initial traction ratio.



49

Total slip

Rupture Velocity

nNoWw Ao

-1 -0.5 0 0.5 1
Correlation Coefficient
Rupture Velocity

—a =0.001

Peak slip rate

N W e O

4 05 0 05 1 -1
Caorrelation Coefficient
Peak slip rate

5 5 5
—_— = 0.001
4 = 0.003 4 4
a = 0.005
a = 0.007
Rise time 3 = 0,009 3 3
2 2 2
1 1
0 o 0 il
- 0.5 0 0.5 1 -1 0.5 0 0.5 1 - 0.5 0 0.5 1
Carrelation Coefficient Carrelation Coefficient Correlation Coefficient

Figure 2.8: Variation of correlation-coefficient distribution of source parameter
pairs with different fault roughness level. The main parameters are total slip, peak
slip rate, rupture velocity and rise time. Total slip shows positive correlation with
peak slip rate, rupture velocity when « is non-zero. The correlation of rise time and
total slip is negative when « is small, and become positive when « is large. Peak
slip rate shows high correlation with rupture velocity, and rise time is negatively
correlated with rupture velocity and peak slip rate at all fault roughness level.



50

. Slip(m) R Viom Traction Ratio Peak Slip Rate(kmls!o

g 1 0.7

,‘%10 4 10 10 0.6 10 .

©20 2 20 05 20 0.5 20 J

g 0.4 .

= 30 [ 30 1] 30 30 o
30 40 50 60 30 40 50 60 30 40 50 60 30 40 50 60

é 6 S| ; 07 10

gm 4 10} 10 0.6 10 !

20 2 20 03 20 05 20

5 %) : 0.4

< 30 o 30, (] 30 30 1]
30 40 50 60 30 40 50 60 30 40 50 60 30 40 50 60

é s ; . N X 19

210 4 10 (8 06 10

o 05 ! o5 s

=20 2 20 20

g 0.4 ¢

230 o 0 30 30 0
30 40 50 60 30 40 50 60 30 40 50 60

= 6 10

= 1 0.7

g0 ld 4 06 .

920 2 0.5 05

230 0 0 g4 0
30 40 50 60 30 40 50 60

g 8 y . - 10

g 10 4 10 @ 0.6 ;

@20 2 05 20 0.5

5 0.4

= 30 0 30 (1] 30 3 1]
30 40 50 60 30 40 50 60 30 40 50 60 30 40 50 60

Along Strike(km) Along Strike(km) Along Strike(km) Along Strike(km)

Figure 2.9: Example of slip, normalized rupture velocity, initial traction ratio
and peak slip rate distributions on fault plane in one realization. From top to
bottom, the fault roughness level changes from 0.001, 0.003, 0.005, 0.007 to 0.009.



ol

a b c d
-0.5 (a) 1 0.5 ®) 1 -0.5 (©) 1 -0.5 @ 1
(.5 -1 (.5 — -1 05— -1 R —— -1
0.5 0 05 0.5 0 05 05 0 05 0.5 0 05
-0.5 1 -0.5 1 -0.5 1 -0.5 1
05— -1 05— -1 osb— -1 (N ——— -1
E 0.5 0 05 0.5 0 05 05 0 05 0.5 0 05
=
o
5 0.5 1 -0.5 1 -0.5 1 -0.5 1
[=:]
5 0 iﬂ 0 io 0 iu 0 UO
f 05— -1 os5b0— -1 pstb— -1 05 -1
o 0.5 0 05 0.5 0 05 0.5 0 05 05 0 05
=
(@]
0.5 1 0.5 1 -0.5 1 -0.5 1
0 iﬂ 0 I io 0 iu 0 iﬂ
ost—- -1 [ e — -1 05 4——7—— -1 0.5 -1
0.5 0 05 0.5 0 05 05 0 05 05 0 05
-0.5 1 0.5 1 -0.5 1 -0.5 1
5 — -1 (.5 EEae—— -1 0.5 L TR -1 osb—— -1
0.5 0 05 05 0 0 05 0 05 0.5 0 05

5
Offset along strike(km) Offset along strike(km) Offset along strike(km) Offset along strike(km)

Figure 2.10: Spatial coherence of different source parameters. (a), (b) and (c)
are correlogram distributions of rupture velocity, total slip and peak slip rate with
initial traction ratio. (d) shows correlogram distributions of rupture velocity with
peak slip rate. From top to bottom, the fault roughness level changes from 0.001,
0.003, 0.005, 0.007 to 0.009.



Chapter 3

Supershear Transition Analysis in
3D Rough Fault Dynamic

Simulations

Supershear rupture propagation has been documented from seismic obser-
vations of natural faulting and observed in laboratory experiments. Rough-fault
dynamic simulations approximate the geometric complexity seen at all scales on
natural faults. Such simulations in 2D have shown that increasing fault rough-
ness favors the initiation of supershear episodes, while disfavoring their growth to
large area. We consider similar models in 3D, analyzing supershear transitions in
a database of more than 500 3D rupture simulations. Triggering mechanisms for
supershear rupture on rough faults in 3D include several already found in planar-
fault simulations, including free-surface-triggered supershear, favorable stress het-
erogeneity on releasing bends, and stress focusing near restraining bends. We find
two distinct classes of supershear events. The first class comprises buried supers-
hear episodes, i.e., that are disjoint from the free surface. For this class, our results
roughly mirror previous 2D results, in that moderate levels of fault roughness (up
to a = 0.005 in our models) favor occurrences of supershear rupture, though this
effect appears to saturate at higher roughness level. These buried supershear events
tend to be short bursts, with many probably below the size threshold for observ-

ability. Events of the second class, supershear transitions induced by free-surface
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interactions, contrast sharply with those of the first, in that the surface supershear
episodes are favored by smoother fault surfaces, and tend to be sustained over
large areas. These surface events are more frequent, more likely to have seismi-
cally observable consequences (because of their size and shallowness), and more
consistent with empirical evidence that supershear transitions are favored on sim-
pler, smoother fault traces. An approximation to the rough model in which initial
shear and normal traction variations associated with fault roughness are mapped
onto a flat fault, gives similar results, but slightly over-predicts rupture velocity,
a result that can be qualitatively understood as the result of the neglect in the

approximate model of so-called roughness drag.

3.1 Introduction

Supershear ruptures have been investigated analytically (e.g., Burridge,
1973; Freund, 1979), numerically (e.g., Andrews, 1976; Day, 1982) and experi-
mentally (e.g., Xia et al., 2004). Such ruptures have also been observed for natu-
ral earthquakes, especially large strike slip earthquake, including, for example, the
1979 Imperial Valley earthquake (Archuleta, 1984), the Izimit earthquake(Bouchon
et al., 2000, 2001), the 2002 Denali, Alaska earthquake (Dunham et al., 2004), the
2001 Kunlunshan earthquake (Bouchon and Vallée, 2003; Robinson et al., 2006;
Vallée et al., 2008), and the 2013 Craig, Alaska earthquake (Yue et al., 2013).
The numerical study of Andrews (1976) shows a mechanism for the supershear
transition in Mode II rupture under slip weakening friction. In that mechanism,
a daughter crack is initiated by shear stress at the S wave arrival ahead of the
main rupture on fault plane. Andrews’s study shows that, on a planar fault with
uniform stress, strength and friction parameters, the occurrence of the supershear
transition is governed by the S ratio, defined by S = (Ts — Ty)/(To — Ty) , where
T, is the static strength, T} is the background shear stress, and Ty is the dynamic
strength. When the S ratio is smaller than 1.77, the supershear transition happens
after subshear rupture has propagated a sufficient distance. Dunham (2007) shows

that the critical value of the S ratio for a homogeneously prestressed fault in 3D
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models is 1.19, which means the 3D models generally require a larger prestress to
trigger the supershear transition than 2D models do.

Several numerical studies show that supershear rupture can happen when
there is a heterogeneous stress condition or strength condition on a planar fault (Liu
and Lapusta, 2008; Dunham et al., 2003). Schmedes et al. (2010) demonstrated
that a highly auto-correlated heterogeneous background stress field enhances su-
pershear transitions. Fault geometry which contributes to fault complexity could
be a potential factor to trigger supershear rupture. In support of that possibil-
ity, note that in the 2001 Kunlun earthquake, the supershear transition location
corresponds to a geometrically complex area, as found on the basis of seismic
observations (Vallée et al., 2008).

Natural faults show different degrees and types of geometrical complexity
from large scale features such as branching, to small scale features such as short-
wavelength deflections of the fault from the mean fault surface (e.g., Power and
Tullis, 1991; Sage and Brosky, 2009; Candela et al., 2009, 2012). Between seismic
events, the geometric irregularities of the fault plane generate local variations of the
stress distribution around the fault. During an earthquake, the fault roughness may
have a significant influence on the rupture processes (Chester and Chester, 2000).
Local complex geometry perturbs the dynamic stress field as rupture propagates
along a rough fault, and rupture fronts rapidly accelerate or decelerate, leading
to high-frequency radiation and resulting in heterogeneous distributions of slip
rate, peak slip rate and final slip. These effects of self-similar fault roughness on
dynamic rupture propagation have been numerically investigated in both 2D and
3D (Dunham et al., 2011b; Shi and Day, 2013).

Supershear transitions have been observed in 2D plane strain dynamic sim-
ulations on rough faults (Bruhat et al., 2016), which documented effects of back-
ground shear stress level and roughness level on occurrence of supershear in sim-
ulations of dynamic ruptures. The 2D simulations of rupture on rough faults
provide a starting point for understanding super-shear transitions in strike slip
earthquakes. However, in natural seismic events, free-surface interactions and 3-D

seismic wave propagation effects may play important roles, and those effects can
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only be accounted for in 3D simulations. Furthermore, barriers to slip formed
by fault-surface irregularities can be expected to respond differently in 3D than
in 2D. For example, the fault-surface irregularities in 3D may be surrounded and
bypassed by rupture, whereas rupture can only overcome barriers in 2D models by
jumping over them.

Kinematic earthquake models (i.e. source models defined directly by a
model of fault slip) are usually applied to efficiently compute ground motion sim-
ulations (Herrero and Bernard, 1994; Guatteri et al., 2003, 2004). Those models
can be informed by results and insights from dynamic rupture models (Oglesby
and Day, 2002; Schmedes et al., 2010; Song et al., 2009; Guatteri et al., 2003),
which may improve the formulation of the kinematic models and help avoid mis-
leading predictions. For example, the degree of correlation assumed between slip
parameters can affect the amount of variance in an ensemble of ground motion
predictions, as noted by (Oglesby and Day, 2002). In their dynamic simulations,
they find significant correlation between local values of stress drop and rupture
velocity, suggesting that it may not be appropriate to vary those parameters in-
dependently in a kinematic simulation ensemble. Rupture velocity heterogeneity
retrieved from dynamic rupture models also informs kinematic methods (Graves
and Pitarka, 2010; Crempien and Archuleta, 2015).

In this work, we examine the supershear transition in several sets of 3D
strike slip dynamic rupture simulations on rough fault surfaces governed by a slip
weakening friction law. The simulations are done using the SORD (Ely et al., 2008,
2009; Shi and Day, 2013) code (a finite difference method generalized to permit
meshes that are irregular, though structured). From the simulated datasets, we
demonstrate different types of supershear triggering mechanisms that operate in
3D on a rough fault, such as a daughter crack generated by favorable geometry,
focusing effects produced by unfavorable geometry and free-surface triggering. We
also explore the effect of fault roughness level and background shear stress level on
both the frequency of occurrence and spatial extent of supershear rupture episodes.
Then, we compare those results with the rupture behaviors of what we call a

pseudo-stress model. The latter uses the fault surface-resolved stress state induced



o6

by fault roughness, but applies those shear and normal stresses to a planar fault.
The dynamics of that model are broadly similar to those of the rough-fault model,
but, because the pseudo-stress model neglects roughness drag (Fang and Dunham,
2013), the pseudo-stress approximation predicts generally higher rupture velocity,
larger rupture area and higher probability of supershear transitions than does the
rough-fault model. Finally, we examine how different nucleation strategies, and
different fault domain lengths and widths, influence the occurrence and size of

connected supershear patches.

3.2 Dynamic Rupture Models

In this study, we develop several sets of 3D strike slip dynamic rupture
simulations on rough fault models. The bulk of the analysis is based on a simulation
ensemble called SET1 (shown in Table 3.2). The fault geometry is 30km (length)
x 15km(width), and we have fixed boundaries at four sides to avoid slip outside
the fault plane. The model setup is in Table 3.1. There is no free surface in the
SET1 model. The reason for suppressing the free surface is that we have found
that supershear transitions associated with the interaction of rupture with the free
surface have a very different character from those transitions triggered on fault
patches that occur at depth, isolated from the free surface. The SET1 ensemble
permits us to study the latter without interference from the former.

To examine free surface effects, we introduce another set of simulations
called SET2, which have the same model setup, except that SET2 simulations
have a free surface at the top, rather than fixed boundary (the other three sides
still have the fixed boundary condition, as in SET1). Keeping SET2 very similar
to SET1 helps clarify the role of free surface interactions, but the absence of any
depth dependence in the frictional or loading parameters leads to a strong rupture
pulse at the free surface breakout of the rupture, which may be affected by this
simplification. Therefore, instead of a homogenous friction coefficient on the fault
plane, the third set of simulations, SET3, adopts tapered friction parameters near

the free surface. The dynamic friction coefficient p, increases linearly from 0.525
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at 1.5 km depth to 0.75 at 0.75km depth, and remains at 0.75 from 0.75km to
free surface. The static friction value is constant at 0.75, so this has the effect of
producing smaller stress drops near the free surface, which may be more realistic
compared to the SET2 assumption of uniform stress drops at different depths.

Since the occurrence of supershear transients is favored at higher shear
stress levels [Bruhat et al., 2016], we also test the sensitivity of supershear to dif-
ferent levels of background shear stress. Therefore, SET4 adapts background shear
stress of 7TIMPa instead of the value of 7T0MPa used in the first three ensembles,
which decreases the S ratio by 16.87% (from 2.857 to 2.375), and the actual S value
on the rough surface is of course variable, and here we cite as a representative value
the S as calculated for the mean plane of the fault).

In an approximate sense, we can think of the geometrical roughness as
having two somewhat distinct effects. The first is a static perturbation to the
initial tractions, and the second is the geometrically induced drag that occurs
during rupture and sliding on the irregular surface. To separate these effects,
another set of simulations, SET5, uses the same initial resolved traction (shear
and normal) distributions as in SET1, but eliminates the rough geometry and just
applies these initial conditions to a planar fault.

Another set of simulations, called SET6, entails expanding the 30 km length
of simulation domain used in SET1 to 90km. The purpose of SET6 is to study
how rupture length affects the occurrence and connectivity of supershear patches.
Finally, we introduce SET7 in order to study whether different nucleation strategies
and fault plane width play an important role in controlling supershear patches. In
SET7, the simulation domain size is 60km(length) * 30km(width) and rupture is
initiated by applying an initial minimum rupture velocity near the hypocenter.
Ensembles SET4-SET7 were all done without a free surface, to facilitate direct
comparison with SET1. The simulation ensembles in this study are summarized
in Table 3.2.

In each set of simulations (except SET5) the fault is a 2D self-similar surface

that is band-limited. The fault roughness level is defined as the ratio of root-mean-
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square (RMS) deviations from the mean plane to the fault length L:

hrus
= . 1
o = b B.1)

The level of fault roughness has been found to be related to the maturity of a
fault, as measured by total accumulated slip (e.g., Sage and Brosky, 2009; Brodsky
et al., 2011), with high values of «a corresponding to immature (low-slip) faults.
Most natural faults are characterized by « ranging from 0.001 to 0.01 (Power and
Tullis, 1991; Andrew and Barall, 2011). For SET1-SET5, we generate 20 random
realizations of a self-similar fault surface, and scale each to 5 different roughness
levels a from 0.001 to 0.009, which form an ensemble of 100 fault model realizations.
In SET6-SET7, we scale the 20 realizations only to the single level a = 0.005. In
SET1 and SET7, we further expand the ensembles by selecting four nucleation
centers for each fault model realization, to obtain 400 simulations for SET1 and 80
simulations for SET7. The fault surfaces are constructed by the Fourier transform
method described in Shi and Day (2013). Finally, in each case, the 2D rough fault
is embedded into the 3D homogeneous medium.

The initial stress state resolves to uniform normal and shear stresses of 120
MPa and 70MPa, respectively, on the mean plane of the fault (71 MPa initial shear
in the case of SET4). This simplified initial stress state permits us to isolate the
geometrical effects on rupture dynamic, whereas the stress-heterogeneity effects,
in the absence of geometrical complexity have been the focus of previous studies
(Schmedes et al., 2010; Oglesby and Day, 2002). Nonetheless, the initial shear
traction and normal traction projected on the actual fault surface do vary with
local geometry in our rough-fault model. We have applied a linear slip weakening
friction law in the study, and the friction parameters are spatially uniform. The
S ratio defined in terms of the mean-plane tractions is uniform, and the actual S
ratio varies spatially.

In all cases except SET7, the rupture is nucleated by imposing a shear
traction perturbation at time ¢ = 0 on a circular fault patch centered at with
radius R = 2.3km, and of the same form as used in Shi and Day (2013),

2

r2 — R2

ATo(x1, 29) = exp( H(R —r)mo(x1,39)), (3.2)
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where H is the Heaviside step function, r = y/(zy — 29)2 + (x5 — 29)2, and 19(1, 72)
is the shear traction resolved by initial stresses onto the rough fault plane. In the
case of SET7, there is no initial stress perturbation, and instead an initial mini-
mum rupture velocity of 1800 m/s is applied in a patch of radius 4 km to initiate

rupture.

3.3 Supershear Rupture Styles

The rough-fault rupture simulations show a wide range of rupture behaviors.
These include secondary pulses on previously ruptured areas, rupture arrest due to
local geometry and supershear transitions. Generally, increasing fault roughness
imposes additional drag, leading to smaller ruptured area (e.g., Fang and Dun-
ham, 2013). The local geometry plays an important role in governing the rupture
dynamics on a rough fault (Yao et al., 2015). Generally, at a restraining bend,
the rupture slows down or dies out, and, conversely, the rupture velocity tends to
accelerate at a releasing bend. Slip pulses sometimes surround and bypass local
surface barriers and focus in a small area that then ruptures very energetically.
We also observe slip pulses triggered by re-rupturing of pre-slipped areas, due to
the fault irregularity. Occasionally, we find slip pulses that temporarily die out
due to fault roughness, and subsequently grow to much larger areas, sometimes
accompanied by supershear rupture.

In this section, we show examples of several characteristic supershear tran-
sition mechanisms that we have identified in the simulation ensembles. We relate
these to similar mechanisms already known from flat-fault simulations.

Previous work has identified several different supershear transition styles
that happen in simulations of faulting on a simple plane. On a planar fault,
a daughter crack is sometimes nucleated by the shear-stress peak traveling with
shear wave velocity in front of the main Mode II rupture, and this mechanism is
often seen in simulations done under uniform loading and friction parameters, and
with sufficiently high loading (as measured by the dimensionless S ratio). The

supershear transition occurs when the daughter crack merges with the main sub-
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Rayleigh rupture (Andrews, 1976; Burridge, 1973). Supershear also happens in the
presence of favorable heterogeneity, such as a small patch of higher prestress. The
main rupture propagates with sub-Rayleigh speeds, a higher prestress patch causes
the rupture to transition to supershear and the rupture remains supershear after-
ward (Liu and Lapusta, 2008). Supershear rupture initiation near the free surface
has been documented in a number of 3D dynamic ruptures simulations (Olsen et
al., 1997; Aagaard, 2001; Day et al., 2008; Kaneko et al., 2008; Olsen et al., 2008).
Kaneko and Lapusta (2010) have explored the theoretical basis for this supershear
transition at shallow depth, and its consequences for dynamic ruptures, in more
detail. When rupture intersects the free surface, the rupture front may transition
to supershear due to intersection of the stress field induced by near-surface sliding
and SV-P conversion along the free surface. Another supershear mechanism hap-
pens in a barrier model when the rupture front encircles a fault-plane barrier, and
then breaks it after the stress ahead of the barrier is concentrated by convergence
of the encircling rupture fronts (and it is notable that this mechanism is specific
to 3D models, i.e., it only operates when the fault surface is two-dimensional).
When the barrier breaks, a slip pulse traveling at the P wave velocity is induced
(e.g., Dunham et al., 2003). In the rough fault simulations, we see recognizable
analogues of each of these types of supershear transition. It is also likely that many
instances of supershear rupture occur through a combination of these, and similar,
mechanisms.

Supershear transitions that combine elements of the favorable-heterogeneity
mechanism of Liu and Lapusta (2008) and the Burridge-Andrew daughter-crack
mechanism have been observed in our rough-fault simulations. The rough-fault
cases differ in that, for the models of Liu and Lapusta (2008), the favorable het-
erogeneity is from existing higher prestress areas or subcritical cracks, whereas in
this study, the favorable heterogeneity is of geometric origin. For example, this
type of transition typically occurs in association with releasing bends. Figure 3.1
(left column) shows the rupture pulse evolution on a rough fault where the pres-
ence of favorable geometry leads to a daughter-crack type supershear transition.

This example is for one realization when a equals 0.005. The slip pulse expands
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from the nucleation center from t = 0, and when the rupture front starts to fall
into the rupture-favorable area near (17km, 9km) at t = 1.8s, a crack is generated
ahead of the rupture front. The local geometry is illustrated in the right column of
Figure 3.1. After entering into rupture-favorable area, the slip pulse is enhanced
and generates a transient supershear pulse, reaching to (21km, 8km) at 2.4s. This
example is characteristic in the sense that supershear transients of this sort happen
mainly in areas of high initial traction ratio, by which we mean the ratio of ini-
tial resolved shear traction to normal traction on the fault, analogous to releasing
bends in 2D geometry.

Another pattern of supershear transition is triggering by the focusing of
strong slip pulses at an otherwise unfavorable area, which is very similar to the
phenomenon in (Dunham et al., 2003). More typically, in our simulations, if there
is unfavorable geometry, the rupture weakens or even dies out. However, exceptions
occur that lead to supershear transients. In those cases, when the rupture front
encounters an unfavorable geometry, such as a patch of low initial traction ratio
(analogous to a restraining bend), the rupture front splits into different paths
surrounding the unfavorable geometry. If the split rupture fronts are strong enough
that they do not die out in along those paths, the subsequently merging pulses can
trigger supershear rupture. Figure 3.2 illustrates the snapshots of rupture pulse
evolution on a rough fault when such an unfavorable geometry is present. This
case is a realization when a equals 0.005. The rupture pulse is very strong after
initiation, and begins to split into several strong pulses after encountering the
geometrical barrier at 5.2s. At 6.4s, the two rupture paths merge at a point,
and the resulting stress concentration is strong enough to generate a short-lived
supershear pulse.

A third pattern we have observed is the free-surface triggered supershear
transition. In the set of simulations SET2, in which a free surface is present at
the top edge of the fault surface (and stress levels are the same as in SET1that is,
they are not tapered with depth), a supershear rupture is observed in almost every
simulation having @ <= 0.005, while increasing roughness causes the supershear

episodes to become more transient, less connected and more limited to shallow
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depth. Figure 3.3 is an example, demonstrating that this supershear mechanism,
common in flat-fault simulations, also operates efficiently on a rough fault. After
the earthquake nucleates, the rupture pulse travels to the free surface point (42km,
Okm) at 4.0s, and then a SV-P converted wave coming from the free surface causes
the rupture front to accelerate to supershear speed.

The free-surface supershear event in Figure 3.3 is much larger in spatial
extent than the buried-event examples in Figures 3.1 and 3.2. This contrast in size
between surface and buried supershear events is a characteristic result of this study;,
and these two classes of events have quite distinct behaviors in other respects, as
we show later. The classification is not always a sharp one, however. We have also
observed cases where slip pulses due to free surface reflections interfere with the
rupture at depth, leading to a buried supershear transition that then merges with

a surface supershear rupture to produce a hybrid of the two types.

3.4 Analysis of Supershear Rupture

We find that fault roughness influences supershear rupture styles in a com-
plex manner. In particular, increasing fault roughness reduces the frequency of
occurrence and sustainability of supershear that is triggered along the free surface
(free-surface supershear”), but enhances the occurrence of supershear on parts of
the fault that are not influenced by the free-surface interaction (buried supershear).
We have tested how fault roughness level affects free surface triggered supershear
in SET2, and how fault roughness level changes buried supershear in SET1.

An increase of fault roughness level, «, reduces the frequency of occurrence,
total area, and degree of connectivity of free-surface supershear events. When the
fault is relatively smooth, those areas have wide depth extent and are relatively
continuous. When fault becomes rougher, the supershear areas become smaller
and more fragmented. The left column of Figure 3.4 shows the rupture velocity
distribution for SET2 simulations done with one realization of the fault surface,
scaled to five different levels of fault roughness. The color saturation is set such

that supershear areas appear in yellow. At the highest roughness levels ( «a equals
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0.007 and 0.009), the rupture stops before rupturing the entire surface. The su-
pershear areas along the free surface (x coordinate 0-3 km, and 15-20 km) become
progressively more fragmented as roughness increases. The behavior of this exam-
ple is representative, as shown in the right-hand panel of Figure 3.4. The lower
right panel of Figure 3.4 shows the probability density of rupture velocity in the
depth interval from the free surface to 2km depth, at different fault roughness
levels. The upper right panel shows the supershear portion in detail, and indi-
cates that increased roughness significantly reduces the near-surface supershear
area. It appears that geometric irregularities weaken the slip pulses, sometimes
even causing them to die out, thereby minimizing the development of supershear
pulses. Another factor is that the irregularities also reduce the coherence of the
free-surface P wave conversion.

The free-surface transitions are sensitive to the shallow stress drop and fric-
tional parameters. In SET3, friction parameters are tapered near the free surface,
resulting in much smaller shallow stress drops, compared to the uniform frictional
parameters in SET2. As an example, Figure 3.5 gives an example comparing the
same realization of fault geometry, for the SET2 and SET3 parameter inputs.
The comparison shows that tapering of the friction coefficient diminishes the near-
surface supershear occurrence at all level of fault roughness. At all fault roughness
levels, the supershear near free surface has been almost completely suppressed by
these smaller stress drops.

In contrast to this behavior of the free surface-influenced supershear, in-
creasing the fault roughness level enhances, rather than reduces, the buried super-
shear events, i.e., occurrences on parts of the fault plane remote from free surface
influence. This is most easily analyzed with SET1 (which was done without a
free surface). Figure 3.6 gives an example of how the rupture velocity distribution
changes when the « varies with fixed fault surface shape. Analysis of all simu-
lations in SET1 shows that supershear occurrence is enhanced when « changes
over the range 0.001 to 0.005, and then is little affected by further increases in
roughness.

In this example, the occurrence of supershear patches is very low in all cases,
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and those that occur are highly fragmented into very small, disconnected areas.
Evidently, the parameter choices for SET1 did not yield a very significant overall
incidence of supershear rupture. Nonetheless, the systematic result that roughness
enhances the incidence of supershear may become important for other parameter
inputs. In any case, it calls for some further comment, since fault roughness can be
interpreted as a secondary source of resistance to slip (roughness drag, as discussed
by Fang and Dunham (2013), acting in addition to frictional resistance. And
increasing frictional resistance (with other parameters fixed) reduces the tendency
for supershear transitions to occur in flat-fault simulations, the opposite of the
behavior of SET1.

Our analysis is similar to Bruhat et al. (2016), who explored 2D rough-
fault simulations. They related supershear incidence to local slope of the (1D)
fault trace. To adapt this idea to 3D, we use the initial traction ratio, which is
the ratio of initial shear traction and initial normal traction, and gives guidance
to how favorable the local geometry is for rupture (e.g., a higher initial traction
ratio indicates a point on the fault that is at a rupture-favorable bend). Figure
3.7 illustrates how the probability density of initial traction ratio on all points at
supershear regions is different from that at sub-shear regions in SET1.The supers-
hear behaviors mainly happen at releasing bend regions, which correspond to high
initial stress ratio. At all levels of «, the observation is consistent. Thus, the prin-
cipal effect of roughness in SET'1 is simply to make available areas of high initial
stress ratio to host supershear events, and this is consistent with the fragmented,
unsustained nature of those events (compared with the well-connected, sustained
shallow events that are characteristic of SET?2).

We follow up on this idea by comparing results from SET1 with SET5,
where the latter replaces the SET1 rough faults with planar faults, but projects
the initial traction distributions from SET1 onto the flat fault. We refer to this
arrangement as a pseudo-stress model. Figure 3.8 gives an example showing how
the local tractions vary due to the resolution of the uniform stress field onto rough
fault geometry.

Figure 3.9 shows an example comparing rupture velocity distributions for
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a SET1 (left column) simulation and the corresponding SET5 (middle column)
simulation. The pseudo-stress model leads to larger rupture area at the same
roughness level in the same geometry, although the difference is small. The initial
condition of traction is the primary influence on the rupture behaviors, though the
dynamic interactions with local geometry during the rupture process leads to some
small effects. The probability density of rupture velocity in all simulations in SET1,
and the same quantity for SET5, are illustrated in the right column in Figure 3.9.
At the same roughness level, the pseudo-stress model tends to have somehow larger
rupture velocity compared to rough model,with upward shifts in median rupture
velocity for the pseudo-stress model of about 0.3%, 3%, 7%, 12%, and 19% for «
values of 0.001, 0.003, 0.005, 0.007, and 0.009, respectively. At relatively high «,
i.e., in the range 0.005 to 0.009, the pseudo-stress model has higher probability to
generate supershear. These rupture velocity differences are small, but systematic,
and can be roughly understood in terms of the Fang and Dunham (2013) concept of
roughness drag, in which slip on a rough fault removes energy otherwise available
for rupture by repartitioning it into the short-wavelength strain field around the
fault irregularities.

Schmedes et al. (2010) studied supershear transitions in simulations of
buried faults, where the fault geometry is flat and the background shear stress
is heterogeneous in the form of a 2D self-similar distribution on the fault plane.
In that model, the smoother the stress field, the more likelihood supershear oc-
curs, which is in contrast to the conclusions for the buried faults in our study. In
Schmedes et al. (2010), the smoother models use a higher spectral exponent (in
wavenumber space), whereas in our model, the models maintain the same spectral
shape, and roughness is controlled by scaling the prefactor of the spectral model.
As Schmedes et al. note, their model gives more highly correlated initial stresses
as it becomes smoother, which facilitates supershear.

Another factor that plays an important role in the supershear transition is
background shear stress. Increasing background shear stress from 70Mpa (SET1)
to 71Mpa (SET4) in our simulations translates to a decrease of around 17% is

the mean-plane S ratio. Figure 3.10 (left and middle) gives an example compar-
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ing rupture velocity distributions for the two initial stress levels, with « varying
(for a fixed realization of fault geometry). The right panels of Figure 3.10 show
probability density of rupture velocity for the SET1 ensemble (all fault points, for
all simulations) as solid lines, with comparable results for the SET4 ensemble as
dashed lines. Increasing background shear stress favors supershear rupture at all
levels of fault roughness.

Finally, SET6 and SET7 allow us to explore effects, on buried supershear
events, that are associated with the proximity to the nucleation point and the
conditions of nucleation. In SET6, the fault length is extended to 90km to allow
a wide range of distances from nucleation, and also to potentially accommodate
any large supershear patches that might develop. There is no free surface, so
that we are examining here the potential for buried supershear transients, and
their size (area) distribution, without interference from the free surface effect. We
will see that the nucleation by over-stressing, following Equation 2 (the nucleation
mechanism used in all cases except SET7) leads to a concentration of supershear
patches near the nucleation site, so to see which distance effects are independent of
nucleation artifices, we compare with SET7, in which rupture is initiated without
applying a stress inhomogeneity at the hypocenter. Many simulated ruptures stop
spontaneously before reaching the allowed limits of the fault surface, and we limit
this part of the analysis to simulations whose rupture area is larger then 20% of
that allowable area. For each simulation realization selected, we adapt the breadth
first search algorithm (Zuse, 1972) to retrieve each of the connected areas where
the rupture velocity is larger than shear wave velocity. We only consider connected
supershear areas whose area is no smaller than 0.5km? .

In Figure 3.11, we plot the area of each connected supershear patch vs dis-
tance to the nucleation center. Results are shown for a = 0.005 cases for SET1,
SET6, and SET7, and we distinguish events in the nucleation regions (left), and
outside of the nucleation regions (middle). In both SET1 and SET6 (which use nu-
cleation by overstressing), there are many connected supershear patches observed
in the nucleation regions in Figure 3.11 (left), while, there is only one connecting

supershear patch in the nucleation region in SET7 (since the nucleation is highly
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artificial, we do not attribute any physical significance to the events inside the
nucleation area, and only show them to illustrate some of the differences in be-
havior associated with the different nucleation strategies). In SET1 and SET®6,
the stress perturbation strategy generates high energy release rate, which accounts
for the numerous supershear patches inside, and just outside, the nucleation re-
gion. The smooth acceleration in the nucleation process in SET7 generates very
few connected supershear patches in those same regions. Outside of the nucle-
ation regions, the patterns of connecting supershear patches and distances to the
nucleation center are very similar for SET6 and SET1 in areas close to the nu-
cleation region. However, the upper limit of the connected area of the supershear
patches which is 50km? in SET6 is higher than the 10km? in SET1. In SETS6,
the connected supershear patches appear beyond 35km distance from the nucle-
ation center. These differences are the results of adoption of larger fault length
in SET6, which enables the fault to accommodate larger ruptures, and therefore
also larger supershear patches at larger distances. Extending the fault width from
15km in SET6 and SET1 to 30km in SET7 generates many more connected su-
pershear patches, whose centroid locations range from 4km to 50km away from
the the nucleation centers. The upper limit of the connected supershear patch size
increases with distance up to about 20 km from the nucleation point, where it
reaches around 100km?2. The distance saturation of the upper limit can be roughly
understood in terms of simple crack theory, in that the stress intensity factor of a
crack initially grows with square root of rupture length, but that growth saturates
at distances of the order of the narrow dimension of a high-aspect ratio fault (Day,
1982; Andrews, 2005). The same line of argument is qualitatively consistent with
the higher incidence of supershear events in SET7 (which has higher fault width,
and therefore higher stress intensity at most distances).

Figure 3.11, right panel, shows the same information as do the left and
middle panels, but in a different format. The right panel compares the ratio of
the area of each connected supershear patch to total ruptured area of the fault in
the corresponding simulation, and with this scaling the upper limits in the three

datasets are very similar, at around 5% of total rupture area.
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3.5 Discussion

In our simulation datasets, there are two distinct types of supershear tran-
sitions based on the locations where supershear transitions happen. One type is
induced by interference between a rupture front and surface reflected wavefront,
which may be more effective when both fronts are relatively coherent and not much
distorted by roughness of the surface. The other type is initiated by heterogeneity,
either favorable or unfavorable bend on the fault surface.

In our simulation set SE'T2, supershear transitions near the free surface have
been observed in every simulation up to roughness level v of 0.005 (although at «
0.005 many are sufficiently fragmented spatially as to be of questionable seismolog-
ical significance). At higher roughness levels, the free surface supershear episodes
become rarer, more fragmented, less sustained spatially. Thus, the presence of the
free surface is clearly an important factor in the triggering of supershear, but with
the added complication that free-surface triggered supershear is also sensitive to
near-surface stress drop. The transition is suppressed when stress drop tapers to
very low values near the free surface, as in SET3 (compare Figure 3.4 with Figure
3.5). The 2001 M7.8 Kunlun earthquake produced a 350-km-long surface rupture
at supershear speed (Bouchon and Vallée, 2003; Robinson et al., 2006; Vallée et
al., 2008; Walker and Shearer, 2009; Wen et al., 2009). The 2002 Denali Fault
earthquake ruptured the earths surface over about 340km, with unknown length
of supershear surface rupture based on the observation that the rupture passed
the near-fault station at supershear speed (Aagaard and Heaton, 2004; Dunham et
al., 2004; Ellsworth et al., 2004). Both of these earthquakes have characteristics
consistent with our free surface type supershear, in that the supershear segments
are present at the surface, and they are sustained over long enough distances to
have observable seismic signatures once they are triggered. They are also associated
with relatively smooth fault traces (Bouchon et al., 2010). That is, our free-surface
type supershear transitions have behavior consistent with the inference from field
observations (Bouchon et al., 2010), that smoother or geometrically simple fault
segments are more likely to host supershear propagation.

Buried supershear shows different behaviors compared with free surface type
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supershear. In major datasets of our study, the buried supershear transitions are
more transient, with smaller connected supershear areas compared to free surface
type supershear at the same level of fault roughness level, suggesting that buried
supershear transitions would be more difficult to observe. Only 20% of simulated
events have buried supershear episodes exceeding 2km? in area, which is probably
already far below the lower limit of resolvability for finite fault inversions. A few
exceed 50km?, however (Figure 3.11). A buried supershear transient of that order
of magnitude in size has been inferred for the 1979 Imperial Valley earthquake,
on the basis of strong motion accelerograms (e.g., Archuleta, 1984; Spudich and
Frazer, 1984). This may be a natural analogue of our buried supershear episodes
triggered by fault irregularity:.

Our study shows fault roughness favors buried supershear transitions, which
agrees with 2D supershear analysis on rough faults (Bruhat et al., 2016). While
3D simulations confirm this feature of the 2D simulations, the 3D simulations
reveal the contrasting behavior of supershear transitions induced by free-surface
interactions, which are favored by geometrically simple faults, and suppressed by
geometrical complexity. Thus, the 3D results provide one means to reconcile the
result from 2D simulations that supershear transitions are favor by roughness with
the inference from field observations (Bouchon et al., 2010) that supershear is
favored by smoothness of the fault trace. The latter observation may also be
explained in part by the observation by Bruhat et al. (2016) that, while roughness
favors supershear triggering, smooth fault segments favor large supershear rupture
areas.

Using pseudo-stress model as an approximation of the rough model overes-
timates the possibility of supershear transitions when « is at relatively high level
in the range from 0.005 to 0.009. The pseudo-stress model tends to generate higher
probability of supershear when « falls into that range. At all fault roughness levels,
the pseudo-stress model tends to have somehow larger rupture velocity compared
to that in rough model. These systematic differences are small, but can be under-
stood as roughness drag (Fang and Dunham, 2013). When the roughness level «

is low, pseudo-stress model is a good approximation to rough model.



70

One limitation of the study is the simplification of the slip weakening fric-
tion law. This simplicity can help us understand the complex rupture process on
irregular fault surface. However, strongly dynamic rate weakening during rupture
process has been observed in high-speed friction experiments (e.g., Tsutsumi and
Shimamoto, 1997; Di Toro et al., 2004; Hirose and Shimamoto, 2005; Han et al.,
2010; Goldsby and Tullis, 2011; Brown and Fialko, 2012). The rate and state
friction law with strong dynamic weakening can support self-sustaining slip pulses
both on planar and nonplanar faults (Dunham et al., 2011a,b; Gabriel et al., 2013;
Shi and Day, 2013). The use of rate and state friction law can provide more types
of rupture and perhaps more realistic rupture process. In slip weakening friction
law, high stress drop is expected to nucleate a earthquake on rough fault, generally
generating crack-like pulses. However, low stress drop could host rupture propa-
gation on rough faults using rate and state friction law (Dunham et al., 2011b),
and could generating self-healing pulse. In a few preliminary explorations, adopt-
ing dynamic weakening in a rate and state friction law does not seem to affect
the main qualitative results of this study. That is, while the alternative friction
law can give different rupture velocity distributions on faults, compared to slip
weakening law, given the same bulk properties and fault roughness properties, the
factors which contributes to supershear transitions are the same, such as degree of
roughness, background shear stress, tapered shallow friction parameters and exis-
tence of free surface. A more complete study would be required to support any
quantitative conclusions and to assess the degree to which frequency of occurrence
of supershear transitions is sensitive to choice of friction law.

We adopt simple homogeneous stress distribution on fault plane without
considering the volumetric stress fields generated around the fault after many
earthquake cycles, which is clearly not a realistic assumption. Another impor-
tant factor which should be considered is off fault plasticity. Off fault deformation
which is expressed in the form of minor secondary faulting, microcracking and
rigid-block rotation etc, can vary from 0 to 100% of surface deformation along
coseismic ruptures, as measured from numerous strike-slip faults based on surface

deformation observations (e.g., Nelson and Jones, 1987; Miller and Yount, 2002;
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Rockwell et al., 2002; Treiman et al., 2002; Kimurah et al., 2004; Shelef and Oskin,
2010; Van Dissen et al., 2011; Quigley et al., 2012; Milliner et al., 2015). Incor-
porating plasticity typically reduces rupture velocity (e.g., Andrews, 2005; Duan
and Day, 2004)and may be expected to reduce the probability of supershear tran-
sitions by releasing strain energy as off fault deformations. These effects could be

addressed in future simulation-based studies.

3.6 Conclusions

Dynamic rupture simulations on 3D self-similar rough faults show supers-
hear transitions having mechanisms that are similar to those that have been iden-
tified in flat-fault simulations.The dependence of the transitions of fault roughness
is different for two classes that appear in the simulations. The first class, buried su-
pershear episodes not influenced by free surface interaction, are favored by rougher
faults, a result already seen in 2D simulations (Bruhat et al., 2016). Most such
buried events are probably too small to have seismological significance, but a few
in our simulation ensembles have rupture areas approaching 100km?( 5% of the
total ruptured area of the fault). The second class, supershear episodes induced by
free surface interactions, are favored by smoother faults, and tend to be relatively
large in area. The latter result is consistent with field observations (Bouchon et al.,
2010) that have associated large supershear episodes with the presence of relatively
simple fault traces. Increasing background shear stress level enhances supershear
events of all types, and free-surface induced supershear transitions are especially
sensitive to shallow stress drop. The size distribution of buried supershear events,
and their distribution with respect to hypocentral distance, are both influenced by
the rupture initiation method in the simulations, as well as by the overall rupture
dimensions.

We introduce a so-called pseudo-stress model to assess the extent to which
the kinematics associated with a rough fault can be mimicked by a flat fault loaded
with the same initial traction distribution. Statistically, the rupture in pseudo-

stress model predicts higher rupture velocity, larger rupture area and higher prob-
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ability of supershear transition than rough model. The median rupture velocity
at pseudo-stress model increases 0.3%, 3%, 7%, 12% to 19% comparing to rough
model when « increases in equal steps from 0.001 to 0.009. These differences can
be qualitatively understood by viewing the dynamics of the rough model as a result

of modifying the pseudo-stress model with the addition of roughness drag.
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Table 3.1: Model Parameters

Parameter Value

P Wave Velocity (km/s) 6000

S Wave Velocity (km/s) 3464
Density (kg/m?) 2670

Dynamic Friction Coefficient | 0.525
Static Friction Coefficient 0.75
Slip Weakening Distance(m) 0.4
Normal Stress (MPa) 70
Shear Strss (MPa) 120
Nucleation Width (m) 2300

Time Step Size (s) 0.002
Gird Size (m) 25
Number of Fault Surface Seeds | 20

80



Table 3.2: Different Sets of Simulation Ensembles

Simulation| Free Background | Possible | Fault | Simulation
Ensemble | Surface | Shear Nucle- | Rough- Size
Stress ation ness | Length(km)
(MPa) Centers | Level | *
(o) Width(km)
SET1 No 70 4 0.001- | 30*15
0.009
SET2 Yes 70 1 0.001- | 30*15
0.009
SET3 Yes, 70 1 0.001- | 30*15
tapered 0.009
dy-
namic
friction
coeffi-
cient
SET4 No 71 1 0.001- | 30*15
0.009
SET5 No 70 (pro- | 1 0.001- | 30*15
jected 0.009
traction
as stress
on planar
fault)
SET6 No 70 1 0.005 | 90*15
SET7 No 70 4 0.005 | 60*30
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Figure 3.1: Snapshots of slip pulse evolution on rough fault with presence of
favorable geometry, generating daughter crack like supershear. The yellow dot
at (10km, 10km) at each figure is the hypocenter. (Left) Slip rate distribution
superimposed on rupture velocity distribution. All red parts are supershear areas.
The blue pulses are slip rate pulses. (Right) Slip rate distribution superimposed
on fault geometry.
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Figure 3.2: Snapshots of slip pulse evolution on rough fault with pulse-focusing ef-
fect like supershear. The yellow dot at (10km, 10km) at each figure is the hypocen-

ter. Same as above.
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Figure 3.3: Snapshots of slip pulse evolution on rough fault with free surface trig-
gered supershear. The yellow dot at (30km, 15km) at each figure is the hypocenter.
Same as above.
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Chapter 4

Surface Lateral Slip and Shallow
Slip Deficit from 3D Rough Fault

Simulations

Natural faults deviate from planarity, with scaled rms deflections from the
mean plane ranging from 0.001 to 0.01, depending on the degree of fault surface
roughness. Fault surface roughness has strong influence on the stress concentra-
tion around the fault, and affects the dynamics of the earthquake process. The
irregular stress concentration induced by fault surface roughness leads to inelas-
tic deformation of off-fault material. In the 1999 Izmit Earthquake and the 1940
Imperial Valley Earthquake, surface measurements have demonstrated lateral vari-
ability of slip distributions on all scales. In the 1992 Landers Earthquake, off-fault
deformations accounted for up to 40% of lateral slip. In this study, we simulate 3D
dynamic rupture propagation on a self-similar non-planar fault with elastoplastic
material off the fault and examine the effects of varying fault surface roughness.
We have observed that the surface lateral slips on-fault and off-fault within dif-
ferent damage zone widths are self-affine, and the Hurst exponent H is dependent
on the fault roughness level. The Hurst exponent of on- plus off-fault displace-
ments in our study across damage zones always falls into the range from 0.5 to 1,
which is larger than 0.44 measured in the 1992 Landers Earthquake (Milliner et
al., 2015, 2016). Coseismic slip shows SSD (Shallow Slip Deficit) on fault, and the
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ratio of the slip at the surface to the slip at depth decreases when fault roughness
level increases. Off-fault deformation near the Earth surface due to plastic yielding
contributes to the permanent SSD. The amount of plastic strain heterogeneity at
the surface near damage zone increases when fault roughness increases, and the
amount of plastic strain at depth is more related to the slip amount on fault, which

decreases when fault roughness increases.

4.1 Introduction

Recent improvement of space geodetic data (e.g., Interferometric Synthetic
Aperture Radar and Global Positioning System) provides detailed information of
coseismic slip on fault plane, indicating the slip at depth around 4-5km in large
( M >=T7) strike slip earthquakes is systematically larger than the slip near the
Earth surface (e.g. Reilinger et al., 2000; Simons et al., 2002; Fialko, 2004a; Fialko
et al., 2005; Bilham, 2010). Examples include, but are not limited to, the 1992
M7.3 Landers earthquake, the 1999 M7.1 Hector Mine earthquake, the 2003 M6.5
Bam earthquake and the 2010 M7.0 Haiti earthquake. Since the origin of the
shallow slip deficit (SSD) is very important to analyzing earthquake physics and
estimating seismic hazard, it is crucial to have a good understanding about what
factors contribute to the SSD.

Many studies have investigated the possible origins of SSD. The slip on a
fault plane should be uniform at different depths, and equal to the sum of the
co-, post- and inter- seismic slip after many earthquake cycles (Tse and Rice,
1986). Large magnitude of the discrepancy between the slip near the free surface
and the slip at depth around 20%~80% during the coseismic period can not be
fully explained by shallow creep promoted by velocity strengthening of fault gouge
or shallow sediments (Rice and Tse, 1986) nor by after slip or other aseismic
events during post- and interseismic period in aforementioned earthquakes (Fialko
et al., 2005). Another explanation is inelastic off-fault deformation, which has
been documented for many strike-slip earthquakes, such as the 1992 M7.3 Landers
earthquake (Milliner et al., 2015) and the 1999 M7.5 Izmit earthquake (Rockwell
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et al., 2002).

Numerical studies have been carried out to study dynamic rupture with
off-fault plasticity during earthquakes ( Yamashita, 2000; Ben-Zion and Shi, 2005;
Templeton and Rice, 2008; Andrews, 1976a, 2005; Duan and Day, 2008), which
generates a ”flower-like” structure near the Earth surface since the confining pres-
sure is relatively low near the free surface (Ma, 2008; Ma and Andrews, 2010).
Off-fault deformation accounts for about 15% SSD at the uppermost few kilome-
ters by plastic yielding in 2D dynamic rupture models (Kaneko and Fialko, 2011).
Kinematic inversion on basis of elastic response introduces another bias up to 10%
SSD(Kaneko and Fialko, 2011). Roten et al. (2017b) have carried out 3D dynamic
rupture simulations of the 1992 Landers earthquake, which generate 44-53% SSD,
comparable with 30-60% SSD reported by geological observations (Milliner et al.,
2015).

Another potential factor to influence SSD during plastic yielding is the ma-
turity of fault. Fault maturity, characterized by fault roughness, can be represented
by a random field of fault surface deflection that is approximately self-similar on
natural faults. Fault roughness, which is related to maturity of a fault, is defined
as the ratio of the root-mean-square(RMS) deviations from the mean plane hgpss
to fault length L, o = hpas/L, that typically falls into range from 1072 to 1072
(e.g. Power and Tullis, 1991; Candela et al., 2012; Shi and Day, 2013; Dunham et
al., 2011b). The agreement of geological and geodetic slip rates on mature faults
potentially gives insight that young or infrequently slipping faults may result in
SSD (Fialko, 2006). Geological observations indicate structurally mature, large-
cumulative-displacement faults produce larger ratios of the slip at the surface to
the slip at depth than faults that are structurally immature and small-cumulative-
slip (Dolan and Haravitch, 2014). The effect of fault maturity may be important
to understand the origins of SSD on faults because amount of accumulated plastic
strain and stored elastic strain energy around the fault irregularity can be affected
by fault roughness.

Another reason to highlight the importance of fault roughness is that high-

resolution imaging of earthquake surface displacement shows fluctuations of fault
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surface slip. Large along-strike fluctuations in slip have been observed for both the
1999 Izmit and the 1940 Imperial Valley earthquakes (Rockwell et al., 2002; Rock-
well and Klinger, 2013). Free surface lateral slip correlates with along-strike fault
trace geometry for the 2001 Kokoxili earthquake (Klinger et al., 2006). Coseismic
surface rupture shows variability at all observable length scales and the final slip is
self-affine fractal in the 1992 Landers earthquake (Milliner et al., 2015). The rough
fault simulations allow us to investigate the extent to which observed character-
istics of surface slip heterogeneity may be related to the geometrical roughness of
faults.

In this study, we run 3D dynamic simulations with off-fault plasticity on
rough faults to examine how SSDs vary with different roughness levels. We have
investigated the distributions of surface lateral slips, both on fault and across dif-
ferent damage zone widths, which are self-affine. In our study, we have found that
SSD, plastic strain and fault parallel displacements on the free surface are sensitive
to fault maturity. The Hurst exponent H for on- plus off-fault displacements across
different damage zone widths usually falls into the range from 0.5 to 1, which is
larger than 0.44 measured from field observations in the 1992 Landers Earthquake
(Milliner et al., 2015, 2016).

4.2 Model Setup

The simulations are done using SORD (Ely et al., 2008, 2009) code (a gen-
eralized finite difference method to permit irregular structured meshes), with an
elasto-plastic solver, based on trial-stress formulation (Shi and Day, 2013). For all
simulations in this study, rupture is nucleated by imposing a shear traction pertur-
bation at time ¢ = 0 on a circular fault patch centered at (z9,29) = (15km, 12km)
with radius R = 2km, and of the same form as used in (Shi and Day, 2013),

2

r2 — R2

ATy(x1, 29) = exp( H(R —r)1o(xy1, 22)), (4.1)

where H is the Heaviside step function, r = y/(zy — 29)2 + (2 — 29)2, and 19(1, 72)is

the shear traction resolved by initial stresses onto the rough fault plane.
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The fault dimensions are 60km (along strike) x 30km (along dip), which
are illustrated in Figure 4.1. The 2D self-similar fault surface is constructed by the
same Fourier transform method described in Shi and Day (2013). We randomly
choose a fault surface realization, and scale it to 5 different roughness levels «,
ranging from 0.001 to 0.009. The minimum wavelength of rough fault, which
is the lower wavelength cutoff when constructing the self-similar fault surface, is
200m, and the Hurst exponent H is 1.

Rather than using homogeneous initial stress condition, we consider the
effects of lithostatic loading and hydrostatic pore pressure. The effective initial
normal stresses are given by 017 = 022 = 033 = —(p — pw)gT2, Where g is gravi-
tational acceleration, and p and p, are densities of rock and water, respectively.
The initial shear stresses are assumed to be 031 = 099 X 7/12 and 015 = 093 = 0.

We employ a rate- and state-dependent (RSD) friction with strongly rate-
weakening features to simulate the fault frictional behavior. Strong dynamic rate
weakening during rupture process has been observed in high-speed friction experi-
ments (e.g. Tsutsumi and Shimamoto, 1997; Di Toro et al., 2004; Han et al., 2010;
Goldsby and Tullis, 2011; Brown and Fialko, 2012). The laboratory data indicates
the frictional behavior of the uppermost brittle layer is velocity strengthening (e.g.
Marone et al., 1991). The rate and state friction law supports self-sustaining slip
pulses both on planar and nonplanar faults, even with off-fault plasticity (Dunham
et al., 2011a,b; Gabriel et al., 2013; Shi and Day, 2013).

We adopt Drucker-Prager plasticity model (Drucker and Prager, 1952) to
describe the pressure-dependent inelastic yielding of material. To avoid extreme
plastic deformation localization, we use a Maxwellian viscoplasticity scheme (e.g.
Andrews, 2005; Duan and Day, 2008; Ma and Andrews, 2010) to adjust stress
to Drucker-Prager yield surface. We use 5MPa for cohesion and 0.75 for internal
friction coefficient. All of the elastic and viscoplastic properties of the bulk material
in this model are summarized in Table 4.1 and Figure 4.2. To better understand
rupture properties in plastic cases, we also carry out another set of simulations

(elastic cases) without inelastic yielding of material.
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4.3 Result

In this section, we present simulation results focusing on the effects of fault
roughness on the surface lateral slip, shallow slip deficit, off-fault displacement and

plastic strain.

4.3.1 Surface Lateral Slip

Figure 4.3 shows the final slip distributions on fault plane at 5 different
fault roughness values «, ranging from 0.001 to 0.009. The pattern of final slip
distributions correlates well with the restraining and releasing bends, which shows
a great amount of heterogeneity. The mean slip amplitudes on faults generally
decrease with increasing fault roughness level, which can be explained by additional
fault roughness drag induced by fault roughness (Fang and Dunham, 2013; Yao et
al., 2015; Dieterich and Smith, 2009).

The final fault slips along the surface fault trace at 5 different fault rough-
ness levels show some amount of heterogeneity at all levels of fault roughness. With
higher fault roughness level, the slip distributions show smaller average amplitudes
and larger percent of slip variations in Figure 4.4a. There is a power-law relation
between the amplitude and wavelength of the final slip along the fault trace at
each of the 5 different levels of fault roughness, both in elastic cases (Figure 4.4b)
and plastic cases (Figure 4.4c).

At the same fault roughness level, the Hurst exponent for plastic case is
larger than that in elastic case. Plastic yielding reduces the amount of slip, which
is mainly controlled by fault roughness level and minimum wavelength of the
rough fault in elastic cases. As introduced by Fang and Dunham (2013), rough-
ness contributes an additional resistance to slip, the roughness drag, given by
Trag o2 [Amin 10 elastic cases. A, is minimum wavelength of the rough fault.
The plasticity further reduces the slip. In our simulations, the heterogeneity of
plastic strain on a rough fault induced by plastic yielding enhances the surface slip
heterogeneity, leading to larger amount of slip variations at different wavelengths.

The plastic strain is heterogenous along the whole fault trace, and the amount of
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plastic strain heterogeneity differs point to point, therefore it contributes to larger
amplitudes of slip variations.

There seem to be two somewhat distinct contributions to slip distributions
in plastic cases compared to elastic cases, larger slip variation and smaller average
amplitude of slip induced by fault roughness drag with plastic yielding. The first
factor is very important to spectrum analysis because slip variation is the one
affecting power spectral density, rather than absolute slip amount. Plastic yielding
produces wavelength-dependent and fault-roughness-dependent effects upon power
spectral density of slip on fault. When a = 0.001, the plastic strain distribution
is more uniform near fault, and the power spectral density in the plastic case
increases without large change of the Hurst exponent compared to that of elastic
case. When a = 0.009, power spectral density increases at high wavelength and
decreases a little at low wavelength in plastic case compared to that in elastic case,
resulting in an increase in the Hurst exponent compared to the elastic case. In this
case, the high fault roughness results in the plastic strains near the fault becoming
strongly localized (as we discuss later).

The Hurst exponent H for both plastic and elastic cases increases when fault
roughness increases systematically. Large variations of surface slip induced by fault
roughness are mainly enhanced at wavelength ranging from 107 to 5 x 1073 in
both cases. The Hurst exponent change from 0.59 to 1.19 in plastic cases, and
from 0.57 to 0.84 in elastic cases from a = 0.001 to a = 0.009. In elastic cases,
the slip variations due to fluctuations of fault geometry (plus variations of plastic
strain heterogeneity in plastic cases) give higher amplitude of slip variations at high
wavelength on rougher faults, and almost constant at low wavelength at all levels
of fault roughness levels. This wavelength-dependent property at different fault
roughness levels may be related to the strain localization, but a full explanation

will require further exploration..

4.3.2 Shallow Slip Deficit

The ratio of the mean surface slip along fault trace to the mean slip at

depth has been investigated. The depth at which the maximum slip occurs varies
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a little for different cases, therefore we use the depth where the maximum slip
occurs rather than fixed depth to calculate the ratio. Figure 4.5(left) shows SSDs
at 5 different fault roughness levels for both plastic and elastic cases. The slip
amount drops quickly when the direct-effect friction parameter a starts to increase
from 4km to the surface for both elastic and plastic cases. In plastic cases, plastic
yielding tends to suppress the mean slip in the uppermost crust (less than 2km)
with low values of confining stress (e.g. pre-damaged rock) and promote inelastic
strain accumulation, which does not affect much the slips at depth. This part of
SSD is permanent, representing irreversible deformation in the near-site rocks or
sediments. Another factor to reduce magnitude of coseismic slip near the Earth
surface is smaller stress drop which is linearly dependent on depth in our model.
For rougher cases, the shallow slip reduction is accompanied by increased elastic
strain energy stored in short-wavelength strain fluctuations near fault. Over mul-
tiple earthquake cycles, this buildup of stored strain energy will eventually have
to be expressed as inelastic deformation. The free surface itself, on the contrary,
promotes coseismic slip accumulations. Overall, the slips near the free surface are
always smaller than those at depth, and the ratios between these two variables are
smaller than 1 at all fault roughness levels, in both plastic and elastic cases.

In our study, we have found that coseismic SSD is dependent on fault rough-
ness level. Figure 4.5(right) shows how SSD varies with fault roughness level.
When the fault is rougher, coseismic slips at depth and near the Earth surface are
both reduced by fault roughness drag (Fang and Dunham, 2013; Yao et al., 2015),
and the ratio between the slips at free surface and at depth becomes smaller. The
ratio increases when the fault gets smoother, which is consistent with the study by
Dolan and Haravitch (2014) that structurally mature faults give smaller SSD than
faults these are structurally immature. This part of the SSD in our simulations
is not due to plastic strain, but due to buildup of the stored elastic strain energy
around the fault irregularity, which will eventually have to be expressed as inelastic

strain in later earthquakes.
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4.3.3 Off-Fault Displacement and Plastic Strain

As mentioned before, the reduction of slip near the surface by plastic yield-
ing has been observed in plastic cases in Figure 4.5(left). Figure 4.6a shows the
mean off-fault displacements (averaged along strike directions) at free surface in
both plastic and elastic cases. The reduction of fault parallel displacements at the
surface is observed gradually near fault mainly from -5km~>5km in plastic cases, at
all fault roughness levels. Milliner et al. (2015) found that off-fault deformation is
higher near geometrically complex parts of the 1992 Landers rupture. In our sim-
ulations, the average slip amplitude on fault decreases when the fault roughness
increases, and the corresponding off-fault deformation decreases too. In Figure
4.6b, the reduction of fault parallel displacement near fault is larger in plastic
cases when the fault roughness level is larger.

As we discussed in section 4.3.1, the slips on fault are self-affine at 5 dif-
ferent roughness levels in plastic cases. We have also found that the surface dis-
placements across the fault plus damage zone are also self-affine. This result is
shown in Figure 4.7, and is similar to geological observations of the 1992 Landers
earthquake. Milliner et al. [2015] investigated the total surface deformation across
the Landers damage zone. They found along-strike variability at all observable
length scales, with a power-law power spectrum, and inferred that surface slip can
be represented as a self-affine fractal. In the simulations, the surface inelastic de-
formation decays gradually away from the fault. We have investigated the effects
of including varying widths (”damage zone widths”) of that deformation zone in
the total displacement calculation. In the simulations, when o = 0.001, across dif-
ferent damage zone widths, the Hurst exponents of total displacements show small
variability. When a = 0.009, the displacement variations at all wavelengths reduce
with larger damage zone width due to the reductions of plastic strain heterogene-
ity as distance from the fault increases. Within the same damage zone width, for
example within -0.5~0.5km off-fault, displacement variations change more rapidly
at low wavelength than high wavelength when « increases. Even though the Hurst
exponent increases with « for each damage zone width, this trend is weaker for

larger damage zone width. In our simulated datasets, the difference of Hurst ex-
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ponents of total displacements on fault at o = 0.001 and o = 0.009 on fault is
102%, and reduced to 68%, 48% and 34% when the damage zone width is 0.5km
(-0.25~0.25km off-fault), 1.0km (-0.5~0.5km off-fault), and 1.5km (-0.75~0.75km
off-fault), respectively.

The degree of plastic deformation near the surface is proportional to the
amount of SSD (Kaneko and Fialko, 2011). Figure 4.8 shows permanent plastic
strain distributions across the fault at ;1 = 10km at 5 different fault roughness
levels. On smooth fault when o = 0.001, the plastic strain is larger and more
widely spreading since there is smaller fault roughness drag(Fang and Dunham,
2013; Yao et al., 2015), leading to a larger amount of slip on fault. The fault
roughness promotes heterogeneity of plastic strain distributions. In Figure 4.9,
plastic strain distributions on fault surface have been illustrated. There is a lack
of plastic strain around z; = 30km, therefore, the difference of the slip amplitude
at 1 = 30km and the slip at the end of fault trace is very large in plastic cases
(Figure 4.4a). Plastic strain heterogeneity on the free surface has been observed,
and the amount of plastic strain heterogeneity near fault increases when fault

roughness increases.

4.4 Discussion

In our study, we have observed that the off-fault displacements within dif-
ferent damage zone widths are self-affine, which is consistent with the field obser-
vations (Milliner et al., 2015). Milliner et al. (2015) found that the total on- and
off-fault deformation is self-affine, and the Hurst exponent H of the total on- plus
off-fault deformation over about 100m~200m (mean 154m) wide damage zone in
the 1992 Landers earthquake is 0.44 based on their spectral slopes (Milliner et
al., 2015, 2016). Milliner et al. (2015) have found the correlation between slip
complexity and geometrical complexity, and both the magnitude and width of
distributed deformation are largest in stepovers and bends. In our simulations,
more intense off-fault deformations have observed in smoother cases, but this is

primarily because those cases have more total slip. The slip-normalized off-fault
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deformation is similar across the different roughness levels, and that deformation
is more intensely localized in the rough cases.

The Hurst exponents of on-fault slip at 5 different fault roughness levels
from a = 0.001 to a = 0.009 are 0.59, 0.78, 0.94, 1.07 and 1.2. Adding off-
fault deformation moves H values toward lower values. In our simulations, The
Hurst exponent of on- plus off-fault displacements across damage zones usually
falls into the range from 0.5 to 1, which is higher than 0.44 measured in the 1992
Landers earthquake (Milliner et al., 2015, 2016). The Hurst exponent of the off-
fault displacements within damage zone widths -0.25km~0.25km in our simulations
at b different fault roughness levels from a = 0.001 to o = 0.009 are 0.55, 0.63,
0.73, 0.83 and 0.93, respectively. More realistic cohesion model (smaller cohesion
values in the crust) as in Roten et al. (2017b) could change our H values, maybe
towards smaller values. Real fault like the Landers system have more complex
types of geometry, which are not modeled by our simulations, like small stepovers
and minor intersecting fault segments, all of which might explain lower values of
H.

A significant limitation of the study is the homogeneity of the cohesion
model and initial stress model. The cohesion value in our model is 5MPa, and
the internal friction coefficient is 0.75, both of which are uniform on the whole
fault plane, and the initial shear and normal stress on mean plane are linearly
dependent on depth. By excluding all parameter heterogeneity, we can isolate and
more easily interpret the effects of fault roughness on rupture dynamics. However,
it is not realistic to assume homogeneous stress distribution on fault plane with-
out considering the volumetric stress fields generated around the fault after many
earthquake cycles. Also, the cohesion model which does not consider variations of
rock properties with depth (lower cohesion value near the Earth surface) (Roten et
al., 2017b) could affect the plastic yielding along with rupture dynamics. A more
realistic cohesion and stress heterogeneity should be assumed in future study.

As illustrated by Kaneko and Fialko (2011), the inversion of geodetic data
based on purely elastic models introduces an artificial deficit of SSD up to 10 per-

cent of maximum slip for 2D strike slip faults, and Kaneko and Fialko (2011) also
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point out that the 3D geometry may be important to the analysis. The amount of
slip at depth is typically calculated by inversion of surface static displacements in
natural earthquakes using elastic Green’s function. In 3D dynamic elasto-plastic
simulations, the plastic yielding changes the fault slip distributions and surface
static displacements compared with pure elastic cases. It is worthwhile to investi-
gate how much bias could be introduced into the calculations of SSD based on the
inversion results by inelastic behaviors and how fault roughness level effects the
extent of this bias.

As we discussed in section 4.3.1, the plastic yielding suppresses the amount
of slip near the surface; however it is important to know how fault roughness
affects the permanent SSD. In our model, the amounts of mean slip (averaged along
strike) at different fault roughness are different. Therefore it is a good extension
of this study to build models which generate the same amounts of mean slip at the
depths of maximum slip at different fault roughness levels, but allow the slip near
the surface to vary with fault roughness level. Then it is more straightforward
to measure how much SSD is due to plastic yielding at different fault roughness
levels.

In our study, all the dynamic simulations are carried out on one fault surface
realization. A large ensemble of models can provide more robustness and reliability
of the results. With more realistic models developed in the future, it is possible

that we can link our simulated data to the field observations more accurately.

4.5 Conclusion

3D dynamic rupture simulations on rough faults with plastic yielding have
been investigated in this study. We demonstrate that fault roughness can play
an important role in determining the surface slip, shallow slip deficit, off-fault
displacements and plastic strain near fault. The numerical simulations in this study
employ the rate and state friction law with dynamic weakening, combined with
Drucker-Prager elasto-plasticity (with viscous regularization). The fault roughness

in this study is assumed to be self-similar with rms deflections ranging from 103
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to 1072 times the fault length .

We find that the surface lateral slip in this model is self-affine with Hurst
exponent increasing when the fault roughness level increases in both elastic cases
and plastic cases. even though plastic strain reduces the total amount of slip, it
increases the spatial variability of slip, and this is in part because fault roughness
causes plastic strain heterogeneity that are highly variable along strike. We have
found plastic yielding shows wavelength-dependent and fault-roughness-dependent
behaviors that affect the power spectral density of slip on the fault. The process
results in Hurst exponents in plastic cases that are always higher than those in
elastic cases, though a more complete understanding of the mechanism controlling
this difference will require further studies.

We also investigate how individual event SSD on rough faults is sensitive to
the roughness level of the fault. The coseismic slip near the Earth surface and at
depth are larger when « is smaller, and the ratio between them is larger. Part of
the SSD is induced by permanent plastic strain accumulated near the surface. The
other contributions to the SSD in our models, including velocity-strengthening and
reduced stress drop near the surface, are transient effects that eventually have to
be compensated for by large slips or inelastic relaxations in subsequent events.

We also find that the Hurst exponents of on- plus off-fault displacements
across different damage zone widths also show self-affine property, and the Hurst
exponent increases when fault roughness level increases. The Hurst exponent of
on- plus off-fault displacements in our study always falls into the range of 0.5 to
1, which is larger than 0.44 which is measured by Milliner et al. (2015, 2016) in
the 1992 Landers Earthquake. If the lower Milliner et al. H estimate proves to be
representative of other similar events, it may be indicative of additional sources of
natural complexity (e.g., stepovers, subsidiary intersecting faults, heterogeneities

in yield strength) that are absent in the current numerical model.
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Table 4.1: Model Parameters

Parameter Value
P Wave Velocity (km/s) C, 6000
S Wave Velocity (km/s) C 3464
Possion’s ratio v 0.25
Density (kg/m?) p 2670
Cohesion(MPa) c 5
Internal friction coefficient tan(P) 0.75
Evolution-effect parameter b 0.14
Reference slip rate(um/s) Vo 1
Steady-state cofficient at slip rate V| fo 0.7
Evolution distance of state variable 1) L 0.2
Fully weakened friction coefficient(m) L,c 0.2
Initial fault slip rate(m/s) Vv 6 x 1071
Nucleation Width (m) 2000
Time Step Size (s) dt 0.004
Number of Fault Roughness Levels 5
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Figure 4.1: Model Geometry and dimensions for 3D earthquake dynamic rup-
ture. (Top) Example of rough fault surface. The color scale denotes deviation

of the rough-fault surface. For better view, the fault deviation has been greatly
exaggerated in the 3D plot.
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Figure 4.5: (left) shows mean surface slips (averaged along strike) obtained at
5 fault roughness levels. (right) shows the ratio of slip near Earth surface and at
depth, are dependent on the fault roughness level.



118

4 2
-
o
g 1.8+F 7
31 g
et
@16 1
[a)]
2r =
t— =
£ F14r .
< c
g 4l | o
=
9] o
9 =
3 5
K2l _ =
a0 g
o S
B &
&1 1 a
- —-—-a = 0.001 plastic K} —-—-a = 0.001 plastic
3 —-=-a = 0.003 plastic © L —-=-a = 0.003 plastic | |
R = 0.6 .
L —-=-a = 0.005 plastic g —-—-a = 0.005 plastic
—-=-a = 0.007 plastic | | = —-=-a = 0.007 plastic
——a = 0.001 elastic ——a = 0.001 elastic
——a = 0.003 elastic | | G ——a = 0.003 elastic
@ = 0.005 elastic Qoolh —— @ = 0.005 elastic | |
——a = 0.007 elastic § ——a = 0.007 elastic
——a = 0.009 elastic ——a = 0.009 elastic
4 | 0 I | 1 i
-5 0 5 0 1 2 3 4 5
Offset(km) Offset(km)

Figure 4.6: (left) Mean fault parallel displacement (averaged along strike) ob-
tained for both elastic and plastic cases at 5 fault roughness levels. (right) Ratio
of fault parallel displacement to on fault displacement for both elastic and plastic
cases at 5 fault roughness levels.
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Figure 4.7: Power spectral density of surface lateral slips on-fault and on-
plus off-fault within different damage zone -0.25km~0.25km, -0.5km~0.5km,-
0.75km~0.75km at 5 different fault roughness levels in plastic cases. Solid lines are
calculated psd, and dashed lines are fitted psd. (right) Hurst exponent of different

surface lateral slips.
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Figure 4.8: Distributions of accumulated plastic strain along cross-sections per-
pendicular to fault at = 10km for plastic cases.
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Figure 4.9: Distributions of accumulated plastic strain at 25m for plastic cases for
different fault roughness levels. a ranges from 0.001 to 0.009 from top to bottom.





