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Abstract

Some new methods for Hamilton—Jacobi type nonlinear partial differential equations
by
Hung Vinh Tran
Doctor of Philosophy in Mathematics
University of California, Berkeley

Professor Lawrence C. Evans, Chair

I present two recent research directions in this dissertation. The first direction is on
the study of the Nonlinear Adjoint Method for Hamilton—Jacobi equations, which was
introduced recently by Evans [27]. The main feature of this new method consists of the
introduction of an additional equation to derive new information about the solutions of
the regularized Hamilton—Jacobi equations. More specifically, we linearize the regularized
Hamilton—Jacobi equations first and then introduce the corresponding adjoint equations.
Looking at the behavior of the solutions of the adjoint equations and using integration by
parts techniques, we can prove new estimates, which could not be obtained by previous
techniques.

We use the Nonlinear Adjoint Method to study the eikonal-like Hamilton—Jacobi equa-
tions [79], and Aubry-Mather theory in the non convex settings [10]. The latter one is
based on joint work with Filippo Cagnetti and Diogo Gomes. We are able to relax the
convexity conditions of the Hamiltonians in both situations and achieve some new results.

The second direction, based on joint work with Hiroyoshi Mitake [69, 68], concerns
the study of the properties of viscosity solutions of weakly coupled systems of Hamilton—
Jacobi equations. In particular, we are interested in cell problems, large time behavior,
and homogenization results of the solutions, which have not been studied much in the
literature.

We obtain homogenization results for weakly coupled systems of Hamilton—Jacobi equa-
tions with fast switching rates and analyze rigorously the initial layers appearing naturally
in the systems. Moreover, some properties of the effective Hamiltonian are also derived.

Finally, we study the large time behavior of the solutions of weakly coupled systems
of Hamilton—Jacobi equations and prove the results under some specific conditions. The
general case is still open up to now.



To my wife and my daughter,
Van Hai Van and An My-Ngoc Tran.
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Chapter 1

Viscosity solutions of
Hamilton—Jacobi equations

In this Chapter, we give a short introduction to the theory of viscosity solutions of first
order Hamilton-Jacobi equations, which was introduced by Crandall and Lions [22] (see
also Crandall, Evans, and Lions [21]). Most of this short introduction is taken from the
book of Evans [28]. Let us for simplicity only consider initial-value problem of Hamilton—
Jacobi equations:

© u+ H(x,Du)=0 in R" x (0,7),

u(z,0) = g(z) on R",
where the Hamiltonians H : R® x R™ — R is given, as is the initial function g : R” — R.
The original approach [22, 21] is to consider the following approximated equation

) uj + H(z, Du®) = eAu®  in R" x (0,7,

) u(z,0) = g(x) on R”,
for € > 0. The term €A in (C.) regularizes the Hamilton—-Jacobi equations, and this is the
method of vanishing viscosity. We then let ¢ — 0 and study the limit of the family {u®}.o.

It is often the case that {u®}.~¢ is bounded and locally equicontinuous on R"™ x (0,7"). We
hence can use the Arzela-Ascoli theorem to deduce that

u® — u, locally uniformly in R" x (0,7,

for some subsequence {u®} and some limit function v € C(R™ x (0,7")). We expect that
u is some kind of solution of (C) but we only have that u is continuous and absolutely
no information about Du and u;. Also as (C) is fully nonlinear and not of the divergence
structure, we cannot use integration by parts and weak convergence techniques to justify
that u is the weak solution in such sense. We instead use the maximum principle to obtain
the notion of weak solution, which is viscosity solutions.

The term wviscosity solutions is used in honor of the vanishing viscosity technique. In
the modern approach, the existence of viscosity solutions can be obtained by using Perron’s
method. We can see later that the definition of viscosity solutions does not involve viscosity
of any kind but the name remains because of the history of the subject.
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1.1 Definitions

Definition 1.1.1 (Viscosity subsolutions, supersolutions, solutions). A bounded, uni-

formly continuous function w is called a viscosity subsolution of the intial-value problem
(C) provided that

e u(-,0) =g on R"

e For each v € C'(R™ x (0,7)), if u — v has a local maximum at (zg,t,) € R x (0,T)
then
’Ut(l’o, t(]) + H(SL’(], DU(QE(), to)) < 0.

A bounded, uniformly continuous function u is called a viscosity supersolution of the intial-
value problem (C) provided that

e u(-,0) =g onR"

e For each v € CY(R™ x (0,T)), if u — v has a local minimum at (zg,%y) € R™ x (0,7
then
v(xo, to) + H(x0, Dv(z0, 1)) > 0.

A bounded, uniformly continuous function w is called a viscosity solution of the intial-value
problem (C) if u is both a subsolution, and a supersolution of (C).

Remark 1.1.2. In Definition 1.1.1, a local maximum (resp., minimum) can be replaced by
a maximum (resp., minimum) or even by a strict maximum (resp., minimum). Besides, a
C! test function v can be replaced by a C™ test function v as well.

1.2 Existence

Theorem 1.2.1. Let u® be the solution of (C.) for e > 0. Assume that there exists a
subsequence {u®} such that

u — u, locally uniformly in R"™ x [0, T

for some u € C(R™ x [0,T]) bounded and uniformly continuous. Then wu is a viscosity

solution of (C).

Proof. 1t is enough to prove that wu is a viscosity subsolution of (C). Take any v € C*°(R" x
(0,7)) and assume that u — v has a strict maximum at (zo, %) € R™ x (0,7).
Recall that u® — wu locally uniformly as j — oco. For j large enough, u® — v has a local
maximum at (x;,t;) and
(LIZ‘j,fj) — (l’o,to), as j — o0.
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We have Dufi(xz,t;) = Dv(z;,t;), u;’ (w5,t;) = vi(x;,t;), and —Au (x5, t;) > —Av(xj, ;).
Hence,

vy, t;) + H(xj, Do(xj,t5)) = uy’ (x5, t5) + H(xj, Du (x5, t5))
= eAu™ (z;,t) < €;Av(z;,t;5).

Let 7 — oo to imply that
vy (o, to) + H(zo, Dv(z0,10)) < 0.
O

Remark 1.2.2. Let us emphasize that obtaining viscosity solutions through the vanishing
viscosity approach is the classical approach. This method does not work for second order
equations. In general, we can use Perron’s method to prove the existence of viscosity
solutions. However, we do not present Perron’s method here in this short introduction to
the theory of viscosity solutions.

1.3 Consistency

We here prove that the notion of viscosity solutions is consistent with that of classical
solutions.

Firstly, it is quite straightforward to see that if u € C*(R™ x [0,7T1]) solves (C) and u is
also bounded and continuous, then w is a viscosity solution of (C).

Next, we show that if a viscosity solution is differentiable at some point, then it solves
(C) there. We need the following Lemma

Lemma 1.3.1 (Touching by a C! function). Assume u : R™ — R is continuous and
differentiable at some point xo. There exists v € C'(R™) such that u(xy) = v(zg) and u—v
has a strict local mazimum at xg.

Proof. Without loss of generality, we assume first that
o = 0, u(0) =0, and Du(0) = 0. (1.3.1)
We use (1.3.1) and the differentiability of u at 0 to deduce that
u(z) = |z|w(x) (1.3.2)
where w : R™ — R is continuous with w(0) = 0. For each r > 0, we define

p(r) = max fw(w)].

We see that p: [0,00) — [0, 00) is continuous, increasing, and p(0) = 0.
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We define

2|z
v(x) = / p(r)dr + |z|*>, for z € R™. (1.3.3)
|

x|

It is clear that |v(z)| < |z|p(2|z|) + |z|?, which implies
v(0) =0, Dv(0) =0.
Besides, for x # 0, explicit computations give us that

Du(x) = ig—ﬁp@m) - Frelle]) + 22,

and hence v € C'(R™).
Finally for every z # 0,

2|z

u() — v(z) = |zlw(z) - / p(r)dr — |z

||

< |z[p(|z]) = |z|p(|2]) = |2[* < 0 = u(0) — v(0).
The proof is complete. O
Lemma 1.3.1 immediately implies the following.

Theorem 1.3.2 (Consistency of viscosity solutions). Let u be a viscosity solution of (C)
and suppose that u is differentiable at (xo,ty) € R™ x (0,T), then

Ut(l’o, to) + H(LU(), DU(QE(), to)) =0.

1.4 Stability

It is really important to mention that viscosity solutions remain stable under the L*>°-norm.
The following proposition shows this basic fact.

Proposition 1.4.1. Let {Hp}ren € C(R" x R™) and {gi}ren C C(R™). Assume that
Hy, — H, gr — g locally uniformly in R™ x R™ as k — oo for some H € C(R" x R")
and g € C(R™). Let {uy}ren be viscosity solutions of the intial-value Hamilton—Jacobi
equations corresponding to {Hy}gen with ug(-,0) = gr. Assume furthermore that uy — u
locally uniformly in R"™ x [0, T] as k — oo for some u bounded and uniformly continuous.
Then u is a viscosity solution of (C).

Proof. Tt is enough to prove that u is a viscosity subsolution of (C). Take ¢ € C1(R"x(0,T))
and assume that u — ¢ has a strict maximum at (xg, %) € R™ x (0,7). By the hypothesis,
for k large enough, u; — ¢ has a maximum at some point (zy,tx) € R" x (0,7") and
(g, tx) — (w0,t0) as k — oo. By definition of viscosity subsolutions, we have

be(wn, te) + He(wg, Do(zp, ;) < 0.
We let & — oo to obtain the result. O



CHAPTER 1. VISCOSITY SOLUTIONS OF HAMILTON-JACOBI EQUATIONS 5

1.5 Uniqueness

We now establish the uniqueness of a viscosity solution of (C).

Lemma 1.5.1 (Extrema at a terminal time). Assume that u is a viscosity subsolution
(resp., supersolution) of (C) and u — v has a local maximum (resp., minimum) at a point
(zg,t0) € R™ x (0,T) for some v € CY(R" x [0,T]). Then

Ut(l’(), to) + H([L’o, D’U(ZL’Q, to)) S 0(2 0)
The point here is that terminal time ty = 71" is allowed.

Proof. We just need to verify the case of subsolution. Assume u — v has a strict maximum
at (xg,T). We define

v(x,t) = v(x,t) + for (z,t) € R" x (0, 7).

_c
Tt
For € > 0 small enough, u —7 has a local maximum at (z.,t.) € R" x (0,7) and (x.,t.) —
(29, T) as € — 0. By definition of viscosity subsolutions, we have

Ue(xe, te) + H(z., Dv(2.,t.)) <0

which is equivalent to

€
v(@e, te) + T—1) + H(2., Do(z., tc)) < 0.
Hence
Ut(l'm ta) + H(‘Taa DU(ZEE, ta)) <0.
We let ¢ — 0 to achieve the result. O

We now assume further that the Hamiltonian H satisfies

(H1) There exist a positive constant C' such that
|H (2, p)—H(x,q)] < Clp—ql, |[H(z,p)~H(y.p)| < Cla—y|(1+[p]), for (z,y,p,q) € (R")".

Theorem 1.5.2 (Comparison Principle for (C)). Assume that (H1) holds. If u, @ are
viscosity subsolution, and supersolution of (C) respectively, then u < 1.

Proof. We assume by contradiction that

sup (u—1u) =0 > 0.
R” %[0,

For e, A € (0,1), we define

1
(@, 1, 5) = u(z, )=y, s)=At+s) = (jo—y+(=s)")—e(|l2"+|y["), for 2,y € R, t,5 > 0.
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There exists a point (g, Yo, to, so) € R*" x [0,T]* such that

d t = d t,s).
(1’07907 0780) RZ%%},{T]Z (x7y7 78)

For £, A small enough, we have ®(xg, yo, to, So) > /2.
We use ®(xq, yo, to, S0) > ©(0,0,0,0) to get

1 N -
A(t0+so)+§(|x0—y0\2+(t0—30)2)+5(|x0|2+\y0|2) S U(l’o,to)—u(yo, so)—u(O, 0)—|—U(O, 0) S C
(1.5.1)
Hence

C
|20 — yo| + [to — so| < Ce, |zo| + |yo] < i (1.5.2)

We next use ®(xo, yo, to, So) > P(z0, xo, to, to) to deduce that

1 N -
8—2(‘1’0 — y0\2 + (to — 80)2) S u(l’o,to) — u(yo, 80) + >\(t0 — 80) -+ 8(5(70 — yo) . (LL’O -+ yo).

In view of (1.5.2) and the uniformly continuity of @, we get
|20 — ol + [to — so| = o(e). (1.5.3)

By (1.5.2) and (1.5.3), we can take ¢ > 0 small enough so that s,y > p > 0 for some
w>0.

Notice that (z,t) — ®(z, yo, t, So) has a maximum at (xg,t). In view of the definition
of @, u — v has a maximum at (zo, %) for

N 1
v(z,t) = (Yo, 50) + At + s0) + 8—2(\x —yol* + (t — 50)?) +e(|z|* + |yo|?).

By definition of viscosity subsolutions,

(to — s0)

2 2(xg —
At _ (o yo)
€

o+ H (g, == + 2520) < 0. (1.5.4)
Similarly, by using the fact that (y,s) — ®(zo,vy, o, s) has a maximum at (yo, o), we

obtain that
2(to — so0) 2(x0 — o)

At = H g, = — 2250) > 0. (1.5.5)
Subtract (1.5.5) from (1.5.4)
2(xy — Mo —
27 < H(, 2 cy) — B, 2P 4 geay) < Ol + luol) + Clro — ol
(1.5.6)
We let ¢ — 0 to discover that A < 0, which is the contradiction. O

By using the comparison principle above, we obtain the following uniqueness result
immediately.

Theorem 1.5.3 (Uniqueness of viscosity solution). Under assumption (H1) there exists
at most one viscosity solution of (C).



Chapter 2

The Nonlinear Adjoint Method for
Hamilton—Jacobi equations

2.1 Introduction to The Nonlinear Adjoint Method

In this Chapter and the next Chapter, we use the Nonlinear Adjoint Method, introduced
by Evans [27], to study the properties of solutions of Hamilton—Jacobi equations, and to
study Aubry—Mather theory, in which the Hamiltonians are non convex.

In order to describe clearly the Nonlinear Adjoint Method, let us focus on the following
time-dependent Hamilton—Jacobi equation studied by Evans [27]

{ Wi + H(Dw) = A in R x (0, 00), (2.1.1)

ut=g on R" x {t =0},
where H : R” — R is a given smooth Hamiltonian and ¢ is a given smooth initial data,
and for simplicity, we assume further that

g : R" — R is smooth and has compact support.

It is well-known from the theory of viscosity solution [22, 21, 59] that for any given
T > 0, there exists a constant C' = C(T") independent of € so that

(| u¥|| oo (rn xjo,77) + |1 DU || Lo x(o,17) + |45 ]| oo ®rxjo,77) < C,

and u® converges locally uniformly to w, which is the unique viscosity solution of the
Hamilton—Jacobi equation

{ w+HDu)=0  inR"x (0,00), (2.12)

u=g¢g onR"x {t=0}.
However, the theory of viscosity solution does not give us the information about the

structures of the singularities of u as well as the understanding about the convergence
u® — 0, e.g. whether Du® — Du almost everywhere or not.
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Evans [27] introduced a new idea of using the Nonlinear Adjoint Method to provide
some new understanding about the above issues as follows. First of all, we can see that
the formal linearized operator of (2.1.1) is

L*v =v,+ DH(Du®) - Dv — eAw.

We then can introduce the adjoint equation of the linearized operator L°: For each T" > 0
and a probability measure o on R", we study

—o; — div(DH (Duf)o®) = eAc® in R" x (0, 00), (2.1.3)

o° = on R" x {t =T}. o

Then o° = 057 were used, for various of choices of the terminal data «, to extract more

information about the vanishing viscosity process. It is straightforward by using Maximum
Principle and integration by parts to see that o > 0 and for each t € [0, 7]

/ o (x,t)dx = 1.

The new and important inequality that Evans derived is that
T
5/ / (|D*uf|? + | Dus|*)of da dt < C, (2.1.4)
0 n

for some constant C' > 0 independent of £. Notice that (2.1.4) tells us that we have better
control on the second derivative of u® on the support of ¢¢, as usually we only have g|Au®|
is bounded on R™ x [0, 7] by (2.1.1).

In particular, we can use (2.1.4) to derive the rate of convergence of u° to u,

|4 — | Lo x (0,7 < Ce'?,
in a very beautiful way by proving that |25 (z, t)| < 61% for (z,t) € R™ x [0, 7.

Deeper analysis using the Nonlinear Adjoint Method gives us some new phenomenon,
which is the matriz of dissipation measures. The matrix of dissipation measures contains
some hidden information about the jumps of the gradients of Du along the characteristics
as described in [27].

We will use the Nonlinear Adjoint Method to study the eikonal-like Hamilton—Jacobi
equations in the next Section, which is taken from [79]. We derive the rate of convergence
of u® to u and also relax the convexity of the Hamiltonians. Next Chapter devotes to
the study of Aubry—Mather theory in the non convex setting. The results are taken from
[10]. We construct Aubry—Mather measures for the non convex Hamiltonians and prove
that these measures may fail to be invariant under the Hamiltonian flow because of the
appearance of the dissipation measures. However, in the important case of uniformly quasi-
convex Hamiltonians the dissipation measures vanish, and as a consequence the invariance
is guaranteed.

We refer the readers to [27, 79, 10, 33, 9, 11] for the progress in recent years of the
Nonlinear Adjoint Method.
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2.2 Eikonal-like equation in bounded domain

We study the following of Eikonal-like Hamilton—Jacobi equation in a given bounded do-
main U with smooth boundary

{H@M@)O in U,

u(z) =0  on OU. (22.1)

Crandall and Lions studied this equation in sense of viscosity solution first in [22].
See also [59]. After that, Fleming and Souganidis studied it in more details and also gave
some asymptotic series of the solutions of the regularized problem in [42]. Then Ishii gave
a simple and direct proof of the uniqueness of the solution in [49]. We here base on the
conditions given in [42, 59] and we refer the readers to [49, 42, 59] for more details.

Our approach, as usual, is to consider the following regularized problem

(2.2.2)

H(Du(x)) = eAu(x) in U,
u(x) =0 on OU.

Our goal here is twofold. First, we use the nonlinear adjoint method to study the
speed of convergence of u® to u as € tends to 0. Secondly, we relax the convexity of the
Hamiltonian H, which was often required in the study of (2.2.1) in the literature. We
replace the convexity condition by some weaker and more natural condition as follows.

We assume the Hamiltonian H satisfies the following conditions

(H1) H smooth and H(0) < 0.

Hp) _
Ip|

(H3) There exist v, > 0 such that DH(p) - p —vH(p) > d > 0 for all p € R™.

(H2) H is superlinear, i.e. lim,_qo

Condition (H3) is used to replace the convexity condition and will be discussed later. We
just make an obvious observation that if H is convex then (H3) holds with v = 1 and

§d=—H(0).
Theorem 2.2.1. There exists a constant C' > 0 independent of € such that
[uf][zee, [[Du||p~ < C. (2.2.3)

Proof. In the case where H is convex then this theorem was proved in [42] by Lemmas 1.1
and 1.2 or in [59]. We here follow the proof in [42] and just need to slightly modify some
estimates using the convexity of H.

By Lemma 1.1 and the first part of Lemma 1.2 in [42], there exists a constant C' > 0
such that 0 < u* < O in U and |Duf| < C on dU. To complete the proof, we will only
need to bound |Duf| in U.
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Using the same ideas like in [42, 59], let w = |Du®| — pu®, where p is to be a suitably
chosen constant. Suppose that w has a positive maximum at an interior point zo € U. At

zo we have
> L US U
— — Lk Twg Twers €
0=w,, = Dur| pu,

> Qs us,,)? = wP Dl

which implies that

ik
Furthermore,
eSS s s )2 e (s ) S s (—eAue),
0< _ A — 1 T TpTi o 1, kLq Tk k A e
S —enw |Due|3 |Du5| + \Du€| +M(€ u )>
: : . (Aue)? ) '
By using the inequality <> in(us,,,)? and (2.2.2), we derive that
/)fL El 7
2
0 < ep’|Duf| — ———— — uDH - Du® + pH.
ne|Duf|
Besides, (H3) implies
uDH - Du — pyH > dp > 0,
Thus,
i H A
< np’e? - < np’e? 1 .
D STHE +ne(p m)|Du€| < npe” + nep( +7)|Due|
1
Choose 1 = ———— then for ¢ < 1, we get the estimate:
a 2n(1+7) &

’ |H|

Duf = Du

By the superlinearity condition (H2) we finally get |Du®| is bounded independently of
E. ]

Remark 2.2.2. The existence of the solution of (2.2.2) then follows directly from [42] with
some changes and adaptations similar to the proof of Theorem 2.2.1 above.

Now we discuss the uniqueness of the viscosity solution u of (2.2.1). For p € R™, let us
consider ¢ : (0,00) — R as following

o(t) =tV H(tp) V>0,

then
¢'(t) =t 7"Y(DH(tp) - (tp) — vH(tp)) > t77710 > 0.
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Hence ¢ is strictly increasing and for ¢ < 1 we have furthermore:
1 1 5
o(1) — o(t) = /t ¢'(s)ds > /t s ds = ﬁ(f”’ —-1)>0,
Thus,
H(tp) < O H(p) — —— (1~ 1) = FUH(p) 4 —— (1~ ") H(0).
v+1 (v + 1)H(0)

Notice that H(0) < 0 by (H1). So H satisfies all the conditions (H1)-(H3) and (H4)" in
[49] with ¢ = 0. Therefore, (2.2.1) has a unique viscosity solution.

The proof of the uniqueness of u° is quite complicated and follows the key idea of this
Section. Therefore, we put it at the end of this Section.

Our main theorem of this Section is

Theorem 2.2.3. There exists a constant C' > 0 independent of € such that
|uf — ul| e~ < Ce'/2. (2.2.4)
Adjoint method. The formal linearized operator of (2.2.2) is
Lfv = DH(Du®) - Dv — eAuw.

We now introduce the adjoint equation of the above operator. For each xy € U, we consider
the following PDE

{ —div(DH (Duf)o®) = eAo® +0,,  inU, (225

o =0 on OU.

The adjoint equation here is very nice, natural and similar to the one that Evans intro-
duced in [27] to study the time-dependent Hamilton—-Jacobi equations. We can use 0° and
integration by parts techniques to extract more properties of u* as well as u, which are our
very important goals especially in the case that H is not convex in p.

In order to derive the properties of 0°, we need to use the adjoint equation of (2.2.5).

For each f € C*°(U) and f > 0, we consider the following equation

{ DH(Du®) - Dv* =eAv® + f  in U, (226)

v° =0 on OU.

By Maximum principle, we derive that v* > 0. It is moreover straightforward to see that
v® = 0 when f = 0 by using Maximum Principle again. Hence by Fredholm alternative,
both equations (2.2.6) and (2.2.5) have unique solutions. By the theory of distributions
(see Chapter 5 in [72]), 0 € C(U \ {zo}).
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Lemma 2.2.4. The following fact holds

/ fofdx = v°(xg) > 0.
U

In particular, 0 > 0 in U \ {xo}.

Proof. By (2.2.5) and (2.2.6),
/ fofdx = / (DH(Du) - Dv*o® — eAv°o®) dx
U U
= /(—diV(DH(DuE)UE) — eAc®)v° dx = v*(xy) > 0.
U

The proof is complete.
From the above Lemma, we can easily derive some following properties of o¢.

Lemma 2.2.5. Properties of o°

(i) 0 >0 in U\ {xo}. In particular, %L <0 on 0U.
n
Odo*
1 ds = —1.
(1) 8U€8n S

| Due|?

Lemma 2.2.6. Let w® = then w* satisfies:

DH(Du®) - Dw® = eAw® — | D*uf|*.
The proof of Lemma 2.2.6 is quite standard, hence omitted.

Lemma 2.2.7. There exists a constant C > 0 such that

/ e|D*uf)?0® dx < C.
U

12

(2.2.7)

(2.2.8)

(2.2.9)

(2.2.10)

This is one of the key Lemma of this Section and the inequality (2.2.10) is a new
inequality in the theory of viscosity solutions, which was discovered first by Evans [27].

Proof. By (2.2.9), we have

/(DH(Dua) - Duw® — eAw®)o® dx = —/ e| D*uf|?0° dx.
U U

(2.2.11)
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Integrate by parts the left hand side of the above equality to derive

/(DH(Dua) - Dw® — eAw®)o® dx
U

do*

£
U a’n
€ 15

- /(—div(DH(DuE)UE) — Ao )w? d:)s+/ 500 w® dS = w(xg) +/ 580 w® dS.
U ou  On ou  On

= /(—div(DH(DuE)UE)w8 —eAcw)dx + / wdS
U 0

The results of Theorem 2.2.1 and Lemma 2.2.5 then yield the conclusion. U

As usual, if we can bound fU o¢ dzr independently of £ then Theorem 2.2.3 follows
immediately by using Lemma 2.2.7 as one can see later by using the same arguments as in
[27]. However, it is not easy to bound [, 0°dx here. We will show the reasons why in the
following discussions.

Choose f =1 then (2.2.6) reads

DH(Duf) - Dv° = eAv® +1 in U, (2.2.12)
v° =0 on OU.
And also Lemma 2.2.4 reads
o dx = v°(xg) > 0. (2.2.13)

U
Hence, in order to bound fU o®dzx, we need to bound v°(xg). And since zy may vary,
maxy v° should be bounded uniformly independently of €. It turns out that this fact is not
true for general H. For example, when DH (p) = 0 for all p, the above fact is no longer
true, i.e. we will no longer have the uniformly bound for max; v® by the following explicit
example.
Let us consider the following ODE:

eAv £1=0  in (0,1),
v°(0

) — vf(1) 0. (2.2.14)

Then v*(z) = i(z —2?), which implies maxy 1) v° = % So max|;; v° blows up as € tends
to 0. Heuristically, this counter-example shows that we need to have some conditions on
the gradient of the Hamiltonian H that allow us to control v°.

We introduce next the second example, where we have some growth control on DH (p),
as following

(2.2.15)

(v°) =eAv°+1  in (0,1),
v°(0) =0v°(1) = 0.

Explicit computations give us that

et/e — 1

’Ue(flf) = — m
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Hence, max,;; v < 1, which provides us the uniformly boundedness of maxy v® indepen-
dent of e. While the first example fails, the second one intuitively shows that if we can
control the growth of DH (p) in an appropriate way, we will have such uniform bound.

Based upon the above examples and discussions, we introduce condition (H3), which
is weaker than the convexity condition, but still allows us to have the uniform bound of
maxy v° independent of . Let us recall (H3).

(H3) There exist v, > 0 so that DH(p) -p — vH(p) > 0 > 0 for all p € R™.

In particular, if H is convex then (H3) follows with v = 1,5 = —H(0). In fact, the required
condition (H3) is similar to the homogenous condition. It is natural and it works well for
a lot of cases where H is not convex. For example, for n = 1, if we take

Hp)=@p* -1 —-2=p"—2p" - 1,
then H is not convex, but
DH(p)-p—2H(p) = (4p" —4p*) —2(p" = 2p° = 1) = 2p" +2>2> 0.

It is easy to check that H satisfies (H1)-(H3) and H is not convex.
The following lemma shows the way to bound maxy v°.

Lemma 2.2.8. Let a, f € R and z(x) = ax - Du®(z) + fu(z) then
DH(Du®) - Dz —eAz = (o + B)DH(Du®) - Du® — (2a + B)eAu’. (2.2.16)
Proof. It’s enough to work with z(z) = x - Du®(z) = zyu;,,. We compute

- 3 15 — 15 1> €
2y = Uy, —+ Tilg, g, s Zrpay, = U +u + x;u

k LTl TETk TTETq?

to get
Dz = Du® —+ .CL’ZD’LL;, Az = 2Auf —+ .CL’ZAU;

Next, we differentiate (2.2.2) with respect to x;
DH(Duf) - Duy, = eAu;, , (2.2.17)
and combine all the above computations to derive that

DH(Duf) - Dz —eAz = DH(Du®) - Du® — 2eAu® + x;(DH(Duf) - Duj,, — eAus, )
= DH(Du®) - Du® — 2eAu’.
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This lemma gives us an idea to obtain a bound of maxy v® by finding a supersolution

v of (2.2.12) of the type z, and then performing Comparison Principle to get v® < .
20+

a+p

We can choose appropriate «, 3 such that o + 5 > 0 and
relation and (H3),
DH(Du®) - Dz —eAz = (a + B3)(DH(Du®) - Du® — yeAu®) (2.2.18)
>(a+ B)(YH(Du®) + 6 — veAu®) = (a + 8)d > 0.

= 7. By using this

1
Let k = CEYL and let (x) = kz(xz) + M with M > 0 large enough so that ¢|oy > 0.
Then by (2.2.18), ¢ is a supersolution of (2.2.12), i.e.
DH(Du®) - Dy —eAp > 1. (2.2.19)

By Comparison Principle, we easily get:
0<v® <o (2.2.20)

Therefore, there exists C' > 0 such that 0 < v* < (. Notice that the boundedness of U
plays the crucial role here since it implies the boundedness of z(z) = ax - Du®(x) 4 fus(z).
If U is not bounded then z may not be bounded.

In order to prove Theorem 2.2.3, we prove the following theorem

Theorem 2.2.9. There exists C > 0 such that
us(2)] < CeV2,
ou®
= (x).
Proof. Differentiate (2.2.2) with respect to € to get
DH(Du®) - Dut = eAu: + Au® in U,
u: =0 on OU.

where us(x) :

(2.2.21)

Pick a point xy € U so that
|uz(zo)| = max |ug(w)] > 0.
Multiply (2.2.21) by ¢ and then integrate by parts over U to achieve
ui(zg) = / Aufo® dx.
U

By Holder’s inequality, Lemma 2.2.6 and the boundedness of fU o¢dx, we finally get that

1/2 1/2
|us(zo)| < (/ | D*uf|*o° dx) (/ o° dx) < Ce V2
U U
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Finally, we end this Chapter by giving the proof of the uniqueness of the solution u® of
equation (2.2.2).

Theorem 2.2.10. If u and v are the solutions of (2.2.2) then we get u = v.

Proof. 1t is enough to prove that u < v. The strategy is to find a sequence of functions
{2%} such that 2’ converges uniformly to v as § — 0 and

H(Du) —eAu < H(DZ%) —eA2 in U; and u < 2% on OU.

By Remark 2.2.2, for ¢ > 1 we have

Hitp) = CH() + (= 1)

Let z = sv +t(x - Dv+ M) where M > 0 is to be a suitable chosen constant. We can see
that the function z here is similar to the one in Lemma 2.2.8, and

Dz = (s+t)Dv + tx;Dv,,, Az = (s+ 2t)Av + tz;Av,,.
For s close to 1, for t > 0 close to 0 and s+t > 1,

H(Dz) —eAz= H((s+t)Dv + tz;Dv,,) — (s + 2t)Av + tex; Av,,
H((s+t)Dv) + tDH((s +t)Dv) - (z;Dvy,) + t2O(1) — (s + 2t) Av + tex; Av,,
H((s+t)Dv) + tDH(Dv) - (2;Dv,,) + t((s +t) — 1)O(1) + *O(1)—

— (s + 2t)Av + tex; Av,,

> (s + ) H(Dv) + %((s F1) = 1) (s + 1) — DO(1) + 2O(1) — (s + 2t) Av.

For § > 0,lett = (1+6) —(1+0) and s =2(1+6) — (1 +0)". Let 2/ = sv + t(x -
Duv + M) corresponding to s,t chosen. Notice that z¢ converges uniformly to v as 6§ — 0.
Furthermore, (s + ) = s+ 2t = (1 + 6)? and for 6 small enough

%((s +1)7 = 1) +t((s +t) —1)O(1) + ?0(1) > 0.

Hence we get H(Dz%) —eAz? > 0. Finally, choose M large enough to guarantee 2/ > u on
OU. The proof is complete. O
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Chapter 3

Aubry—Mather Measures in the Non
Convex setting

3.1 Introduction

Let us consider a periodic Hamiltonian system whose energy is described by a smooth
Hamiltonian H : T" x R™ — R. Here T" denotes the n-dimensional torus, n € N. It is
well known that the time evolution ¢ +— (x(¢), p(f)) of the system is obtained by solving
the Hamilton’s ODE

% = —D,H(x,p).

3.1.1

Assume now that, for each P € R", there exists a constant H(P) and a periodic function
u(+, P) solving the following time independent Hamilton-Jacobi equation

H(z, P+ D,u(x,P)) = H(P). (3.1.2)

Suppose, in addition, that both u(x, P) and H(P) are smooth functions. Then, if the
following relations

X =a+ Dpu(zx, P), p= P+ Dyu(x, P), (3.1.3)

define a smooth change of coordinates X (z,p) and P(z,p), the ODE (3.1.1) can be rewrit-
ten as '
X = —DpH(P),

P=0.

(3.1.4)

Since the solution of (3.1.4) is easily obtained, solving (3.1.1) is reduced to inverting the
change of coordinates (3.1.3). Unfortunately, several difficulties arise.

Firstly, it is well known that the solutions of the nonlinear PDE (3.1.2) are not smooth
in the general case. For the convenience of the reader, we recall the definition of viscosity
solution.
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Definition 3.1.1. We say that u is a viscosity solution of (3.1.2) if for each v € C*°(R™)

e If u — v has a local maximum at a point xy € R” then

One can anyway solve (3.1.2) in this weaker sense, as made precise by the following
theorem, due to Lions, Papanicolaou and Varadhan.

Theorem 3.1.2 (See [60]). Let H : T" x R" — R be smooth such that

lim H(x,p) = +o0. (3.1.5)

|p|—+o0

Then, for every P € R™ there exists a unique H(P) € R such that (3.1.2) admits a
continuous T™-periodic viscosity solution u(-, P).

We call (3.1.2) the cell problem. It can be easily proved that all the viscosity solutions
of the cell problem are Lipschitz continuous by using the coercivity of H.

A second important issue is that the solution u(-, P) of (3.1.2) may not be unique,
even modulo addition of constants. Indeed, a simple example is given by the Hamiltonian
H(xz,p)=p-(p— Di(x)), where ¢ : T" — R is a smooth fixed function. In this case, for
P =0 and H(0) = 0, the cell problem is

Du-D(u—1) =0,
which admits both u = 0 and u = 9 as solutions. Therefore, smoothness of u(x, P) in P

cannot be guaranteed.

Finally, even in the particular case in which both u(z, P) and H(P) are smooth, rela-
tions (3.1.3) may not be invertible, or the functions X (z, p) and P(x, p) may not be smooth
or globally defined.

Therefore, in order to understand the solutions of Hamilton’s ODE (3.1.1) in the general

case, it is very important to exploit the functions H(P) and u(z, P), and to extract any
possible information “encoded” in H(P) about the dynamics.

Classical Results: the convex case

Classically, the additional hypotheses required in literature on the Hamiltonian H are:

(i) H(x,-) is strictly convex;
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(ii) H(x,-) is superlinear, i.e.

H
(z.p) = +o0.
|p|—+o0 \p|
A typical example is the mechanical Hamiltonian
_ Ip

where V' is a given smooth T"-periodic function. Also, one restricts the attention to a
particular class of trajectories of (3.1.1), the so-called one sided absolute minimizers of
the action integral. More precisely, one first defines the Lagrangian L : T" x R" — R
associated to H as the Legendre transform of H:

L(z,v) := H*(z,v) = sup{—p-v— H(xz,p)} forevery (z,v) € T" x R". (3.1.6)

peER™

Here the signs are set following the Optimal Control convention (see [41]). Then, one looks
for a Lipschitz curve x(-) which minimizes the action integral, i.e. such that

/0 Lix(t), %(t)) dt < / Ly (1), 5() dt (3.1.7)

for each time 7" > 0 and each Lipschitz curve y(-) with y(0) = x(0) and y(7") = x(7).
Under fairly general conditions such minimizers exist, are smooth, and satisfy the Euler-
Lagrange equations

% [D,L(x(t),%(t))] = D, L(x(t),x(t)), e (0,+00). (3.1.8)

It may be shown that if x(-) solves (3.1.7) (and in turn (3.1.8)), then (x(-), p(-)) is a solution
of (3.1.1), where p(-) := —D,L(x(+),x(+)). This is a consequence of assumptions (i) and
(ii), that in particular guarantee a one to one correspondence between Hamiltonian space
and Lagrangian space coordinates, through the one to one map ® : T" x R" — T" x R"”
defined as

O(z,v) := (2, —D,L(z,v)). (3.1.9)

There are several natural questions related to the trajectories x(-) satisfying (3.1.7), in
particular in what concerns ergodic averages, asymptotic behavior and so on. To address
such questions it is common to consider the following related problem.

In 1991 John N. Mather (see [64]) proposed a relaxed version of (3.1.7), by considering

min/ L(z,v)dv(z,v), (3.1.10)
T xR™

veD

where D is the class of probability measures in T" x R™ that are invariant under the Euler-
Lagrange flow. In Hamiltonian coordinates the property of invariance for a measure v can
be written more conveniently as:

[ o mbduep =0, forevery 6 € CHT" xRY)
Tn xR"™
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where = ®4v is the push-forward of the measure v with respect to the map @, i.e., the
measure j such that

/Tann ¢(x,p) du(x, p) = /T 9@, =DuL{w,v)) dv(z,v),

for every ¢ € C.(T™ x R™). Here the symbol {-,-} stands for the Poisson bracket, that is
{F.G}:=D,F-D,G— D,F-D,G, for every F,G € C'(T" x R™).

Denoting by P(T" x R™) the class of probability measures on T™ x R™, we have

D= {1/ e P(T" xR"): / {6, H} d®yv(x,p) =0, for every ¢ € CH(T" x ]R")}
T xR™
(3.1.11)

The main disadvantage of problem (3.1.10) is that the set (3.1.11) where the minimiza-
tion takes place depends on the Hamiltonian H and thus, in turn, on the integrand L. For
this reason, Ricardo Mane (see [63]) considered the problem

min / Lz, v) dv(z, v), (3.1.12)
VEJ: Tn xR™

where
F = {y € P(T" x R") : / v-DyY(x)dv(z,v) =0, for every ¢ € CI(T")} :
Tn xR™

Measures belonging to F are called holonomic measures. Notice that, in particular, to
every trajectory y(-) of the original problem (3.1.7) we can associate a measure vy() € F.
Indeed, for every T' > 0 we can first define a measure vpy ) € P(T" x R") by the relation

/ (2, v) dvryy(z,v) / o(y(t),y(t))dt for every ¢ € C.(T" x R").
Tm xRR™

Then, from the fact that
supp vpy(y C T" x [=M, M|,  for every T' > 0, (M = Lipschitz constant of y(-))

we infer that there exists a sequence T; — oo and a measure vy.y € P(T" x R") such that
Ve y() — N Vy(, in the sense of measures, that is,

T;
lim — o(y(t),y(t)) dt = / (2, v) dvyy(z,v) for every ¢ € C.(T" x R").
0 Tn xR™

(3.1.13)
Choosing ¢(x,v) = v - Dy(x) in (3.1.13) it follows that vy € F, since

1[5
[ eDu@ i) = lim [ 5t Duty(0) de =l
Tn xR"™ 0

J—oo L j—roo j}



CHAPTER 3. AUBRY-MATHER MEASURES IN THE NON CONVEX SETTING 21

In principle, since F is much larger than the class of measures D, we could expect the
last problem not to have the same solution of (3.1.10). However, Mafie proved that every
solution of (3.1.12) is also a minimizer of (3.1.10).

A more general version of (3.1.12) consists in studying, for each P € R" fixed,

min / (L(z,v) + P - v) dv(z, ), (3.1.14)
VEJ: Tn xR™

referred to as Mather problem. Any minimizer of (3.1.14) is said to be a Mather mea-
sure. An interesting connection between the Mather problem and the time independent
Hamilton-Jacobi equation (3.1.2) is established by the identity:

—H(P) = {/Iél]r__l /Tn . (L(z,v) + P-v) dv(z,v). (3.1.15)

Notice that problems (3.1.12) and (3.1.14) have the same Euler-Lagrange equation, but
possibly different minimizers, since the term P - v is a null Lagrangian. The following
theorem gives a characterization of Mather measures in the convex case.

Theorem 3.1.3. Let H : T" x R" — R be a smooth function satisfying (i) and (i), and
let P € R". Then, v € P(T" x R™) is a solution of (3.1.14) if and only if:

@ [ Hepduen) =P =Hwp) o
® [ 0= P) D) dulrp) =0
(c) /T o DyH(x,p) - D(x) du(z, p) = 0, for every ¢ € C'(T"),

where p = ®4v and H(P) is defined by Theorem 3.1.2.

Before proving Theorem 3.1.3 we state the following proposition, which is a consequence
of the results in [63], [35], [37], [34], [36] and [32].

Proposition 3.1.4. Let H : T" x R" — R be a smooth function satisfying (i) and (ii).
Let P € R", let v € P(T™ x R"™) be a minimizer of (3.1.14) and set p = ®yv. Then,

(1) p is invariant under the Hamiltonian dynamics, i.e.
[ omyduen =0 forevery o € CHT" xR
T xR™

(2) 1 is supported on the graph

5= {(z,p) € T" x R" : p = P+ Dyu(z, P)},
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where u is any viscosity solution of (3.1.2).

We observe that property (2), also known as the graph theorem, is a highly nontrivial
result. Indeed, by using hypothesis (ii) one can show that any solution u(-, P) of (3.1.2) is
Lipschitz continuous, but higher regularity cannot be expected in the general case.

Proof of Theorem 3.1.3. To simplify, we will assume P = 0.
Let v be a minimizer of (3.1.14). By the previous proposition, we know that properties
(1) and (2) hold; let us prove that p = ®4v satisfies (a)—(c). By (3.1.15), we have

/ L(z, v) dv(z, v) = —F(0).
T xR™
Furthermore, because of (2)

| B e =T0)

that is, (a). Since H(z,p) = —L(z, —D,H (z,p)) + p- D,H(x,p), this implies that

/ p- D,H(x,p) du(z,p) = 0,
Tn xR"

and so (b) holds. Finally, (c) follows directly from the fact that v € F.
Let now p € P(T™ x R") satisfy (a)-(c), and let us show that v = (7 ')upu is a

minimizer of (3.1.14). First of all, observe that v € F. Indeed, by using (c) for every
Y € CHT")

/Tn an-D¢(x) dv(z,v) = —/Tn N DpH (z,p) - D(z) du(z,p) = 0.

Let now prove that v is a minimizer.
Integrating equality H(z,p) = —L(x,—D,H(x,p)) + p - D,H(x,p) with respect to p,
and using (a) and (b) we have

70 = [ Hep)dutap

=— /Tn . L(x,—D,H(x,p)) du(x,p) +/ p- DpH(z,p) du(z,p)

T xR™

= ‘/Tn . L(z, =DpH (z,p)) du(w, p) = —/ L(z,v) dv(z,v).

Tn xR™

By (3.1.15), v is a minimizer of (3.1.14).
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The Non Convex Case

The main goal of this Chapter is to use the techniques of [27] and [79] to construct Mather
measures under fairly general hypotheses, when the variational approach just described
cannot be used. Indeed, when (i) and (ii) are satisfied H coincides with the Legendre
transform of L, that is, identity H = H** holds. Moreover, L turns out to be convex and
superlinear as well, and relation (3.1.9) defines a smooth diffeomorphism, that allows to
pass from Hamiltonian to Lagrangian coordinates.

First of all, we extend the definition of Mather measure to the non convex setting,
without making use of the Lagrangian formulation.

Definition 3.1.5. We say that a measure p € P(T" x R") is a Mather measure if there
exists P € R™ such that properties (a)—(c) are satisfied.

The results exposed in the previous subsection show that, modulo the push-forward
operation, this definition is equivalent to the usual one in literature (see e.g. [38], [63],
[64]). We would like now to answer the following natural questions:

e Question 1: Does a Mather measure exist?

e Question 2: Let u be a Mather measure. Are properties (1) and (2) satisfied?

We just showed that in the convex setting both questions have affirmative answers. Before
addressing these issues, let us make some hypotheses on the Hamiltonian H. We remark
that without any coercivity assumption (i.e. without any condition similar to (ii)), there
are no a priori bounds for the modulus of continuity of periodic solutions of (3.1.2). Indeed,
for n = 2 consider the Hamiltonian

H(z,p) = pi — 1} for every p = (p1,p2) € R”.
In this case, equation (3.1.2) for P = 0 and H(P) = 0 becomes
u? —u? = 0. (3.1.16)

Then, for every choice of f : R — R of class C', the function u(z,y) = f(z —y) is a
solution of (3.1.16). Clearly, there are no uniform Lipschitz bounds for the family of all
such functions u. We assume that

(H1) H is smooth;

(H2) H(-,p) is T™-periodic for every p € R™;

1
(H3) limjp|— 400 <§|H(:p,p)|2 + D, H(z,p) .p) = +o0 uniformly in x.
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Note that if hypothesis (ii) of the previous subsection holds uniformly in z and we have a
bound on D, H(x,p), e.g. |D.H(x,p)| < C(1+ |p|), then (H3) holds.

First we consider, for every € > 0, a regularized version of (3.1.2), showing existence
and uniqueness of a constant H (P) such that

- M) + Hiz, P+ Dur(s)) =TT (P) (3..17)

admits a T"-periodic viscosity (in fact smooth) solution (see Theorem 3.2.1).

Thanks to (H3), we can establish a uniform bound on || Du¢|| =~ and prove that, up to
subsequences, H (P) — H(P) and u®(-, P) converges uniformly to u(-, P) as ¢ — 0, where
H(P) and u(-, P) solve equation (3.1.2).

Observe that, in particular, this shows that Theorem 3.1.2 still holds true under as-
sumption (H3) when (3.1.5) does not hold, as for instance when n = 1 and

H(z,p) =p*+ V(x), V smooth and T"-periodic.

On the other hand (3.1.5) does not imply (H3), see the Hamiltonian
H(x,p) =p° (3 + sin(e”” (cos 27m$)))

(here again n = 1). Thus, although (H3) seems to be a technical assumption strictly related
to the particular choice of the approximating equations (3.1.17), it is not less general than
(3.1.5), as just clarified by the previous examples. Anyway, it is not clear at the moment
if the results we prove in this Chapter are still true for Hamiltonians satisfying (3.1.5) but
not (H3).

Once suitable properties for the sequence {u®} are proved, for every ¢ > 0 we define
the perturbed Hamilton SDE (see Section 3.3) as

{dxe — _DpH(Xe,pe) dt + ¢ dwy, (3 1 18)

dp® = D H(x%, p®) dt + e D*u? dwy,

where w; is a n-dimensional Brownian motion. The main reason why we use a stochastic
approach, is that in this way we emphasize the connection with the convex setting by
averaging functions along trajectories. Nevertheless, our techniques can also be introduced
in a purely PDE way (see Section 3.3 for a sketch of this approach).

In the second step, as just explained, in analogy to what is done in the convex setting we
encode the long-time behavior of the solutions ¢t — (x*(¢), p(t)) of (3.1.18) into a family
of probability measures {4°}.~¢, defined by

/ ¢(z,p) dp(z,p) == lim — E [/ o(x “(t)) dt for every ¢ € C.(T"xR"),
T xR™

Tj—o0 T}

where with E[-] we denote the expected value and the limit is taken along appropriate
subsequences {7j},en (see Section 3.3).
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Using the techniques developed in [27], we are able to provide some bounds on the
derivatives of the functions u®. More precisely, defining o, as the projection on the torus
T" of the measure p° (see Section 3.3), we give estimates on the (L?, do,:)-norm of the
second and third derivatives of u°, uniformly w.r.t. € (see Proposition 3.4.1).

In this way, we show that there exist a Mather measure ;1 and a nonnegative, symmetric
n X n matrix of Borel measures (my;)k j=1,., such that p° converges weakly to p up to
subsequences and

/’ {¢VH}du+l/ Dprp; Ay = 0, V¢ € C2(T" x R™), (3.1.19)
T xR"™

T xR™

with sum understood over repeated indices (see Theorem 3.5.1). As in [27], we call my; the
dissipation measures. Relation (3.1.19) is the key point of our work, since it immediately
shows the differences with the convex case. Indeed, the Mather measure p is invariant under
the Hamiltonian flow if and only the dissipation measures my; vanish. When H(z,-) is
convex, this is guaranteed by an improved version of the estimates on the second derivatives
of u® (see Proposition 3.4.1, estimate (3.4.4)). We give in Section 3.10 a one dimensional
example showing that, in general, the dissipation measures (my;)x, j=1,..» do not disappear.

We study property (2) in Section 3.8. In particular, we show that if (3.1.2) admits a
solution u(-, P) of class C*, which is a rather restrictive condition, then the corresponding
Mather measure p given by Theorem 3.1.2 satisfies

D,H(x, P+ Dyu(x,P)) - (p— P — Dyu(z,P)) =0

in the support of p (see Corollary 3.8.2). Observe that this single relation is not enough
to give us (2) in general, e.g. n > 2.

Finally, we are able to provide some examples of non-convex Hamiltonians (see Section
3.9), for which both properties (1) and (2) are satisfied. We observe that the case of strictly
quasiconvex Hamiltonians, which appears among our examples, could also be studied using
duality (see Section 3.9).

3.2 Elliptic regularization of the cell problem

We start by quoting a classical result concerning an elliptic regularization of equation
(3.1.2). This, also called vanishing viscosity method, is a well known tool to study viscosity
solutions. In the context of Mather measures this procedure was introduced by Gomes in
[45], see also [1], [2], [55].

Theorem 3.2.1. For everye > 0 and every P € R", there exists a unique number H (P) €
R such that the equation

€

A (w) + H(a. P+ Du(x)) = T (P) (3.21)
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admits a unique (up to constants) T™-periodic viscosity solution. Moreover, for every P €
R’I’L

lim H (P)=H(P), and u® — u uniformly (up to subsequences),

where H(P) € R and u: T" — R are such that (3.1.2) is satisfied in the viscosity sense.
We call (3.2.1) the stochastic cell problem.

Definition 3.2.2. Let ¢ > 0 and P € R"*. The linearized operator L= : C*(T") — C(T")

associated to equation (3.2.1) is defined as

62

LoPy(x) = _EAU(I) + D,H(z, P + Du®(z)) - Dv(z),

for every v € C?(T™).

Sketch of the Proof. We mimic the proof in [60]. For every A > 0, let’s consider the follow-
ing problem

2
€
Mt 4+ H(x, P+ Dv?) = fAU)\‘
The above equation has a unique smooth solution v* in R™ which is Z"-periodic.

We will prove that ||[Av||ze, ||[Dv?||L~ < C, for some positive constant C' independent on A

and e. By using the viscosity property with ¢ = 0 as a test function, we get [|M?|| -~ < C.

D A2
Let now w = % Then we have

2 2
2\w* + D,H - Dw* + D, H - Dv* = %Auﬂ - %\D%AP.
Notice that for e < 1/y/n

e’ 2 A2 et A2 A 2 1,9

Therefore,
1 2
2Xw* + DyH - Du? + D,H - Dv* + SH? = O < %Aw&

At z; € T where w*(x1) = maxp. w
1
2 w(z1) + D, H - Dv*(21) + §H2 < C.

Since w(z;) > 0, using condition (H3) we deduce that w” is bounded independently of

A, e. Finally, considering the limit A — 0 we conclude the proof.
O



CHAPTER 3. AUBRY-MATHER MEASURES IN THE NON CONVEX SETTING 27

Remark 3.2.3. Bernstein method and (H3) were used in the proof to deduce the uniform
bound on ||Dv?|| e, which is one of the key properties we need along our derivation. See
[59, Appendix 1] for conditions similar to (H3).

The classical theory (see [59]) ensures that the functions u®(-, P) are C*°. In addition,
the previous proof shows that they are Lipschitz, with Lipschitz constant independent of
€.

3.3 Stochastic dynamics

We now introduce a stochastic dynamics associated with the stochastic cell problem (3.2.1).
This will be a perturbation to the Hamiltonian dynamics (3.1.1), which describes the
trajectory in the phase space of a classical mechanical system.

Let (T™, o, P)be a probability space, and let w; be a n-dimensional Brownian motion
on T". Let € > 0, and let u® be a T"-periodic solution of (3.2.1). To simplify, we set P = 0.
Consider now the solution x°(t) of

(3.3.1)

dx® = —D,H(x®, Du®(x®)) dt + ¢ dwy,
x°(0) =7,

with T € T™ arbitrary. Accordingly, the momentum variable is defined as
p°(t) = Du”(x°(1)).
Remark 3.3.1. From Remark 3.2.3 it follows that
sup Ip*(?)] < oo

Let us now recall some basic fact of stochastic calculus. Suppose z : [0, +00) — R" is
a solution to the SDE:

dz,:a,dtjtb,jw{ izl,...,n,

with a; and b;; bounded and progressively measurable processes. Let ¢ : R" x R — R be
a smooth function. Then, ¢(z,t) satisfies the It6 formula:

1
de = ., dz; + (% + §bijbjks0zizk) dt. (3.3.2)

An integrated version of the It6 formula is the Dynkin’s formula:

Blo) — o(al0)] = | [ (w2 o(a(0) + Soupu? o0a(0) ) .

Here and always in the sequel, we use Einstein’s convention for repeated indices in a sum.
In the present situation, we have

a; = _DPiH(X€> Due)a bij = géij'
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Hence, recalling (3.3.1) and (3.3.2)

2

dp; = d:c+ ZAus,) dt = —LoPug dt + eus, , dw]

xlxj

=D, Hdt+ 5umixj dw],

where in the last equality we used identity (3.4.9). Thus, (x°, p°) satisfies the following
stochastic version of the Hamiltonian dynamics (3.1.1):

{dxe — —D,H(x,p%) dt + € dwy, (33.3)

dp® = D, H(x?, p?) dt + e D*uf dwy.

We are now going to study the behavior of the solutions u® of equation (3.2.1) along the
trajectory x°(¢). Thanks to the It6 formula and relations (3.3.3) and (3.2.1):
2
du®(x°(t)) = Dudx® + %Au‘E dt = — LT ufdt + e Duf dw,
= (H—H - Du* - D,H) dt + eDu* duwy. (3.3.4)

Using Dynkin’s formula in (3.3.4) we obtain
T 7€
E(u(x*(T)) — w(x°(0))) = E U (H — T — Du* - D, H) dt} |
0

We observe that in the convex case, since the Lagrangian L is related with the Hamiltonian
by the relation
L=p-D,H—H,

we have

wE(x(0)) = E UOT(L V) dt + ue(XE(T))] .

Phase space measures

We will encode the asymptotic behaviour of the trajectories by considering ergodic aver-
ages. More precisely, we associate to every trajectory (x°(+), p°(+)) of (3.3.3) a probability
measure pf € P(T" x R™) defined by

Anxwwx,p)due(%p) hm— U b(x () dt] , (3.3.5)

for every ¢ € C.(T™ xR™). In the expression above, the definition makes sense provided the
limit is taken over an appropriate subsequence. Moreover, no uniqueness is asserted, since
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by choosing a different subsequence one can in principle obtain a different limit measure
pc. Then, using Dynkin’s formula we have, for every ¢ € C*(T" x R"),

Bl (1) 5°(1) ~ o0 0700 = B[ [ (D0 Dot = D, D,

T 82 52
+ F [A (5@59@1‘2 + 52Uiixj¢:cipj + Eu;iwku;imjgbpkpj) dt:| . (336)

Dividing last relation by 7" and passing to the limit as T — 400 (along a suitable subse-
quence) we obtain

1 e e € e e e €
/11“ ® {¢> }dlu + A “ { 9 QS:cz:cz + €2uxixj¢l‘ipj + 9 uxixkuxixj¢pkpj] d:u = 0. (337)
7L>< n ’n/>< n

Projected measure

We define the projected measure o,- € P(T") in the following way:

| e@aoete)= [ @y, Vo e OT),

Using test functions that do not depend on the variable p in the previous definition we
conclude from identity (3.3.7) that
2

D,H - Dy do,- = % Apdo,e, Y € C2(TM). (3.3.8)

T T7 xR™

PDE Approach

The measures 4 and 0, can be defined also by using standard PDE methods from (3.3.8).
Indeed, given u® we can consider the PDE

2
—%Aae —div (D, H (z, Du®) 0%) = 0,

which admits a unique non-negative solution ¢ with

/n o (2) dz = 1,

since it is not hard to see that 0 is the principal eigenvalue of the following elliptic operator
in C?(T"):
2
v — —%Av — div(D,H (z, Du) v).
Then 1 can be defined as a unique measure such that
[ ven e = [ oo D) do(a),
’]I"!L XR?’L ’]T?’L

for every ¢ € C.(T" x R™). Finally, identity (3.3.7) requires some work but can also be
proved in a purely analytic way.
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3.4 Uniform estimates

In this section we derive several estimates that will be useful when passing to the limit as
e — 0. We will use here the same techniques as in [27] and [79].

Proposition 3.4.1. We have the following estimates:

e? [ D2 uf|*do, < C, (3.4.1)
’]l‘n

et [ D3 uf|?doys < / |Dpuf|® do,e + / \D,H — DpH |*do,-, (3.4.2)
T T T

e | |Du, |*do,. <C (1 + |D? uf? daus) : i=1,...,n. (3.4.3)
T T

In addition, if H is uniformly convex in p, inequalities (3.4.1) and (3.4.2) can be improved
to:

/T | D3, |? doye < C, (3.4.4)
/ | D%, uf|* do,. < C'trace (D3pH ), (3.4.5)

respectively. Here C' denotes a positive constant independent of €.

Remark 3.4.2. Estimate (3.4.4) was already proven in [27] and [79].

To prove the proposition we first need an auxiliary lemma. In the following, we denote
by ( either a direction in R™ (i.e. § € R™ with || = 1), or a parameter (e.g. § = P; for
some i € {1,...,n}). When = P, for some i € {1,...,n} the symbols Hz and Hgzsz have
to be understood as H,, and H,,,,, respectively.

Lemma 3.4.3. We have

@ [ D do,e =2 / (T — Hy) do, (3.4.6)
Tn Tn
/ (' — Has — 2Dy Hy - Dy — D2 H Dy - Do) dorye = 0, (3.4.7)

g’ /T |Dyufy)* doye = 2 /T uS(H s — Hgg — 2D, Hg - Dyul — D2 H @ Dyusy @ Dyusy doe.
(3.4.8)

Proof. By differentiating equation (3.2.1) with respect to § and recalling Definition 3.2.2
we get o
L*"ug = H, — Hg, (3.4.9)

so that

1 g2 7€ g?
5L (sl = s LoP s — S| Do = () — Hp) — | D
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Integrating w.r.t. o,- and recalling (3.3.8) we get (3.4.6).
To prove (3.4.7), we differentiate (3.4.9) w.r.t. 5 obtaining

7€
L*"ugy = Hygy — Hgp — 2D, Hy - Douy — D7)

H : Dyugz @ Dyug. (3.4.10)
Integrating w.r.t. o,: and recalling (3.3.8) equality (3.4.7) follows. Finally, using (3.4.10)

1 g2
S L7 (1ugsl”) = uhp L™ ufys — S Dl

2
e (H € . € 3 € £
= up(Hpyy — Hgg = 2DpHg - Dyuy — Dy H : Doy @ Dyufy) — o Dyl
Once again, we integrate w.r.t. o, and use (3.3.8) to get (3.4.8). O

We can now proceed to the proof of Proposition 3.4.1.

Proof of Proposition 3.4.1. Summing up the n identities obtained from (3.4.6) with g =
x1,...,x, respectively, we have

g2 / D2, 0> doye = —2 | Dyuf - DyH doe.
’]Tn

’]Tn

Thanks to Remark 3.2.3, (3.4.1) follows. Analogously, relation (3.4.2) is obtained by sum-
ming up (3.4.6) with § = Py, P,, ..., P,, which yields

e? | |D}ulPdoy =2 | Dput - [DpH — D,H| doe.
’]Tn ’]I‘n

Let us show (3.4.3). Thanks to (3.4.8)
g / |Ds , |* doe
= —2/ Uy (Hypw, + 2D, Hy, - Doug, + Df,pH : Dpuy, ® Dyus ) doye.

Since the functions u® are uniformly Lipschitz, we have

? ‘DPH-'EZ

, |D12)pH\ <, on the support of g:.
Hence,
e | |Du, [Pdo,: <C {/ |D2,uf| do e +/ |D2,uf|* do - +/ \Dixuﬂ?’daus}
T T Tn Tn

S C (1 + ‘Dimue|3 dO'“s) .

’]Tn
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Finally, assume that H is uniformly convex. Thanks to (3.4.7) for every i =1,...,n
0= / (Hyyw; + 2Dy Hy, - Dyus, + Df,pHDxuii - Dyug, ) doye
> / (oo, + 2Dy Hy, - Dytis) doye + 0l Dyt oo

for some v > 0. Thus, using Cauchy’s and Young’s inequalities, for every n € R

€
LQ(T";dUus) ||Dmu% LQ(T";dUHs)

aHDwuiiHiz(T";daus) < _/ oo, doye + 2| DypHy,

1
< _/ Hl’zxz do_/f + ?HDPHZ'@'H%P(T";CIUHS) + 772||Dxuil %2(T";doﬂs)‘

Finally,
2 e 2 1 2
(—n )HDquiHL?(’]T";doMs) < - . Hy o, doye + ?HDPHMHLQ(T”;doMs)‘

Choosing 1? < a we get (3.4.4).
Let 1 € {1,...,n} and let us integrate w.r.t. o, relation (3.4.10) with § = P;:

0= / (Hipp, — Hype — 2Dy H,, - Dyt — D2 HD, i, - Dyt ) doye.

. 2 . oy .
Since D, H is positive definite,

@ ‘Druiﬂz doye < / (F;ZPZ- — Hyp, — 2Dy Hy, - Dyup,) doye
T T
< / (F;Pi —2D,H,, - Dyufp,) doe.

Using once again Cauchy’s and Young’s inequalities and summing up with respect to
i=1,...,n (3.4.5) follows. O

3.5 Existence of Mather measures and dissipation
measures

We now look at the asymptotic behavior of the measures u* as ¢ — 0, proving existence
of Mather measures. The main result of the section is the following.

Theorem 3.5.1. Let H : T" x R™ — R be a smooth function satisfying conditions (H1)-
(H3), and let {u}.~0 be the family of measures defined in Section 3.53. Then there exist
a Mather measure p and a nonnegative, symmetric n X n matric (My;)g j=1,.n of Borel
measures such that

U= in the sense of measures up to subsequences, (3.5.1)
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and
/ {6, HY dy + / Gpup; dmi; =0, V¢ € CHT™ x R™). (3.5.2)
T xR™ T™ xR™

Moreover,
supp i and supp m are compact. (3.5.3)

We call the matriz my; the dissipation measure.

Proof. First of all, we notice that since we have a uniform (in €) Lipschitz estimate for the
functions u°, there exists a compact set K C T" x R"™ such that

supp u° C K, Ve > 0.

Moreover, up to subsequences, we have (3.5.1), that is

lim odu — o du,

€20 Jrnyrn Tn xR"

for every function ¢ € C.(T™ x R"), for some probability measure u € P(T" x R™), and
this proves (3.5.1). From what we said, it follows that

supp u C K.

To show (3.5.2), we need to pass to the limit in relation (3.3.7). First, let us focus on the
second term of the aforementioned formula:

g2 2
/WRH {5%“ €U, Poipy + 3“2%%‘22—%%%] dp. (3.5.4)

By the bounds of the previous section,

2
. € 2, € €
lim [§¢x1xz te uinj¢xipj:| d'u =0.

e—0 Tn xR™

However, as in [27], the last term in (3.5.4) does not vanish in the limit. In fact, through

a subsequence, for every k,j =1,...,n we have
2
6 mn n
B U Ui, ¥ (@, ) dpi (2, p) — Y(z,p) dmy;(z,p) Vi € Co(T" x R),
T xR™ Tn xR”

for some nonnegative, symmetric n x n matrix (my; )i j=1,..n of Borel measures. Passing to
the limit as ¢ — 0 in (3.3.7) condition (3.5.2) follows. From Remark 3.3.1 we infer that
suppm C K, so that (3.5.3) follows.

Let us show that p satisfies conditions (a)—(c) with P = 0. As in [27] and [79], consider

776\ 2 € e’ € €
[ s =) e =5 [ s @R i) — 0
T xR™ TrnxRn
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as € — 0, where we used (3.2.1) and (3.4.1). Therefore, (a) follows. Let us consider relation
(3.3.7), and let us choose as test function ¢ = p(u®). We get

/ ¢ (u) Dou” - DyH dp® + & / (4 (u)uS, + " () (15,)?) dp* = 0.
T xR™

T xR™

Passing to the limit as ¢ — 0, we have
/ ¢'(u)p- DpH dp = 0.
T xR"™

Choosing ¢(u) = u we get (b). Finally, relation (c) follows by simply choosing in (3.5.2)
test functions ¢ that do not depend on the variable p.

O
We conclude the section with a useful identity that will be used in Section 3.9.
Proposition 3.5.2. For every A € R
/ M (NH,, Hy, + Hp,p, ) dmy; = 0. (3.5.5)
TnxR™

Proof. First recall that for any function f : R — R of class C*
{H, f(H)} =0,
and, furthermore, for any ¢ € C*(T™ x R™)
{H,0f(H)} ={H, ¢} [(H).

Let now A € R. By choosing in (3.5.2) ¢ = ¢ f(H) with f(z) = ¢ and ¢ = 1 we conclude
the proof. 0

3.6 Support of the dissipation measures

We discuss now in a more detailed way the structure of supp m.

Proposition 3.6.1. We have

suppm C U coG(z) = K, (3.6.1)

zeTn

where with coG(x) we denote the convex hull in R"™ of the set G(z), and
G@) :=suppun{(z,p) e T" xR":x =7}, TeT"

Remark 3.6.2. We stress that the convex hull of the set G(x) is taken only with respect to
the variable p, while the closure in the right-hand side of (3.6.1) is taken in all T™ x R™.
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Sketch of the proof. For T > 0 sufficiently small, we can choose an open set K, in T" x R"
such that K C K, dist (0K, K) < 7, and K, (z) :={p € R": (z,p) € K.} is convex for
every x € T".

Also, we can find a smooth open set K, C T" x R" such that, for every =z €
T", Ky (z) == {p € R* : (z,p) € Ky} is strictly convezr, Ky, (x) D K (r), and
dist (0Ky, (x), K (x)) < 7.

Finally, we can construct a smooth function 7, : T" x R®™ — R such that for every
r e

® 77r(93729) =0forpe K—r(fl?)
e p—n(x,p) is convex.
e p— n.(x,p) is uniformly conver on R™\ Ky, (x).

In this way, 1, (x,p) =0 on K, D K D supppu. Therefore

/ {n-, H}dp = 0.
T xR™
Combining with (3.5.2),

/ (777>pkpjdmkj =0,
T xR™

which implies supp m C J,cpn Ko7 (2). Letting 7 — 0, we finally get the desired result. [

As a consequence, we have the following corollary.

Corollary 3.6.3.

suppm C co{H(x,p) < H}.
Proof. The proof follows simply from the fact that for every x € T" we have
G(z) C {H(x,p) < H}.

3.7 Averaging

In this section we prove some additional estimates concerning averaging with respect to the
process (3.1.17). When necessary, to avoid confusion we will explicitly write the dependence
on P. Let us start with a definition.

Definition 3.7.1. We define the rotation number py associated to the measures p and m
as
x*(T') —x°(0)
T Y

where the limit is taken along the same subsequences as in (3.3.5) and (3.5.1).

po:=lim lim F
e—=0T—4o00
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The following theorem gives a formula for the rotation number.
Theorem 3.7.2. There holds

po = / D, H dy. (3.7.1)
T xR"™

Moreover, defining for every € > 0 the variable X := x° + Dpu®(x®), we have

E {X (T); X (O)} = —DpH (P), (3.7.2)
and
=€ 2
Xe(T) — X¢(0) + DpH (P)T
Jim B (X(1) ()T+ PH(P)T) §2ne2+2/ |Dpuf|? do,-

2 | |D,H — DpH |*do,e.
’]Tn

Proof. Choosing ¢(z) = z; with i = 1,2,3 in (3.3.6) we obtain

) R S

Passing to the limit as T" — +o00

pe:z:TEHin;

{XE(T); XE(O)}

- / D, H dyie.
Tn xR™
We get (3.7.1) by letting £ go to zero.
To prove (3.7.2), recalling It6’s formula (3.3.2) we compute

2
dXE = dx® + D2 uf (x°) dx° + %mef(x&) dt
2

= (—DPH(X‘E, p)(I + D3 uf(x%)) + %DPAUE(XE)) dt + (I + D% uf(x%)) dwy,

where in the last equality we used (3.3.1). By differentiating equation (3.2.1) w.r.t. P we

obtain
2

—D,H(x%,p7)(I + D3, (x7)) + %DPAUE(XE) — —DpH (P), (3.7.3)

so that B
dX¢ = —DpH (P)dt + (I + D%, uf(x%)) duw;. (3.7.4)

Using the fact that

T
E [/ e(I + D%, uf(x%)) dw;| =0,
0
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(3.7.2) follows.
Finally, using once again [t6’s formula (3.3.2) and relation (3.7.4) we can write

d [(Xe(t) — X5(0) + DpH" (P)t) }
=2 (X°(t) — X°(0) + DpH (P)t) (dX*+ DpH (P)dt) + €I + D} u* (x°)|* dt
=2¢ (X*(t) — X*(0) + DpH (P)t) (I + D} uf(x%)) dw, + °|I + D uf(x°)|* dt.

E [(Xf(T) ~XE(0) + Dpﬁa(P)T)Q}

~&|f "o (XE(1) — XE(0) + DT (P)Y) (T + D (<)) do
+E UOT 2|1 + D2, (x5 dt]

—F UOT |1 + D3 uf ()| dt] |

Dividing by T" and letting T" go to infinity

—=€ 2
X*(T) — X5(0) + DpH (P)T T2 + D2 uf(x°))?

g | XD =X + DpH (P)T) zlimEU5|+Pw“(x)|dt
T—+o0 T T—+o0 0 T

=c? [ |[+ D} uf|Pdo, <2ne*+2e | |Dpuf)? doe

Tn Tn
<2ne’+2 | |Dpuf|Pdo, +2 | |D,H — DpH |*doye,
T T

where we used (3.4.2).
U

We conclude the section with a proposition which shows in a formal way how much
relation (3.1.3) is “far” from being an actual change of variables. Let us set w®(z, P) :=
P -z + u*(z, P), where u®(z, P) is a T™-periodic viscosity solution of (3.1.17), and let
k € T™. We recall that in the convex setting the following weak version of the change of
variables (3.1.3) holds [32, Theorem 9.1]:

lim [ @ (Dpu(z, P)) do, = / P (X) dX,

for each continuous T"-periodic function ¢ : R™ — R, where

Dhau(z, P) = (u(m, P+ he;y) —u(x, P) u(x, P+ he,) — u(z, P)) |

N ey N
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e1,...,e, being the vectors of the canonical basis in R". The quoted result was proven by
the authors by considering the Fourier series of @, and then analyzing the integral on the
left-hand side mode by mode. The next proposition shows what happens for a fixed mode
in the non convex case.

Proposition 3.7.3. The following inequality holds:

(k - Dpﬁa)/ e [
< 27|k|? <52 +/ |Dpu?do, +/ |\D,H — DPH€|2daus) :
n Tn
Proof. Recalling identity (3.3.8) with

(,0(5(:) _ e27rik-DpwE(m,P)

we obtain
0= / LT TP g
= 27i / e*m R PPt [15F (k- Dpw®) — mie?|Dy(k - Dpw®)|*] doe
— i / 2R PPt [ DpH — mie?| Dy(k - Dpw?)[?] doe,
where we used (3.4.9) and the fact that w® = P - x 4+ u®. Thus, thanks to estimate (3.4.2)
'(k -DpH) /

< 27|k|? (52 + &2

e?mik-Dpws daus‘ < me? |D..(k - Dpw®)|? do e
T

n

o,

Tn

< 27|k|? (62 +/ |Dpuf|? do - +/ |D,H — DPHE‘2dO-uE) :
mn ']Tn

O

Remark 3.7.4. When H is uniformly convex, thanks to (3.4.5) the last chain of inequalities
becomes

‘(k -DpH") / PP o | < O|k[** (1 + trace (D?DPFE)).

n

Thus, if trace (D3pH ) < C, the right-hand side vanishes in the limit as ¢ — 0, and we
recover [32, Theorem 9.1].



CHAPTER 3. AUBRY-MATHER MEASURES IN THE NON CONVEX SETTING 39

3.8 Compensated compactness

In this section, some analogs of compensated compactness and Div-Curl lemma introduced
by Murat and Tartar in the context of conservation laws (see [31], [78]) will be studied,
in order to better understand the support of the Mather measure p. Similar analogs are
also considered in [27], to investigate the shock nature of non-convex Hamilton-Jacobi
equations.

What we are doing here is quite different from the original Murat and Tartar work (see [78]),
since we work on the support of the measure o,-. Besides, our methods work on arbitrary
dimensional space R™ while usual compensated compactness and Div-Curl lemma in the
context of conservation laws can only deal with the case n = 1,2. However, we can only
derive one single relation and this is not enough to characterize the support of i as in the
convex case. To avoid confusion, when necessary we will explicitly write the dependence
on the P variable.

Let ¢ be a smooth function from T" x R® — R, and let

2
g
pe = {gﬁ, H}O’us + §¢pjpkuzixjuiixkgus.

By (3.3.7) and (3.4.1), there exists C' > 0 such that

|p°|dx < C.
’]T?’L

So, up to passing to some subsequence, if necessary, we may assume that p° = p as a
(signed) measure.
By (3.5.2), p(T™) = 0. We have the following theorem.

Theorem 3.8.1. The following properties are satisfied:
(i) for every ¢ € C(T™ x R")

[ Dutt-o=P)otapydu= [ udp (351)

n

(ii) for every ¢ € C(T™ x R") and for every n € C*(T"),
/ DyH - Dn¢(z, p) duz/ ndp. (3.8.2)
Tm xRR™ n
Proof. Let w® = ¢(x, P + D,u®). Notice first that

/ Dy,H - (p— P)¢(x,p)dp=1lim | DyH(x, P+ Dyu®) - Dyu“wdo,:.
Tn xR" €20 Jpn
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Integrating by parts the right hand side of the above equality we obtain

DyH(x, P + Dyu®) - Dyu*w®doy,: = —/ udiv(D,Hw o )dx

n

T

=— / uw(div(D,Hoe )w® + D, H - Dyw o, )dx (3.8.3)
2
= /n u5(5A0H5w5 — D,H - Dywo,:)dx.
After several computations, by using (3.2.1) we get

2
D,H - Dyu® = —{¢, H} + %%Au;i.

Hence

e? g g

§Aausw€ — D,H - Dywo, = 5A0st€ +{¢,H}o, — §¢piAuiiaus

52 € 52 . € . € 52 €
:§Aw Opue + g(le(DmUusw ) — div(Dywo,e)) + {¢, H}op,e — §¢PiAuxiaH5

2

€ 15 15 € 15

25(¢pjpkuxixjuxixk+¢pjmiumjmi + ¢$z$z + ¢piAuxi)aﬂs

82

2
+ 5(diV(Dmausw€) — div(Dywo,ue)) + {¢, H}opue — %(bpiAu;aus
s g? . S o .

=p° + §¢wm‘7us+§¢pm“xm + g(dlv(Dmausw ) — div(D,w o).

Therefore

/ DyH - (p— P) b(,p) dy
T"XR”
2

2 2
= lim : u® {pe + %Qﬁxixiaw—l—%qﬁpmuim + 6E(div(l)xausqf) — div(D,w 0,0)) | da.

(3.8.4)

e—0

Since u® converges uniformly to wu,

lim uepedx:/ wdp.
T?’L n

e—0

The second term in the right hand side of (3.8.4) obviously converges to 0 as € — 0. The
third term also tends to 0 by (3.4.1).
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Let us look at the last term. We have

limg—/ u®(div(Dyo e w®)—div(Dyw oy, ) )de

: € € g g
= |lim — —Dus - Dyoyew® + Dyu® - Dyw®oyedx

= |lim = / div(Dyu*w®)o,: + Dyu - Dyw®o,edx

82

= |lim — / (Auw® 4+ 2D u - Dyw®)o,dx

e—0

<limCe® | |D?uf|o,-dx <limCe = 0,
e—0 Tn e—0

which implies (3.8.1). Relation (3.8.2) can be derived similarly. O
As a consequence, we have the following corollary.

Corollary 3.8.2. Let u(-, P) be a classical solution of (3.1.2), and let yu be the correspond-
ing Mather measure given by Theorem 3.1.2. Then,

D,H-(p—P—Dyu)=0 in supppu.
Proof. By (3.8.1) and (3.8.2)

D,H-(p—P—D,u)¢pdu=0,

’]Tn

for all ¢. Therefore, the conclusion follows. O

3.9 Examples

In this section, we study non-trivial examples where the Mather measure p is invariant
under the Hamiltonian dynamics. Notice that, by (3.5.2), the Mather measure y is invariant
under the Hamiltonian dynamics if and only if the dissipation measures (my;) vanish. An
example in Section 3.10 shows that this is not always guaranteed. As explained in [27],
the dissipation measures my; record the jump of the gradient D,u along the shock lines.

We investigate now under which conditions we still have the invariance property (1). We
provide some partial answers by studying several examples, which include the important
class of strongly quasiconvex Hamiltonians (see [39]).

H is uniformly convex

There exists o > 0 so that Dng > a > 0.

Let A =01in (3.5.5) then
0 :/ Hpkpjdmkj7
TnxR™
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which implies my; = 0 for all 1 < k,j < n. We then can follow the same steps as in [32]
to get that p also satisfies (2).

Uniformly convex conservation law

Suppose that there exists F'(p, z), strictly convex in p, such that {F, H}=0. Then m = 0.

Some special non-convex cases

The cases we consider here are somehow variants of the uniformly convex case.

Suppose there exists ¢ uniformly convex and a smooth real function f such that either

¢ = f(H) or H= f(¢). Then, by (3.5.2) we have my; = 0 for all k,j. In particular, if
H = f(¢) with f increasing, then H is quasiconvex.
One explicit example of the above variants is H(z, p) = (|p|*+V (x))?, where V : T" — R is
smooth and may take negative values. Then H(z,p) is not convex in p anymore. Anyway,
we can choose ¢(z,p) = |p|*>+V(z), so that H(x,p) = (¢(x,p))? and ¢ is uniformly convex
in p. Therefore, u is invariant under the Hamiltonian dynamics.

The case when n =1

Let’s consider the case H(x,p) = H(p) + V(z).
In this particular case, property (H3) implies that |H(z,p)| — oo as |p| — +o0. Let us
suppose that
lim H(p) = +o0.

|p|—+oc
Assume also that there exists py € R such that H'(p) = 0 if and only if p = py and
H"(po) # 0. Notice that H(p) does not need to be convex. Obviously, uniform convexity
of H implies this condition.
We will show that my; = 0, which implies that p is invariant under the Hamiltonian
dynamics. From our assumptions, we have that H'(p) > 0 for p > po, H'(p) < 0 for p < po
and hence H”(pg) > 0. Then there exists a neighborhood (py — r, pg + ) of py such that

H//
H"(p) > ;po)’ Vpe(po—rpo+r).

And since the support of mq; is bounded, we may assume
supp(mq1) C T x [—M, M|,

for some M > 0 large enough. We can choose M large so that (pyg —r,po+1) C (=M, M).
Since |H'(p)]* > 0 for p € [-M, M|\ (po — r,po + ) and [—M, M|\ (po — r,po + 1) is
compact, there exists v > 0 such that

|H'(p)]> >~ >0, Vpe[-M M\ (po—r,po+r).
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Hence, by choosing A > 0

H"(po)

NH )P + H'(p) > =2,

vp S [_Mv M]a

which shows my; = 0 by (3.5.5).

Case in which there are more conserved quantities

Let’s consider
H(z,p) = H(p) + V(21 + ... + 2n),

where V : T — R is smooth.

For k # j, define ®% = p, — p;. It is easy to see that {H,®"} = 0 for any k # j.
Therefore {H, (®*7)?} = 0 for any k # j.

For fixed k # j, let ¢ = (®¥)% in (3.5.2) then

2/ (mik — 2my; +my;) dedp = 0.
T xR™

The matrix of dissipation measures (my;) is non-negative definite, therefore my, — 2my,; +
mj; > 0. Thus, my, — 2my; +mj; = 0 for any k # j.

Let € € (0,1) and take £ = (&, ..., &), where § = 1+¢,&; = —1 and & = 0 otherwise. We
have

0 < mi&e&y = (L + ) mug — 2(1 + e)myy + my; = 2e(mpg, — myy) + *my.
Dividing both sides of the inequality above by ¢ and letting ¢ — 0,
Mgk — My > 0.

Similarly, m;; — my; > 0. Thus, my, —my; = mj; —my; = 0 for all k& # j.
Hence, there exists a non-negative measure m such that

my; =m 2> 0, vV k,j.

Therefore, (3.5.5) becomes
0:/ MNP+ ) dm
T™ xR™ ] ],k?

We here point out two cases which guarantee that m = 0. In the first case, assuming
additionally that H(p) = Hi(p1)+ ...Hn(pn) and Ho, ..., H,, are convex, but not necessarily
uniformly convex (their graphs may have flat regions) and H; is uniformly convex, then
we still have m = 0.
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In the second case, suppose that H(p) = H(|p|), where H : [0,00) — R is smooth,
H'(0) = 0,H"(0) > 0 and H'(s) > 0 for s > 0. Notice that H is not necessarily convex.
This example is similar to the example above when n = 1. Then for p # 0

A Hy) 4 2 e =1 e Sy o

p|? |p|

and at p =0

2
A H,(0)"+ > H,yp, (0) = nH"(0) > 0.
J J.k
So, we can choose r > 0, small enough, so that for |p| <r

A H, Z o ZH(0) > 0.
J

Since the support of m is bounded, there exists M > 0 large enough
suppm C T" x {p: |p| < M}.

Since mingep, 1) H'(s) > 0, by choosing A > 0, we finally have for |p| < M
Ao Hy)’ Z b 2 B> 0,
J

minse[r,M] HI(S)

M
Thus m = 0, and therefore p is invariant under the Hamiltonian dynamics.

for p = gmin {H”(O),

Quasiconvex Hamiltonians: a special case

Let’s consider
H(zx,p) = H(|pl) +V(z),
where H : [0,00) — R is smooth, H'(0) = 0, H"(0) > 0 and H'(s) > 0 for s > 0.
Once again, notice that H is not necessarily convex. We here will show that (m;;) = 0.
For p # 0 then

!/

H
(AH, Hp, + Hpy p, Ymjs = H(mll + Mg, + ()\(H’)2 + H'" —

E’ ) PPk
pl) b
For any symmetric, non-negative definite matrix m = (m;;,) we have the following inequal-
ity
0 < pjprmyr < |p|? tracem = [p|*(may + ... + M)
There exists r > 0 small enough so that for |p| < r
H 3 H'

- > _H//(O); - H//
Ip| ~ 4 p|

1

< TH'(0).
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Hence for |p| < r
(N, Hy, + Hop e > 3 H(0)(may + 4 ).
Since the support of (m;;) is bounded, there exists M > 0 large enough
suppmjr C T" x {p: [p| < M}, v g, k.
Since mingep, 1) H'(s) > 0, by choosing A > 0 we finally have for |p| < M
()\HijPk + Hpjpk)mjk > B(ma + .. + M),

. [H"(0) mingepan H'(s)
forﬁ—mln{ 5 % }>0.
We then must have my; + ...my,, = 0, which implies (m;;) = 0. Thus, p is invariant under
the Hamiltonian dynamics in this case.
We now derive the property (2) of u rigorously. Since the support of y is also bounded, we
can use a similar procedure as above to show that ¢(z, p) = eM@?) is uniformly convex in
T" x B(0, M) D supp(p) for some A large enough.
More precisely,

¢Pjpk§j€k Z 6)\Hﬁ|€|27 5 S Rn? (I,p) e T" x B(Oa M)a

for 5 chosen as above. Then doing the same steps as in [32], we get p satisfies (2).

There is another simple approach to prove (2) by using the properties we get in this non-
convex setting. Let’s just assume that u is C! on the support of .

By Remark 3.8.2, it follows that D,H.(p — P — Du) = 0 on support of . And since

D,H(z,p) = H’(\p|)|%| for p # 0 and H'(|p|) > 0, we then have p.(p — P — Du) = 0 on

support of p. Hence |p|? = p.(P + Du) on supp(u).

Besides, H(z,p) = H(z, P + Du(z)) = H(P) on supp(u) by property (a) of Mather mea-
sure and the assumption that u is C on supp(u). It follows that H(|p|) = H(|P + Dul).
Therefore, |p| = |P 4+ Dul by the fact that H(s) is strictly increasing.

So we have |p|*> = p.(P 4+ Du) and |p| = |P + Dul on supp(u), which implies p = P + Du
on supp(u), which is the property (2) of u.

Quasiconvex Hamiltonians

We treat now the general case of uniformly quasiconvex Hamiltonians. We start with a
definition.

Definition 3.9.1. A smooth set A C R" is said to be strongly convex with convexity
constant c if there exists a positive constant ¢ with the following property. For every
p € OA there exists an orthogonal coordinate system (qi,...,q,) centered at p, and a
coordinate rectangle R = (a1,b1)X ... x(an,b,) containing p such that 7,04 = {¢, = 0}
and ANRC{qgeR: ¢ a> < gn < ba}.
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The previous definition can be stated in the following equivalent way, by requiring that
for every p € 0A
(B,v)-v >c|v]* for every v € T,0A4,

where B, : T,0A x T,0A — R is the second fundamental form of 0A at p.
We consider in this subsection strongly quasiconvex Hamiltonians. That is, we assume
that there exists ¢ > 0 such that

() {p € T": H(x,p) < a} is strongly convex with convexity constant ¢ for every a € R
and for every x € T".

In addition, we suppose that there exists o € R such that for every x € T"
(jj) There exists unique p € R" s.t. D,H(z,p) =0, and
2 _
D, H(z,p) > a.
Notice that the special case presented in Section 3.9, where the level sets are spheres, fits
into this definition. We will show that under hypotheses (j)—(jj) there exists A > 0 such

that
AD,H @ D,H + D2 H is positive definite.

From this, thanks to relation (3.5.5), we conclude that my; = 0. First, we state a well-
known result. We give the proof below, for the convenience of the reader.

Proposition 3.9.2. Let (j)-(jj) be satisfied, and let (z*,p*) € T™ x R™ be such that
D,H(x*,p*) #0. Then

D,H(z*,p*) LT,C and D2 H(z*,p*) = |D,H(z*,p")| By, (3.9.1)
where By« denotes the second fundamental form of the level set
C:={peR":H(z" p)=H(z"p")}
at the point p*.
Proof. By the smoothness of H, there exists a neighborhood U C R" of p* and n smooth
functions v : U — 8" ', 7, : U — 8! i =1,...,n — 1, such that for every p € U

the vectors {71(p), ..., T_1(p),v(p)} are a smooth orthonormal basis of R", and for every
peUNC n(p),...,ma-1(p) € T,C. Let now 7,5 € {1,...,n — 1} be fixed. Since

H(z",p)=a VpeuU,
differentiating w.r.t 7;(p) we have

D,H(z*,p)-mi(p) =0 VpeUnNC. (3.9.2)
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Computing last relation at p = p* we get that D,H (x*, p*) L T,-C. Differentiating (3.9.2)
along the direction 7;(p) and computing at p = p*

(D2 H (%, p")75(p%)) - 7(p") + DpH (2%, p%) - (Dpri(p)75(p*)) = 0. (3.9.3)

Notice that by differentiating along the direction 7;(p) the identity 7;(p) - ¥(p) = 0 and
computing at p* we get

(Dp7i(p*)75(p%)) - v(p7) = = (Dpr(p")75(p")) - 7:(p")-

Plugging last relation into (3.9.3), and choosing v(p*) oriented in the direction of D, H (z*, p*)
we have

(DipH(z*>p*)Tj(p*)) -Ti(p") = —|DpH (2%, p")| (Dpri(p*)75(p7)) - v(p7)
= [DpH (2", p*)[ (Dpr(p*)7;(p")) - 7:(p") = [DpH (", p*)| (Bpe7;(p")) - 73 (p").

I every vi rov W ider iti
For eve ector v € R™, we consider the decomposition
V= v”v” + ’UJ_VJ',

with vl vt € R, [vl| = |vt| =1, vl € T,.C, and v* € (T)-C)*. By hypothesis (jj) and by
the smoothness of H, there exist 7 > 0 and o’ € (0, «), independent of (z,p), such that

D> H(z,p) > o for every (z,p) € {|D,H| < 7}.

Let us now consider two subcases:
Case 1: (z,p) € {|D,H| < 7}

First of all, notice that
AD,H ® D,Hv -v = \D,H -v|* = \v] |D,H|*.
Then, we have
(AD,H @ D,H + D2 H)v-v = Av} |D,H|* + (D2, Hv-v) > o|[v]*.

Case 2: (z,p) € {|D,H| > 7}

In this case we have

D2 0vl vl > ¢|D,H]|,
which then yields
D2 Hv-v =vf(D2 HVI v + 200, (D2 HVI - v) + 0 (D2 Hv* - v
> cvﬁ|DpH| + 2v||vL(D§pHV” V) + 0l (D2 HvE v,
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By (3.5.3) we have
|D§pH| < C along supp pu.

Thus,

(ADyH @ D,H + D H)v - v
> Aot |DH[? + cof| DyH| + 2vpvo (Dp, HV! - v) 4+ 0 (D2 Hv: - vh)
> vl (ANDH|? = C) = 2C|vy|[ve| + cvff| D H|

1
> vi()nj — C(l + —2>) +oj(eT —Cn?).
n
Choosing first n* < <, and then

)\>£<1+i>,

72

we obtain

(AD,H @ D,H + D2 H)v-v > o"|v],

for some o” > 0, independent of (x, p).
General Case

In the general case, we have
(AD,H ® D,H + D2 H)v-v > ~[v|*,

where v := min{a/, o }.

Similar to the case above, we basically have that ¢(z,p) = eM (@) is uniformly convex on
the support of p for A large enough. Hence, by repeating again the same steps as in [32],
we finally get that u satisfies (2). As already mentioned in the introduction, we observe
that one could also study the case of uniformly convex Hamiltonians by duality, that is,
by considering a function ® : R — R such that ®(H(x,-)) is convex for each z € T". In
this way, the dynamics can be seen as a reparametrization of the dynamics associated to
the convex Hamiltonian ®(H).

3.10 A one dimensional example of nonvanishing
dissipation measure m

In this section we sketch a one dimensional example in which the dissipation measure m
does not vanish. We assume that the zero level set of the Hamiltonian H : T x R — R
is the smooth curve in Figure 3.1, and that everywhere else in the plane (x,p) the signs
of H are as shown in the picture. In addition, H can be constructed in such a way that
(D.H,D,H) # (0,0) for every (x,p) € {(x,p) € T xR : H(z,p) = 0}. That is, the
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0 1z 0 1z
Figure 3.1: {H(z,p) = 0}. Figure 3.2: g(z).

zero level set of H does not contain any equilibrium point. Consider now the piecewise
continuous function ¢ : [0, 1] — R, with ¢g(0) = ¢g(1), as shown in Figure 3.2. Then, set

P=[ o

and define N
u(z, P) := —Px —i—/ g(y) dy.
0

One can see that u(-, P) is the unique periodic viscosity solution of
H(x, P+ D,u(x, P)) =0,

that is equation (3.1.2) with H(P) = 0. Assume now that a Mather measure u exists,
satisfying property (1). Then, the support of x has necessarily to be concentrated on the
graph of g, and not on the whole level set { H = 0}. However, any invariant measure by the
Hamiltonian flow will be supported on the whole set { H = 0}, due to the non existence of
equilibria and to the one-dimensional nature of the problem, thus giving a contradiction.
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Chapter 4

Homogenization of weakly coupled
systems of Hamilton—Jacobi
equations with fast switching rates

4.1 Introduction

In this Chapter we study the behavior, as (> 0) tends to 0, of the viscosity solutions
(u§, u5) of the following weakly coupled systems of Hamilton—Jacobi equations

(ui)t+H1(§,Du§)+%(u§ W) =0 R x(0,7),
(Ce) (uS), + HQ(g, Dus) + %(u‘; —w)=0 iR x(0,T),
ui (z,0) = fi(x) on R™ fori=1,2,

where T > 0, ¢1, o are given positive constants and the Hamiltonians H;(£, p) : R" x R" —
R are given continuous functions for ¢ = 1,2, which are assumed throughout the Chapter
to satisfy the followings.

(A1) The functions H; are uniformly coercive in the &-variable, i.e.,

1i_>m inf{H;(&,p) | £ € R™,|p| > r} = 0.

(A2) The functions & — H;(&,p) are T"-periodic, i.e., H;({ + z,p) = H;(&,p) for any
EpeR™ zeZandi=1,2.

The functions f; are given continuously differentiable functions on R™ with ||D f;|| e (mn)
are bounded for ¢ = 1, 2, respectively. Here u; are the real-valued unknown functions on
R™ x [0,T] and (u5); := Ous /Ot, Dus = (0uS /x4, ..., 0us/Ox,) for i = 1,2, respectively.
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Background: Randomly Switching Cost Problems

System (C.) arises as the dynamic programming for the optimal control of the system
whose states are governed by certain ODEs, subject to random changes in the dynamics:
the system randomly switches at a fast rate 1/¢ among the two states. See [24, 25, 30]. Also
see [71, 58, 15] for another switching cost problems. In order to explain the background
more precisely, we assume in addition that the Hamiltonians H; are convex in p here. We
define the functions v — R" x [0,7] — R by

ui(z,t) = inf {E;( / t Lo i) ds + o) ) (4.1.1)

where L; : R?® — R are the Fenchel-Legendre transform of H;, i.e., L;(£,q) := SUPegn (D -
q — H;(&,p)) for all (£,q) € R* and the infimum is taken over n € AC([0,t],R") such
that 7(0) = z. Here E; denotes the expectation of a process with v(0) = i where v is a
{1, 2}-valued process which is a continuous-time Markov chain such that

P(v (s +As)=j|1°(s)=1) = %As + o(As) as As — 0 for ¢ # j, (4.1.2)

where o : [0,00) — [0,00) is a function which satisfies o(r)/r — 0 as r — 0. Formula
(4.1.1) is basically the optimal control formula for the solution of (C.), where the random
switchings among the two states are governed by (4.1.2).

We first give a formal proof that (uf, u3) given by (4.1.1) is a solution of (C.). The rig-
orous derivation will be proved in Section 4.7 by using the dynamic programming principle.
We suppose that u; € C'(R™ x [0, T]). Set u(z,i,t) := w;(x,t) and Y (s) := (n(s),v*(s)) for
n € AC(R™) with n(0) = = and let v* be a Markov chain given by (4.1.2) with n(0) = z
and v°(0) = i. By Ito’s formula for a jump process we have

E, (ua(Y(t), 0) — (Y (0), t))

:IEZ(/O CUE(Y(8), £ — 5) + DuE(Y(5), — s) - 7i(s) ds

“ D (00619 = w0, 751 - 2 )
ZEZ(/O _U§(Y(S)’t - S) - HVE( )(77’ DUE) - Lys(S)(n> _77) ds
“ >~ (0006 5) = ale) 7 (0)) - 12 )

Thus,
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In the above inequality, the equality holds if —n(s) € D, H,e(5(n(s)/e, Du(Y (s),s)),
where D H, denotes the subdifferential of H; with respect to the p-variable.

Main Results

There have been extensively many important results on the study of homogenization of
Hamilton—Jacobi equations. The first general result is due to Lions, Papanicolaou, and
Varadhan [60] who studied the cell problems together with the effective Hamiltonian and
established homogenization results under quite general assumptions on the Hamiltonians
in the periodic setting. The next major contributions to the subject are due to Evans [30,
29] who introduced the perturbed test functions methods in the framework of viscosity
solutions. The methods then have been adapted to study many different homogenization
problems. Then Concordel [19, 18] achieved some first general results on the properties of
the effective Hamiltonian concerning flat parts and non-flat parts. Afterwards Capuzzo-
Dolceta and Ishii [16] combined the perturbed test functions with doubling variables meth-
ods to obtain the first results on the rate of convergence of u° to u. We refer to [12, 79| for
some recent progress.

There have been some interesting results [76, 13, 14] on the study of homogenization
for weakly coupled systems of Hamilton—Jacobi equations in the periodic settings or in
the almost periodic settings. We refer the readers to [26, 52] for the complete theory of
viscosity solutions for weakly coupled systems of Hamilton—Jacobi and Hamilton—Jacobi—
Bellman equations. Since the maximum principle and comparison principle still hold,
homogenization results can be obtained by using the perturbed test functions methods
quite straightforwardly with some modifications. Let us call attention also to the new
interesting direction on the large time behavior of weakly coupled sytems of Hamilton—
Jacobi equations, which is related to homogenization through the cell problems. The
authors [69], and Camilli, Ley, Loreti and Nguyen [15] obtained large time behavior results
for some special cases but general cases still remain open.

Let us also refer to one of the main research directions in the study of homogenization,
stochastic homogenization of Hamilton—Jacobi equations, which were first obtained by
Souganidis [77], and Rezakhanlou and Tarver [73] independently. See [61, 56, 75, 62, 3] for
more recent progress on the subject.

First we heuristically derive the behavior of solutions of (C.) as € tends to 0. For
simplicity, from now on, we always assume that ¢; = ¢ = 1. We consider the formal
asymptotic expansions of the solutions (uj, u3) of (C.) of the form

wi (x,t) == wi(x, t) + Evi(g) + 0(€?).

Set & := x/e. Plugging this into (C.) and performing formal calculations, we achieve

1
(ui)t—F...+Hi(£,Dxui+D5Ui+"')"—g(ui—u]')+(’U¢—Uj)+"':0,

where we take i,j € {1,2} such that {i,j} = {1,2}. The above expansion implies that
u; = up =: u. Furthermore, if we let P = Du(x,t) then (vy,vs) is a T"-periodic solution
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of the following cell problem

{Hl(£7P+DU1(£7P>>+U1(£7P> _U2(£7P> :ﬁ(P) in Rnu

Bl Ut Pt Dusle, PY) 4+ 0s(6, P) — w1 (6, P) = HI(P)  in RY,

where H(P) is a unknown constant. Because of the T"-periodicity of the Hamiltonians
H;, we can also consider the above cell problem on the torus T", which is equivalent to
consider it on R™ with T"-periodic solutions. By an argument similar to the classical one
in [60], we have

Proposition 4.1.1 (Cell Problems). For any P € R", there exists a unique constant H(P)
such that (Ep) admits a T"-periodic solution (vi(-, P),vs(-, P)) € C(R™)2. We call H the
effective Hamiltonian assosiated with (Hy, Hy).

See also [9, 69] for more details about the cell problems.
Our main goal in this Chapter is threefold. First of all, we want to demonstrate that
us converge locally uniformly to the same limit v in R™ x (0,7") for i = 1,2 and u solves

uy + H(Du) =0 in R" x (0,7T).

This part is a rather standard part in the study of homogenization of Hamilton—Jacobi
equations by using the perturbed test functions method introduced by Evans [30] with
some modifications. The only hard part comes from the fact that we do not have uniform
bounds on the gradients of u; here because of the fast switching terms. We overcome
this difficulty by introducing the barrier functions (see Lemma 4.2.1) and using the half-
relaxed limits (see the proof of Theorem 4.1.2). The barrier functions furthermore give us
the correct initial data for the limit u. Let (uj, u3) be the solution of (C.) henceforth.

Theorem 4.1.2 (Homogenization Result). Then, uS converge locally uniformly in R™ x
(0,T) to the same limit u € C*(R" x [0,T]) as € — 0 fori=1,2 and u solves

u; + H(Du) =0 in R™ x (0,T)

= T o(x 4.1.3
u(z,0) = f(z) == w on R™. ( )

Formula (4.1.1) of solutions of (C.) actually gives us an intuitive explanation about
the effective initial datum f. As we send € to 0, the switching rate becomes very fast
and processes have to jump randomly very quickly between the two states with equal
probability as given by (4.1.2) with ¢; = ¢, = 1. Therefore, it is relatively clear that f is
the average of the given initial data f; for i = 1, 2.

The second main part of this Chapter is the study of the initial layers appearing natu-
rally in the problem as the initial data of u; and w are different in general. We first study
the initial layers in a heuristic mode by finding inner and outer solutions, and using the
matching asymptotic expansion method to identify matched solutions (see Section 3.1).
We then combine the techniques of the matching asymptotic expansion method and of
Capuzzo-Dolceta and Ishii [16] to obtain rigorously the rate of convergence result.
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Theorem 4.1.3 (Rate of Convergence to Matched Solutions). For each T' > 0, there exists
C :=C(T) > 0 such that

| — m§ || Lo ®nxo,r)) < Cel3 fori=1,2,
where u is the solution of (4.1.3) and

ms(z,t) = u(z,t) + we—i—t (4.1.4)

with j € {1,2} such that {i,j} = {1,2}.

Finally, we study various properties of the effective Hamiltonian H. It is always ex-
tremely hard to understand properties of the effective Hamiltonians even for single equa-
tions. Lions, Papanicolaou and Vadrahan [60] studied some preliminary properties of the
effective Hamiltonians and pointed out a 1-dimensional example that H can be computed
explicitly. After that, Concordel [19, 18] discovered some very interesting results related
flat parts and non-flat parts of H for more general cases. Evans and Gomes [32] found
some further properties on the strict convexity of H by using the weak KAM theory.

The properties of H for weakly coupled systems of Hamilton-Jacobi equations in this
Chapter are even more complicated. In case H; = Hj then the effective Hamiltonian for
the weakly coupled systems and the single equations are obviously same. Therefore, we can
view the cases of single equations as special cases of the weakly coupled systems. However,
in general, we cannot expect the effective Hamiltonians for weakly coupled systems to have
similar properties like single equations’ cases.

The first few results on flat parts and non-flat parts of H are generalizations to the ones
discovered by Concordel [19, 18], and are proved by using different techniques, namely the
min-max formulas which are derived in Section 4.4 and the constructions of subsolutions.
On the other hand, we investigate other cases which show that the properties of the effective
Hamiltonians for weakly coupled systems are widely different from those of the effective
Hamiltonians for single equations. Theorems 4.4.14, 4.4.17, 4.4.18 | 4.4.20, which are ones
of our main results, describe some rather new results which do not appear in the context
of single HJ equations. Since the theorems are technical, we refer the readers to Section
4.4 for details.

We are grateful to C. Evans for his suggestion which leads us to this project. We thank
G. Barles, D. Gomes, H. Ishii, T. Mikami, and F. Rezakhanlou for their fruitful discussions.
We also thank S. Armstrong and P. Souganidis for letting us know about the coming result
on stochastic homogenization of weakly coupled systems of Hamilton—Jacobi equations of
B. Fehrman [40]. Fehrman [40] independently obtained interesting homogenization results
of monotone systems of viscous Hamilton—Jacobi equations, which are similar to ours,
with convex nonlinearities in the stationary, ergodic setting. His work includes as well
generalizations to other related systems.

This Chapter is organized as follows. In Section 2 we prove homogenization result,
Theorem 4.1.2. Section 3 devotes to the study of initial layers and rate of convergence. We
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derive inner solutions, outer solutions, and matched asymptotic solutions in the heuristic
mode and then prove Theorem 4.1.3. The properties of the effective Hamiltonian are
studied in Section 4. We obtain its elementary properties in Section 4.1, the representation
formulas in Section 4.2, and flat parts, non-flat parts near the origin in Section 4.3. In
Section 5 we prove generalization results for systems of m equations for m > 2. We then
prove also the homogenization result for Dirichlet problems and describe the differences of
the effective data between Cauchy problems and Dirichlet problems in Section 4.6. Some
lemmata concerning verifications of optimal control formulas for the Cauchy and Dirichlet
problems are recorded in Section 4.7.

Notations. For k € N and A C R?, we denote by C(A), C%(A) and C*(A) the space of
real-valued continuous, Lipschitz continuous and k-th continuous differentiable functions on
A, respectively. We denote L>(A) by the set of bounded measurable functions and |- || e (a)
denotes the superemum norm. Let T™ denote the n-dimensional torus and we identify T"
with [0, 1]". Define II : R™ — T™ as the canonical projection. By abuse of notations, we
denote the periodic extensions of any set B C T" and any function f € C(T") to the whole
space R™ by B, and f themselves respectively. For a,b € R, we write a Ab = min{a, b} and
a Vb= max{a,b}. We call a function m : [0,00) — [0,00) a modulus if it is continuous,
nondecreasing on [0, c0) and m(0) = 0.

4.2 Homogenization Results

Lemma 4.2.1 (Barrier Functions). We define the functions ¢ : R™ x [0,T] — R by
hi@) + fo@) | Al@) = fo@) o o,

fi(z) 7 (@) | fol@) 2 ) o (4.2.1)
2 2

If we choose C' > max;— » max(e p)ern x B(0,r) |Hi(§, )|, wherer = || D fi| Lo n)+|| D fal| oo (mr).
then (o1, 05 ) and (pf,¢F) are, respectively, a subsolution and a supersolution of (C.), and

( )( ) (@17902)( ):(f17f2) on R™.
fgso;* on R™ x [0,T] fori=1,2.
Proof. We calculate that

o1 (z,t)

0y (z,1)

In particular, p; <

(i) + Ha(Z, Dior) + (o7 = 93)
BB p o @ gy DO
€ ! c

= — C+H1(§,Dg01_) <0

for C' > 0 large enough as chosen above. Similar calculations give us that (¢, ¢, ) and
(1, 5) are, respectively, a subsolution and a supersolution of (C.). By the comparison
principle for (C.) (see [26, 52]) we get ¢; < us < ¢ on R" x [0, 7] for i = 1,2. O
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Proof of Theorem 4.1.2. By Lemma 4.2.1 we can take the following half-relaxed limits

Wz, t) = limsup'__,q sup;—y 5[u](z, 1)

w(x,t) = liminf,,_,inf,— o[us](z, t).
We now show that W and w are, respectively, a subsolution and a supersolution of (4.1.3)
in R"™ x (0,7T) by employing the perturbed test functions method.

Since we can easily check W (-,0) = w(-,0) = f on R due to Lemma 4.2.1, it is enough
to prove that w and W are a subsolution and a supersolution, respectively, of the equation
in (4.1.3). We only prove that W is a subsolution since by symmetry we can prove that
w is a supersolution. We take a test function ¢ € C*(R™ x (0,T)) such that W — ¢ has a
strict maximum at (zo,ty) € R™ x (0,7). Let P := D¢(xo,to). Choose a sequence &, — 0
such that

W (o, to) = limsup',, _,, maxu;” (20, t0)-

We define the perturbed test functions ¢ for i = 1,2 and « > 0 by

ca y, | |z —yl?
7 t) = t (= ,
U2 1) = ol 1)+ eu D) + 2

where (vy,v9) is a solution of (E,). By the usual argument in the theory of viscosity
solutions, for every m € N, a > 0, there exist i, € {1,2} and (Zm.a) Ym.astma) €
R™ x R™ x (0,7") such that

Em t) — -Em’a t)| = om m,o tm o) T ‘8771705 m,ay Ym,a tm «
{I:Ri}?{ R™ x%}giO,T] [uz (SL’, ) wz (SL’, Y, )] ulm,a (SL’ et ’ ) ¢2mva (LU o Yoo ’ )
(4.2.2)

and up to passing some subsequences

(Tm.as Ymoas tma) = (T Tiny b)) as a — 0,
ima — Im € {1,2} as a — 0,
(T, tm) — (20, 10) as m — o0,

Jim lim o (s toa) = W (@0, o).

Choose jm.a, jm € {1,2} such that {im.a:Jmat = {im,Jm} = {1,2}. By the definition of
viscosity solutions, we have

Tm,a Tm,a — Ym,a 1 Em Em
¢t(xm7o¢, tmya)+Him,a (?7 DQS(ZEW,O!? tm,a)_l_T)_l_a(uim,a _ujm,a)(zmva’ tmva) S 0
(4.2.3)
Since (vq,v2) is a solution of (E,) we have
m,o Tm,a — Ym,a m,o -7
Hy, (2 poy Tme Z ey 4, =y ) (2 > H(P). (4.24)

Em o? N em
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Let a — 0 in (4.2.3) and (4.2.4) to derive

m 1 £ 15
Ge(L; tm) + H(”Z— Dé(@m; tm) + Q) + — (w5 = u57) (T, ) < 0 (4.2.5)
and - . B
Hi\ (25, P+ Q) + (03, = 03,,)(Z5) = H(P), (4.2.6)
Tm,a — Ym,a

L 5 . Noting that the correctors v; are Lipschitz continuous due to
a—r (6%

the coercivity of H;, we see that |Q,,| < C for C' > 0 which is independent of m. Combine
(4.2.5) with (4.2.6) to get
— Tm T

Gt(Tmy tm) + H(P) < Hi'm(E_?P +Qm) — H; (5_

m m

+ i[u;’:(gjm’ tm) — (O(zm, tm) + Emvjm(x_m))]

Em Em
1 m
= 7 (@ ) = (D t) + £, (Z2)]

for some modulus o. Letting m — oo, we get the result.

We finally prove that u is Lipschitz continuous. We can easily see that f 4 Mt are a
supersolution and a subsolution of (4.1.3), respectively, for M > 0 large enough. By the
comparison principle for (4.1.3) we have |u(z,t) — f(x)] < Mt for all (z,t) € R™ x [0, T].
Moreover, the comparison principle for (4.1.3) also yields that

sup |u(z,t +s) —u(x, )] < sup |u(z,s) — f(x)] < Ms for all t, s > 0, and

zERN zER™
sup |u(z + 2z, t) —u(z, t)| < sup [f(z +2) — f(z)| < rl|z| for all z € R, ¢ > 0.
TeR™ TeR™

The proof is complete. 0

4.3 Initial layers and rate of convergence

Inner solutions, Outer solutions, and Matched solutions

We first derive inner solutions, outer solutions and perform the matching asymptotic ex-
pansion method to find matched solutions in a heuristic mode.

As we already obtained in Section 4.2, outer solutions are same as the limit u give in
Theorem 4.1.2. Now we need to find a right scaling for inner solutions. We let

t
w;(x,t) = ui(x, =) fori =1,2,
£
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and plug into (C.) to obtain

(W) + eHy(Z, Dwf) + (wf —w§) =0 in R" x (0,T/2),

(L) (W), + 5H2(§, DuwS) + (ws —w$) =0 inR” x (T/e),

wi(z,0) = fi(x) on R" for i =1,2.

We next assume that w; have the asymptotic expansions of the form
w(z,t) = wi(x,t) + cwiy (2, 1) + 2wz, t) - -+, fori=1,2.
It is then relatively straightforward to see that (wq,ws) solves
(w1)e + (W —we) =0 in R™ x (0, 00),

(I) (wa)r + (wy —wy) =0 in R™ x (0, 00),
w;i(z,0) = fi(x) on R" for i =1, 2.

Thus, we can compute the explicit formula for the inner solutions (wy, ws)

(wl(x,t),wg(:):,t))
_ (fl(l“) + fo() N fi(x) — fZ(x)e—% fi(x) + fo(x) . fo(z) — fi(x) e—2t) .

2 2 ’ 2 2
The final step is to obtain the matched solutions. We have in this particular situation

filx) + fa(x)

2 )
which shows that the common part of the inner and outer solutions is (f; + f2)(x)/2.
Hence, the matched solutions are

(u(x, t) + wi(, g) _ hi@) + folz)

iy (e, £) = lim wi(a. ) =

t
T2 ula, )+ wn(e, o) -

_ fi(z) = fo(w) _2 fo(x) — fi(x) _2
= (u(x,t)—l-fe s,u(x,t)—l—#e s)

= (mi(a, ), m5(x, 1)),

fi(@) -QF f2($))

where m are the functions defined by (4.1.4).

As we can see, the matched solutions contain the layer parts which are essentially the
same like the subsolutions and supersolutions that we build in Lemma 4.2.1. For any
fixed ¢ > 0, we can see that (mj(x,t), m§(z,t)) converges to (u(x,t),u(z,t)) exponentially
fast. But for ¢t = O(e) then we do not have such convergence. In particular, we have
(mi(z,e),m5(x,€)) converges to (u(z,t) + (fi — f2)(x)/(2€%),u(z, 1) + (f2 — f1)(x)/(2€?)).
On the other hand, the fact that ((m3):, (m5);) is not bounded also give us an intuition
about the unboundedness of ((uf), (u§))-

It is therefore interesting if we can study the behavior of the difference between the real
solutions (uj, u5) and the matched solutions (mj, m3).
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Rate of convergence

In this subsection, we assume further that

(A3) H; are (uniformly) Lipschitz in the p-variable for i = 1,2, i.e. there exists a constant
C'yx > 0 such that

|H;(&,p) — Hi(&,q)| < Crlp —ql for all £ € T" and p,q € R".

We now prove Theorem 4.1.3 by splitting R™ x [0, 7] into two parts, which are R" x
[0,¢|loge|] and R™ x [¢]logel|, T]. For the part of small time R" x [0,¢|loge|], we use the
barrier functions in Lemma 4.2.1 and the effective equation to obtain the results. The L>°-
bounds of |uf —m$| for i = 1,2 on R™ x [¢|loge|,T] can be obtained by using techniques
similar to those of Capuzzo-Dolcetta and Ishii [16].

Proposition 4.3.1 (Initial Layer). There exists C > 0 such that
|(u; —m:)(z,t)| < Ce|logel for all (z,t) € R" x [0,¢|logel] and i =1,2.

Proof. We only prove the case : = 1. By symmetry we can prove the case 1 = 2. Let C' >
Max;—1 2 MaX(¢ p)crn < B(0,r) | Hi(§,p)| be a constant, where r = || D fi| poomny + || D fa]| Lo (mr)
and note that u is Lipschitz continuous with a Lipschitz constant C,, := (1/2)(|| D f1||eo +
| D fs]|s)- By Lemma 4.2.1 we have

fi(z) = fala) =

e <)
2
< |u(z,t) - w‘ + Ct = |u(z,t) — u(z,0)] + Ct

< (C+ Gt < (C+ Cyellogel

‘ui(x,t) — (u(z,t) +

for all t € [0,¢|logel]. O

Proposition 4.3.2. Assume that (A3) holds. For T > 0 there exists C' = C(T') > 0 such
that
Jus(x,t) — u(z,t)| < Ce? for (x,t) € R™ x [e|loge|, T] and i = 1,2.

Lemma 4.3.3. Assume that (A3) holds.  For each 6 > 0 and P € R", there ezists a

unique solution (v{,vy) € C%Y(T")? of

5 5 S _ in T"
(B {Hl(f,P+Dv1(§,P))—|—(1+5)v1(§,P) 5§, P)=0 ™,

Hy(&, P4+ DuS(&, P)) 4+ (1 +6)v3(&,P) — (&, P)=0  in T".
Moreover,

(i) there exists a constant C' > 0 independent of 0 such that

SJS(E,P) —v0(&,Q)| < CIP = Q| for E €T, P,Q €R" andi =1,2;
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(ii) for each R > 0, there exists a constant C' = C(R) > 0 independent of § such that

1602 (€, P)+ H(P)| < C(R)S for ¢ € T",P € B(0,R) and i =1,2.

Proof. By the classical result (see [26, 52]) we can easily see that there exists a unique solu-

tion (vf, v3) of (E%) for any P € R". We see that (v{(-, P) & Cy|P — Q|/6,v3(-, P) + Cy|P — Q|/0)
are a supersolution and subsolution of (E‘sQ), respectively, in view of (A3). By the compar-

ison principle for (E,) we have

CulP - Q|

Cu|P = Q)
5 5

vl (&, P) - < (€,Q) <V P) + for£ €T i=1,2,
which completes (i).
Let C1(P) = max;—; o maxeern |H;(§, P)|. It is clear that (—C4(P)/6, —C1(P)/d) and

(C1(P)/6,C1(P)/d) are a subsolution and a supersolution of (E3), respectively. Note that

[ Hi(&, P)| < [Hi(&,0)| + [Hi(€,0) — Hi(¢, P)| < C(1+ |P])
for C' > max;—1 2 ¢ |Hi(&,0)|V Cp. Therefore, by the comparison principle again we get
B[00+ Pl =cen) < C1(P) < C(1+ [P, (13.1)
Next, sum up the two equations of (E$) to get
Hy(€, P+ Dvi(&, P)) + Ho(€, P+ Dus(€, P)) < 2C(1 + |P)).

Thus, for each R > 0, there exists a constant C' = C'(R) > 0 so that
| DV (-, P)|| poo(rny < C(R) for |P| < R and i = 1,2. (4.3.2)
We look back at (E$) and take the inequalities (4.3.1), (4.3.2) into account to deduce that
[0, P) = v3(-, P)|| o (amy < C(R) for |P| < R. (4.3.3)

Let u = maxj—; 9 ¢crn 602 (€, P) and p~ := ming_; 5 ¢ern 602 (€, P). Then we have

po < —H(P) <pt. (4.3.4)

Indeed, suppose that put < —F_(P) and then by the comparison principle we have v{ > w;
on T for any solution (wy, wq, H(P)) of (Ep). This is a contradiction, since for any Cp € R
(w1 + Ca,we + Co, H(P)) is a solution of (E,) too. Similarly we see that p~ < —H(P).

By (4.3.2)—(4.3.4) we can get the desired conclusion of (ii). O

Proof of Proposition 4.3.2. Let (v{(-, P),v5(-, P)) be the solution of (E%) for P € R*. We
consider the auxiliary functions

TIY) [z —yP+ (=9

. — _ —ed(Z
®Z(x7 y7 t? 8) N ul (':C7 t) u(y7 8) E:UZ (87 85 266 K(t —"_ S)
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for i = 1,2, where § = ¢? and 3,60 € (0,1) and K > 0 to be fixed later.
For simplicity of explanation we assume that ®; takes a global maximum on R?*" x
| loge|, T)? and let (2,7,%,8) be a point such that

O;(z,y,t,s) = ®1(2,9,1, 5). 4.3.5
e X (z,y,t,5) = ®1(2, 9,1, 3) (4.3.5)

For a more rigorous proof we need to add the term —v|x|? to ¥, for v > 0. See the proof
of Theorem 1.1 in [16] for the detail. We first consider the case where t,5 > ¢|loge]|.

Claim. If 0 < # < 1— 3, then there exists M > 0 such that (|2 —g|+ |t — §])/e® < M.

We use ®,(z,9,t,8) > &(2,4,1,1), Lemma 4.3.3 (i) and that u is Lipschitz continuous
to deduce that

& —g> + |t = 3 . A o
- 8—5)—U1(g>0)|+K|t—5|

for some C,C" > 0, which implies the result of Claim.
We fix (y, s) = (¢, $) and notice that the function

T r—7 |z — g2 + (t — 5)*
t) = u(x,t) — evd (= —
(.flf, ) Ul(l’, ) Ev (57 85 ) 256

7

— Kt

attains the maximum at (#,7). For a > 0, we define the function 1 by

2=, lr—gPHt—357 |z el +]r -z
t) = ul(x,t) — ev? — - - Kt.

w(x>€>za ) Ul(llf, ) Ul(€> 55 ) 255 200

Let ¢ attain the maximum at (x,, 4, Za, to) and then we may assume that (24, s, 2o, ta) —

(Z,2/e,2,t) as @« — 0 up to passing some subsequences if necessary. By the definition of

viscosity solutions, we have

to — S To Ta—Y To—Ea Ta— Za 1
K H{(— —(u§ — us < 4.3.
t—pt 1( S T . T, ) + 6(u1 u3)(Ta,ta) <0, (4.3.6)
and
Za_?) xa_gga k) Za_'g S5 Za_'g
Hl(&)ﬁ 56 + a ) + (1 + 5)”1 (6(17 EB ) - 02(506’ 56 ) 2 O (437)

Next, since ¥(xq, s Za, ta) = V(Tas oy Tas ta) We get

~

To — Y Zq —
< (0](6ar 5) = )60 ) < O Py — 7,
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by Lemma 4.3.3 (i). Thus, |z, — z4|/a < Ce'=?7#. Send o — 0 and we get

~

t—s5 —ax—9y, 1 - s T Ty

K+ —= + H(—) + - (uf —ud) (3, ) —0i(Z, —5 )+v§(€, o )—C(?+e'7P) <.
(4.3.8)

Similarly we fix (x,t) = (2,t) and do a similar procedure to the above to obtain

i\_ N . A A
K+ 2+ HE) 1o+ ) 0. (4.3.9)
€ €
Combining (4.3.8), (4.3.9), and (4.3.5), we get

2K < C(e% +&'707F). (4.3.10)
Now we choose § = 3 =1/3 and K = K,'/? for K, large enough to get the contradiction
in (4.3.10). Hence either { = —cloge or § = —eloge holds. The proof is complete
immediately. O

Theorem 4.1.3 is a straightforward result of Propositions 4.3.1, 4.3.2.

4.4 Properties of effective Hamiltonians

Elementary properties

Proposition 4.4.1.
(i) (Coercivity) H(P) — +00 as |P| — oo. -
(i1) (Convezity) If H; are convex in the p-variable for i = 1,2, then H is convex.

Proof. (i) For each § > 0 and P € R, let (v$,v3) be a solution of (E%) and without loss
of generality, we may assume that v{(&y, P) = max;—; 9 ¢crn v (&, P) for some & € T". By
the definition of viscosity solutions we have Hi(&y, P) < Hy(&, P) + (v8 — v3)(&, P) <
—6v§ (&, P). We let § — 0 to derive that

H(P)> min Hi(&P).

i=1,2, €T

Since H; are coercive for i = 1,2, so is H.
(ii) We argue by contradiction. Suppose that H is not convex and then there would
exist P, () € R" such that

20 = H(P;Q)

We define the functions w; € C(T") so that w;(§) = (v;(&, P) + v;(€,Q))/2 for i = 1,2,
where (v (-, P), va(+, P)) and (v1(-, Q), va(+, Q)) are solutions of (E,) and (E,)), respectively.

_HP) ;F(Q) =0, (4.4.1)
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Due to the convexity of H; for i — 1,2 we have
e T2 4 Dun(©)) + wi(©) - unle) < T
(e ZEC 4 Dun(€)) + ) - i) < T,
By (4.4.1) there exists a small constant § > 0 such that
(6, 2 4 Du(©) + (1 4+ 8w @) — wa(&) < T D) 2,
(e, T2 4 Dun() + (14 () — wi(@) < A9~
and
(& 222 Do TN + e 2D e TG > BTG s,
(e, 2L 4 Do, LT 1 ke D —ne T2 = m LY -
By the comparison principle we get
Ui(g’P);”i(g’@ < (€. P;Q) for i =1,2. (4.4.2)
Notice that (4.4.2) is still correct even if we replace v; (€, (P+Q)/2) by v;(&, (P+Q)/2)+C,
for i = 1,2 and for any C; € R, which yields the contradiction. O

The uniqueness of the effective Hamiltonian for (E,) and the cell problem for single
Hamilton—Jacobi equations gives the following proposition.

Proposition 4.4.2. If Hy = Hy = K, then
H(P) = K(P) for all P € R,
where K is the effective Hamiltonian corresponding to K.

Proposition 4.4.3. If H; are homogeneous with degree 1 in the p-variable for i = 1,2,
then H is positive homogeneous with degree 1.

Proof. Let (v1, v, H(P)) be a solution of (Ep) for any P € R". If H; is homogeneous
with degree 1 in the p-variable, then (rvq, rvy, 7H(P)) is a solution of (E,p) for any r > 0.
Therefore by the uniqueness of the effective Hamiltonian we get the conclusion. O

Proposition 4.4.4. We define the Hamiltonian K as
K(&,p) == max{H({,p), Ha(€, p) }-

Let K be its corresponding effective Hamiltonian and then

H(P) < K(P).
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Proof. For each P € R", there exists ¢(-, P) € C%(T") such that
K(& P+ Dy(¢, P)) = K(P).

Thus (o(-, P), (-, P), K(P)) is a subsolution of (Ep). We hence get K(P) > H(P) by
Proposition 4.4.6. O

We give an example that we can calculate the effective Hamiltonian explicitly.
Example 4.4.5. Let n = 1 and H{(&,p) = |p|, H2(§ p) = a(&)|p|, where
1 — (55 cos(2m€) + 1= sin(27€))

= 0.
al) 1+ (3 + 5=2) cos(2m§) ~
By Proposition 4.4.3 we have that H(P) = H(1)P for P > 0. Set
1 1 1 1 .
v1(&,1) := 63 5 sin(27¢) — 52 cos(2m€), va(&,1) = (E + 167r3) sin(27¢).

Then we can confirm that (vi(-,1),va(+,1),1) is a solution of (E;). Therefore H(l) =1
and thus, H(P) = P for P > 0.

For any P < 0 we have H(P) = H(—1) - (—P). Set
(&, —1) = _(167r3 sin(27¢) — # cos(27E)), va(&, 1) = _(E + 167r3) sin(27¢).

Then we can confirm that (v (-, —1), va(-, —1), 1) is a solution of (E_;). Therefore H(—1) =
1 and thus, H(P) = —P for P <0. Thus, we get H(P) = |P]|.

1

Representation formulas for the effective Hamiltonian

In this subsection we derive representation formulas for the effective Hamiltonian H(P).
See [20, 45] for the min-max formulas for the effective Hamiltonian for single equations.

Proposition 4.4.6 (Representation formula 1). We have

H(P) =inf{c: there exists (¢1, ¢2) € C(T™)? so that
the triplet (¢1, ¢o,c) is a subsolution of (Ep)}. (4.4.3)
Proof. Fix P € R" and we denote by ¢(P) the right-hand side of (4.4.3). By the definition
of ¢(P) we can easily see that H(P) > ¢(P). We prove the other way around. Assume
by contradiction that there exist a triplet (¢y, ¢2,c) € C(T")? x R which is a subsolution
of (Ep) and ¢ < H(P). Let (vy,vs, H(P)) be a solution of (E,) and take C' > 0 so that

¢; > v; — C =:7; on T". Then since 7; and ¢; are bounded on T", for £ > 0 small enough,
we have

Hy(&, P+ D0y) + (1 + )0 — Uy > Ho(§, P+ Do) + (14 €)pg — 1.

By the comparison principle (see [26, 52]) we deduce T; > ¢; on T™ which yields the
contradiction. 0

{HI<£,P+D61> (1+ )T — Ty > Hy(€, P+ D) + (1 + )¢y — ¢
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If we assume the convexity on H;(&,-) for any & € R", by the classical result on the
representation formula for the effective Hamiltonian for single Hamilton—Jacobi equations
we can easily see that

H(P)= inf max[H, (& P+ Dp(€)) + (€, P) —vy(&, P)] (4.4.4)

ECL(Tn) EET

= nf max[Hy(¢, P+ DU (©) + (€ P) — (&, P)

for any solution (v(-, P),vs(-, P)) of (E,), which is in a sense an implicit formula. For
the weakly coupled system we have the following representation formula.

Proposition 4.4.7 (Representation formula 2). If H; are convex in the p-variable for
1=1,2, then

A(P)=  inf o omax [P+ Do) + o) —0i6), (449

where we take j € {1,2} so that {i,j} = {1,2}.
Lemma 4.4.8. Assume that H; are convez in the p-variable. Let (vy, v, H(P)) € C(T")?

be a subsolution of (Ep). Set vis(x) = ps * vi(x), where p.(x) = (1/e™)p(x/c) and p €
C>(R™) be a standard mollification kernel, i.e., p >0, suppp C B(0,1), and [, p(x) dz =

1. Then, (v15, vas, H(P) + w(0)) is a subsolution of (Ep) for some modulus w.

Proof. Note that in view of the coercivity of H;, v; are Lipschitz continuous and (vy, vy, H(P))
solves (E) almost everywhere. Fix any £ € T". We calculate that

H(P) > psx (Hi(- Dur() + (0 — 1))(€)
- / A (D0 (0) + 01 =)

v

/B(g . ps(& —n) (Hi (&, Dui(n)) — w(0)) dn + (vis — vas)(§)

> Hy(&, ps* Dvi(€)) + (v1s — v25)(§) — w(9)
= Hy(&, Dvis(€)) + (vis — v25) (&) — w(6),

where the third inequality follows by using Jensen’s inequality. O

Proof of Proposition 4.4.7. Let ¢(P) be the constant on the right-hand side of (4.4.5).
Noting that for any (¢1, ¢5) € C*(T")?

Hi(€, P+ D) + (6~ 6,)(€) € _max [H(& P+ D6(6) + (6~ 6,)(€)] = to,
for every & € T". By Proposition 4.4.6 we see that H(P) < ag, 4, for all (¢1, ¢) € C(T")?.
Therefore we get H(P) < ¢(P).

Conversely, we observe that by Proposition 5.2.1 (vy5(-, P), ves(+, P), H(P) 4+ w(d)) €
CH(T")* x R is a subsolution of (E,). Therefore, by the definition of ¢(P) we see that
c¢(P) < H(P) + w(d). Sending 6 — 0 yields the conclusion. O
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If H; are convex in the p-variable, then there is a variational formula of solutions of the
initial value problem and the cell problem as stated in Introduction. Therefore, naturally
we have the following variational formula

H(P) = —liminf E; [/0 h e (—P “1(s) + Ly (n(s), —7'7(8))) ds}

6—0 n

t—o0

— — lim %i%fEi [/Ot(—P 1)) + L) (1(s), —(s))) ds]>

where the infimum is taken over n € AC (|0, +00), R") such that 7(0) = x and E; denotes
the expectation of a process with v(0) =i given by (4.1.2).

Remark 4.4.9. When we consider the nonconvex Hamilton—Jacobi equations, in general we
cannot expect the formula (4.4.5). Take the Hamiltonian

H;(&,p) = (Ip|* —1)* fori=1,2 (4.4.6)

for instance. In this example if we calculate the right-hand side of (4.4.5) with P = 0,
then it is 0. But we can easily check that H(0) = 1, since in this case we have solutions
(which are constants).

The following formula is a revised min-max formula for the effective Hamiltonian for
nonconvex Hamilton—Jacobi equations.

Proposition 4.4.10. We have

H(P) = inf ma S H,(& P+p)+ (95 — ¢ , 4.4.7

(P) RS S éT”peDEEZ@[ (& P +p) + (¢ — ¢;)(8)] (4.4.7)

where if DY¢;(§) = 0, then we set SUDpe p+ g (e) [Hi(§, P + ) + (¢ — ¢5)(§)] = —o0 by
convention.

We notice that if H; are given by (4.4.6), then the right-hand side of (4.4.7) with P =0
is 1.

Proof. The proof is already in the proof of Proposition 4.4.7. We just need to be careful
for the definition of viscosity subsolutions. Indeed, let ¢ be the right-hand side of (4.4.7)
and noting that for any (¢, ¢2) € C%H(T")?, € € T", and ¢ € DT ¢;(&),

Hi(§,P+q)+ (i — ¢)(§) < _max — sup [Hi(&, P +p) — (¢ — ¢;) ()] = ag, ¢,-

- SETISL2 pe D (6)

Thus, H(P) < ag, 4, for all (¢1, ¢5) € C*'(T")? by Proposition 4.4.6. Therefore, H(P) < c.

Conversely, there exists a viscosity subsolution (vi (-, P), vs(+, P), H(P)) € C%(T")?x R
of (Ep). By the definition of viscosity subsolutions we have

Hi(&, P +p)+ (vi—v;)(€) < H(P) for all £ € T" and p € DT v;(€).

Thus,
max sup  [Hi(&, P+p) + (v; —v;)(&)] < H(P),

§ET™i=12 pe o (¢)

which implies ¢ < H(P). O
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Flat parts and Non-flat parts near the origin

In this subsection, we study the results concerning flat parts and non-flat parts of the
effective Hamiltonian H near the origin. We first point out that there are some cases in
which we can obtain similar results to those of Concordel’s results for single equations. We
present different techniques to obtain these results , namely the min-max formulas, and
the construction of subsolutions. In this subsection, we only deal with the Hamiltonians
of the form H;(¢,p) = |p|* — Vi(€), where V; € C(T") for ¢ = 1,2 unless otherwise stated.

Theorem 4.4.11. Assume that V; > 0 in T" and {V; = 0} =: U; C T" fori=1,2. We
assume further that Uy N Uy # () and there exist open sets Wi, Wy in T™, and a vector
q € R such that II(¢ + W3) € (0,1)" and

U UU, Cc Wy C Wy and diSt(W1,8W2), dZSt(Ul U UQ,&Wl) > 0, (448)

then there exists v > 0 such that H(P) =0 for |P| < .

Wo

Fig. 4.1. The figure of U;, W;. Fig. 4.2. The graph of ¢ in case n = 1.

Proof. Without loss of generality, we may assume that ¢ = 0. Take & € U; NU,. By
Proposition 4.4.7 we have

H(P)> inf max [| P + D;(£0)]* — Vi(&o) + @i(€o, P) — @ (o, P)]
(p1,p2)€C(TP) i=1,2

2 inf ~ max [pi(So, P) — ¢;(&0, P)] = 0.

(p1,p2)€C (T7) i=1,2

Now, let d := min{dist(W;,0W5), dist(U; U Uy, 0W7)} > 0. There exists g9 > 0 such
that
Vi(§) > e forze T"\ W, i=1,2. (4.4.9)

We define a smooth function ¢ on T" such that

o) =—P-&on Wy, p(&)=0o0nT"\ Wy,

C|P|
Do| <
Dyl < y

on T". (4.4.10)
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Notice that
9 = _‘/;(5) < 07 on le
[P+ De)IF = Vi) =< C|P)?
< ‘d2| — &g, on T\ Wj.
Thus, |P + D(€)|> — V;(§) < 0 on T" provided that |P| < dy/gy/C =: 7. We hence have
that (p,¢,0) is a subsolution of (Ep) for |P| < 5. Therefore H(P) < 0 for |P| < v by
Proposition 4.4.6. ]

Remark 4.4.12. (i) In fact, the result of Theorem 4.4.11 still holds for more general Hamil-
tonians

where F; € C(T" x R") and V; € C(T™) are assumed to satisfy
(a) the functions p — F;(&,p) are convex and F;(&,p) > F;(£,0) = 0 for all (&,p) €
T x R™,
(b) V1, V4 satisfy the conditions of Theorem 4.4.11.
(ii) Notice that the assumptions V; > 0 and {V; = 0} # 0 for i = 1,2 are just for simplicity.

In general, we can normalize V; by V; — mingern V;(€) to get back to such situation.
(iii) From the proof of Theorem 4.4.11 we have

vi(§, P) = va(§, P) forall § € {Vi =0} n{Vz =0}

for any solution (vq (-, P),va(+, P)) of (Ep).
(iv) By Proposition 4.4.4 we can give another proof to Theorem 4.4.11 as follows. In this
case, we explicitly have

K (&, p) = max{|p]* = Vi(§), [p|* — Va(&)} = [p]* = V(€)

where V/(£) = min{V1(£), V2(§)}. Note that V' > 0 and {V = 0} = {V; = 0} U {V; = 0}.
Hence, we can either repeat the above proof for single equations to show that H(P) <
K(P) =0 for |P| < or we can use Concordel’s result directly.

Notice that condition (4.4.8) is crucial and plays an important role in the construction
of the subsolution (¢, ¢,0) of (Ep) and could not be removed in the proof of Theorem
4.4.11. We point out in the next Theorem that there are cases when (4.4.8) does not hold,
then the flatness near the origin of H does not appear.

Theorem 4.4.13. Assume that V; > 0 in T" and
Vi=0}={Va=0}={= (&4, - ,&)eT": &=1/2forj>2} =K. (44.11)
The followings hold.

(i) There exists v > 0 such that H(P) = |P|*> provided that |P'| < v for any P =
(P, P) €R x R"1,
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(ii) H(P) > |P.|? for all P € R".

Proof. Firstly, we prove that H(P) < |P;|* provided that |P’| < v for some v > 0 small
enough by using exactly the same idea in the proof of Theorem 4.4.11. We build a function
0(&) = (&, -+, &) € CH(T™), which does not depend on &, so that

n

STIP + e, ()P = Vil§) <0 on T"

=2
for i = 1,2 and for |P'| <~ with v > 0 small enough. Thus
[P+ Dp(€)* = Vi(€) < [PAf* on T"

for i = 1,2. By Proposition 4.4.6 H(P) < |P|%.
We now prove that H(P) > |Pi|?. For each & € K, we have in view of (4.4.4)

H(P)= inf max[|P+ Dp(§)]* = Vi(€) +vi(§, P) — va(&, P)]

ECL(Tn) EETP

> inf  [|P+ Do(&)]? + vi(&, P) — va(&o, P)],
peC(Tn)

and similarly

H(P) > weg}fm)“PJrDiﬁ(fo)P + v2(&o, P) — v1(So, P)]-

Take an arbitrary function ¢ € C*(T") and observe that

/ P+ Do) dey
K
> /K P+ e, (62 e, = /K P + e, (6) + 2Py, (€) d
> / P+ 2Py, (€) déy = P12
K

Thus, it is clear to see that H(P) > |P;|?, which implies the result. O

The above two Theorems describe several examples that we can obtain similar results
of the flat part or non-flat part of H to those of single Hamilton—Jacobi equations in [19,
18]. Indeed, the structures on the potentials V; for i = 1,2 are very related in such a way
that we obtain the shape of H like for single equations. We rely on the idea of building
the subsolutions (¢, v, H(P)) of (E,) where ¢ = 1, which does not work in general cases.

Next, we start investigating the properties of H in some cases where the structures of
the potentials V; for i = 1,2 are widely different and in general we cannot expect H to have
simple properties. The next question is that: Can we read of information of the effective
Hamiltonian in the case where {V] = mingeqn V1(€)} N {Va = minger V2(§)} = 07



CHAPTER 4. HOMOGENIZATION OF WEAKLY COUPLED SYSTEMS OF
HAMILTON-JACOBI EQUATIONS WITH FAST SWITCHING RATES 70

Theorem 4.4.14. Let n = 1 and assume that for ¢¢ > 0 small enough the following
properties hold.

4 12 3 13
(a) {VIIO}:[E’I_G]’ {‘/1:—50}:[0,1]\(E,1—6), and —eo < V4 <0 on T for
some gg > 0.
1
() (Vo= 0} = [, 2], (Vo= 2} = [0,1]\ (2,0, and 0< Vo <2 on T.

167 16 167 16
There exists -y > 0 such that H(P) = 0 for |P| < 7.

Lemma 4.4.15. We have

A(P) = —5 min(Vi + V2)(©)

getn

N =

Proof. Sum up the two equations in (Ep) to get
|P + Dvy|*> + |P + Duy|* — Vi — Vo = 2H(P),
which implies 2H (P) > —(V; + V3)(€)) for a.e. £ € T, and the proof is complete. O

Proof of Theorem 4.4.14. Noting that minger(Vi + V2)(§) = 0, and {V} = —e} N {V, =
0} = 0, we have H(P) > 0 by Lemma 4.4.15. We construct a subsolution (¢, %, 0) of (E)
for | P| small enough. Let

6 10 5 11 4 12
6 1_6)’ Wy = (1_6’ ﬁ)’ W; = (1_6’ 16
Let P < 0 for simplicity. We define the functions ¢, ¥ by

() = —P-& forx e W,
LA N for £ € T\ Wi

Wy = ( ).

and |Dy| < Cy|P| for some C; > 0,0 <o < —P-¢ on [0,1] and

B —P-¢ for & e W)
¢<£>—{02 .

for some Cy € (1/64,1), |P+ D¢| <1, and ¢y > —P - £ on [0, 1].
We have
[P+ Dp(§)* = Vi(€) + »(&) — ¥(€)

o el —9(§ =0 it § e Wy
T 2CE+D)|PP+eg+ |P|—-Cy ifEET\ W
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If | P| and &g are small enough, then |P+ D (€)|? — Vi (&) +¢(£) —(€) < 0 on T. Besides,

[P+ Dy(&)* — Va(€) + (&) — (&)

- 0 if&e
T l1-2+C,-0<0 ifEeT\ W

—P-¢
: 3 Wi 5 3
L@% L@E
Fig. 4.3. The graph of ¢. Fig. 4.4. The graph of 1.
Thus (p,,0) is a subsolution of (Ep), and the proof is complete. O

Remark 4.4.16. It is worth to notice that

F(0) # 5 min(Vi + Va) )

zeTn

in general. Indeed, set

Vi(€) = 4m?sin?(21€) + cos(27€) — sin(27E),
Va(€) = 472 cos?(2n€) + sin(27€) — cos(27E).

If we check that (cos(2m€),sin(27€),0) is a solution of (Ep), then we realize H(0) = 0. In
this case

_ 1
H(0)=0# —2n% = —5 (Vi +V2)(§) for all £ € T.

In Theorem 4.4.11 the fact that II(R™ \ (U; U Us)) is connected, where U; = {V; = 0}
plays an important role in the construction of subsolutions as stated just before Theorem
4.4.13. In the next couple of Theorems we make new observations that we can get the flat

parts of effective Hamiltonians even though II(R™ \ (U; U Us)) is not connected.

Theorem 4.4.17. Let n =1 and assume V1 =0, Vo > 0 on [0,1] and {Va = 0} = {1/2}.
Then there ezists v > 0 such that H(P) =0 for |P| < 7.

Sketch of Proof. The proof is almost the same as the proof of Theorem 4.4.14 but let us
present it here for the sake of clarity. Since mingern (Vi 4+ V2)(§) = 0, we have H(P) > 0
by Lemma 4.4.15. Let

35 26 17

Wi = (ga §)’ Wy = (ga §)’ W3 = (ga g)-
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There exists M € (0, 1) so that
Va(§) > M for £ ¢ Wi

Assume P < 0 for simplicity. We now construct the functions ¢, so that (¢,,0) is a
subsolution of (E) for small |P|, which implies the conclusion. Take |P| < M /4 first. We
define the functions ¢,y by

() = —P-& forx e W,
770 for £ € T\ Wi

and |Dp| < C1|P| for some C; > 0,0 <o < —P-¢on [0,1] and

- —P-¢ for & e W)
Ve = {02 £eT\ W,

for some Cy € (M /128, M/2), |P + Dvy| < M/2, and ¢p > —P - £ on [0, 1].
We have

p() —¥(§) <0 if § € W

2 —
[P+ Dp(§)" + () ¢(€)§{2(012+1)|p‘2+\]3|—02 if £ €T\ Wa.

If | P| is small enough, then |P + Do(€)]? 4+ p(&) — () < 0 on T. Besides,

[P+ Dy () — Va(8) + ¥(§) — ¢(¢)

0 if&e
< q M? M? M
M4 C—0< —— - M+ <0 HEeT\ Wi
Thus (p,,0) is a subsolution of (Ep), and the proof is complete. O

We can actually generalize Theorem 4.4.17 as following.

Theorem 4.4.18. Assume that Vi, =0, Vo > 0 and there exist an open set W in T™ and
a vector ¢ € R™ such that Il(g + W) € (0,1)" and 0 # {Vo = 0} C W. Then there exists
v > 0 such that H(P) =0 for |P| < .

The proof of this Theorem is basically the same as the proof of Theorem 4.4.17, hence
omitted. The following Corollary is a direct consequence of Theorem 4.4.18

Corollary 4.4.19. Assume that Vi, Vo > 0 and there exist an open set W in T" and a
vector ¢ € R™ such that Il(¢ + W) € (0,1)" and

D#£{Vi=0tn{Va=0} C{Va=0} CW.

Then there exists v > 0 such that H(P) =0 for |P| < 7.
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The result of Corollary 4.4.19 is pretty surprising in the sense that flat part around 0
of H occurs even though we do not know much information about V;i. More precisely, we
only need to control well {V, = 0} and do not need to care about {V; = 0} except that
{(Vi=0}n{Ve =0} #0.

Finally, we consider a situation in which the requirements of Theorem 4.4.18 and Corol-
lary 4.4.19 fail.

Theorem 4.4.20. We take two potentials V' : T — [0,00) such that V' are continuous
and {V* = 0} = {yo;} for some yo; € T for i = 1,2. Assume that V1(&,&) = V(&)

and Va (&1, &) = V(&) for (€1,&) € T2, Then there exists v > 0 such that H(P) = 0 for
[Pl <.

Yo2 {V2 - 0}

{W =0}

Yo1
Fig. 4.5. The figures of {V; = 0}
Proof. By using Theorem 4.4.17, for P = (P, P,) with |P| small enough, there exist two
pairs (5, 1;) € C%Y(T)? for i = 1,2 such that

[P+ oy (&) P = V&) + ¢1(&) — va(6) =0
[P+ (&) P+ 91 (&) —e1(&) =0

and

|Pa + 05 (E2)” + ©2(&2) — 1h2(&2) = 0,
|Py + 4(&) 7 — V(&) + 1h2(&) — ¢a(&) =0

Now let v1(£1,&2) = ¢1(&1) + @a(&2), v2(&1, &) = V(&) + 1h2(&2) for (€1,&) € T?. For
P = (P, P,) with |P| < ~, we easily get that (v, v9,0) is a solution of (Ep), which means
H(P)=0. O

4.5 Generalization

In this section we consider weakly coupled systems of m-equations for m > 2

(u )—I—H ch )=0in R" x (0,7) fori=1,...,m,
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with
u;(z,0) = fi(x) on R" fori =1,...,m,

where ¢;; are given nonnegative constants which are assumed to satisfy

Zcijzlfor alli=1,...,m. (4.5.1)
j=1
Set
ci1 ot Cim u§ bil
K = oo, ,u = : ,and f =
Cml " Cmm uin fm

Then the problem can be written as
H,y (‘T/Ev Dui)

1
Y1 -Ku =0 inR"x(0,7T), (4.5.2)

u; +
€

Hp(x/e, Duy,)
u(-,0)=f on R",

where [ is the identity matrix of size m. We obtain the following result.

Theorem 4.5.1. The functions u; converge locally uniformly to the same limit w in R™ X
(0, T) ase =0 fori=1,...,m and u solves

ug+ H(Du) =0 inR"x (0,7)
u(x,0) = f(x on R™,

where H is the associated effective Hamiltonian and
_ 1 &
i=1

We only present barrier functions which are generalizations of the barrier function in
case m = 2 defined by (4.2.1) in Lemma 4.2.1. Set
wh(x,t) == (f £ Ot)j + g°(x, 1),
where C is a positive constant which will be fixed later, j := (1,...,1)T and
g°(x.t) i= [e*Dh](2), h(a) = £(z) — F(@)i

Since we assume (4.5.1), we can easily check that the Frobenius root of K, i.e., the max-
imum of the eigenvalues of K, is 1 and moreover j is an associated eigenvector. Moreover
by the Perron—Frobenius theorem we have
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Lemma 4.5.2. There exists 6 > 0 such that | ~Dh| < e~%|h| provided that h - j = 0.

See [54, Lemma 5.2] for a more general result.

Proposition 4.5.3. The functions w* are a subsolution and a supersolution of (4.5.2)

with w*(-,0) = f on R™, respectively, if C > 0 is large enough.
Proof. Tt is easy to check w*(-,0) = f on R™. Note that

1 ¢
a@%ﬁ = —(K —I)g° and |Dg| < Ce ¥,

Thus, we can check easily that w= are a subsolution and a supersolution of (4.5.2), respec-
tively, if C' > 0 is large enough. O

3
+

By a rather standard argument by using the perturbed test functions we can get The-
orem 4.5.1 as in the proof of Theorem 4.1.2.

4.6 Dirichlet Problems

In this section we consider the asymptotic behavior, as ¢ tends to 0, of the viscosity
solutions (u§, u§) of Dirichlet boundary problems for weakly coupled systems of Hamilton—
Jacobi equations

1
u§+H1(§,Du§)+g(u§—u§) =0 inQ,

1
(D) w+ Hy(Z, Dus) + —(u5 —ui) =0 in ©,
ui () = gil) on 0%,

where () is a bounded domain of R™ with the Lipschitz boundary, the Hamiltonians H; €
C(R™ x R™) are assumed to satisfy (A1)-(A2) and g; € C(912) are given functions.

Concerning the Dirichlet problem, most of the works required continuous solutions up
to the boundary and prescribed data on the entire boundary. This can be achieved for
special classes of equations by imposing compatibility conditions on the boundary data or
by assuming the existence of appropriate super and subsolutions. However, in general, we
do not expect that there exists a (viscosity) solution satisfying the boundary condition in
the classical sense. After Soner studied the state constraints problems in terms of PDE,
the viscosity formulation of Dirichlet conditions was introduced by Barles and Perthame
[5] and Ishii [48]. In this Chapter we deal with solutions satisfying Dirichlet boundary
conditions in the sense of viscosity solutions.

Theorem 4.6.1. Let (uj,u5) be the solution of (D). Then ui converge locally uniformly
to the same limit uw on 2 as € — 0 for 1= 1,2 and u solves

{u+F(Du):0 in 2, (46.1)

u(z,t) =7 on 092,
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where g := min{gy, g2} on OS).

Lemma 4.6.2. If (u5,u5) € USC(Q)? is a bounded subsolution of (D.), then us(x) < g;(z)
for all x € 0N and i = 1,2.

Proof. Fix xy € 0. Choose a sequence {zj}rey C R™\ Q such that |zg — x| = 1/k%.
Define the functions ¢; : © — R by ¢y(x) := u5(x) — klz — xx|. Let r > 0 and & €
B(z9,7) N Q be a maximum point of ¢; on B(xg,r) N Q. Since ¢1(&) > ¢1 (o), we have
k|&k — xk| < uf(&k) —ui(zo) + koo — 2| < C, where C' > 0 is a constant independent of k.
Thus, £ — g as k — 0o. Moreover, noting that u$(zg) < liminfy oo (u§ (&) +k|ro—2|) <
lim sup;,_, o u5 (&) + limsup,_, o k|lxo — zx| < u§(20), we get uf (&) — u5(xo) as k — oo.
By the viscosity property of uj, we have

uy (k) + Hl(%,pk) + %(ui(fk) — (&) < 0 or (4.6.2)
i (§k) < g1(&k),

where pp, = k(§g—x1) /|6 —xk|. Noting that |pg| = k, by (A1), we see that the left-hand side
of (4.6.2) is positive for a sufficiently large £ € N and then we must have uj (&) < g1(&).
Sending k — oo, we get uj(xo) < g1(zp). Similaly, we get u5(xg) < ga(xo) on OS2 O

Lemma 4.6.3. The families {uS}.~o are equi-Lipschitz continuous for i = 1,2.

Proof. Set M := max;—yo(||[H;(-,0)| zo®n) + ||gillL(00)). Then (=M, —M) and (M, M)
are a subsolution and a supersolution of (D,), respectively. By the comparison principle
for (D,) we have |u;| < M. Adding two equations in (D_) we get

W+ uS + Hl(g, Du) + HQ(g, Dus) =0

for almost every = € 2, which implies that |Du$| < M’ in the sense of viscosity solutions
for some M > 0. O

Proof of Theorem 4.1.2. By Lemma 4.6.3 we can extract a subsequence {¢;} converging to
0 so that u;’ converges locally uniformly to u; € C(Q) for i = 1,2. By usual observations,
we get that u; = uy =: u. Since (4.6.1) has a unique solution, it is enough for us to prove
that u is a solution of (4.6.1).

We only prove that u is a supersolution of (4.6.1), since in view of Lemma 4.6.2 we can
easily see that u is a subsolution of (4.6.1).

Let ¢ € C1(Q) be a test function such that u — ¢ takes a strict minimum at x, € Q.
We only consider the case where xq € 0, since we can prove by a similar way to the
proof of Theorem 4.1.2 in the case where xq € 2. It is enough for us to prove that
u(xg) + H(D¢(xg)) > 0 provided that (u — g)(zo) < 0.

Let (v1,v9) be a solution of (Ep) with P := D¢(xg). We consider

1>

. . /e T
= - J— — £ il— .
m Zg{%r%} rg?eln (uz (x) — o(x) — evi( ))
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Pick i€ € {1,2} and 2° € Q so that m® = ui(2°) — ¢(2°) — ev;=(2°/€). Also choose
j° € {1,2} such that {i%, 55} = {1,2}. We only consider the case where 2° € J) again.
Since u;. converges to u locally uniformly on Q, cv(-/e) converges to 0 uniformly on Q as
e — 0 and u — ¢ takes a strict maximum at xy, we see that 2 — ¢ as ¢ — 0. Thus, if ¢
is small enough, then we may assume that (u5. — g;-)(z%) < 0.

For o > 0 we define the function ®, :  x R" — R by

Y 1 1
Do(7,y) = uie(v) — ¢(x) — evge (—) + ﬁh" —yl + §|95 — 2.
Let @, achieve its minimum over  x R™ at some (2, 5%). Since we may assume by taking
a subsequence if necessary that xf, — 2° as a — 0, we have

(use — gie)(xf) < 0 for small a > 0.

Therefore, by the definition of viscosity solutions, we have

xs 1
g + st( =, Do(ay,) —p, — (xg, —2%)) + g(uzi —ue)(zg) > 0,

where p, := (25, — yZ,)/a?. Also, we have

Ya Yoy - 77
Hi(Z5 P = o) + (vie = v3e) () < H(P),
since (v, v9) is a solution of (Ep).
A priori Lipschitz estimate implies [pg| < C for some C' > 0 which is independent of «
and . Without loss of generality, we may assume that p;, — p° by taking a subsequence
{a;} converging to 0 if necessary. Send a@ — 0 in the above inequalities to obtain

i (0°) + (5 Do) = ) (e (o) = 15:(2)) 2 0,

He (= P = p) + 0e(Z) = 0 (2) < H(P).

Noting that u(2%) — ¢(2°) — evie (£) < ui-(2°) — ¢(a°) — evje (£ ), we get that

x° x*

u(2) + H(P) > Hie(—, Do(a%) = p°) = Hie(—, P = p7) 2 —o(|D(2%) — PJ).

Sending ¢ — 0 yields the conclusion. O

In order to explain the relation between (D.) and the exit-time problem in the optimal
control theory, we assume that the Hamiltonians H; are convex in the p-variable henceforth.
We next define the associated value functions, which give us an intuition about the effective
boundary datum ¢ in Theorem 4.6.1.
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For £ > 0 we define the functions u5 : Q — R by

. : g ns) . r
W (z) = inf {E( / = Lo (") () ds + e~ gecr (n(f))) } (4.6.3)
0 €
where the infimum is taken over n € AC ([0, 00), Q) such that n(0) = z and 7 € [0, 0] such
that n(7) € 002 and if 7 = oo, then we set e~ := 0. Here E; denotes the expectation of a

process with v°(0) = i, where v is a {1, 2}-valued continuous-time Markov chain given by
(4.1.2).

Theorem 4.6.4. Assume that the functions ui given by (4.6.3) are continuous on €.
Then the pair (uj, u3) is a solution of (D).

The proof of Theorem 4.6.4 is given in Section 4.7. See [I, 5] for single equations. The
value functions defined by (4.6.3) give us an intuitive explanation of the reason why the
boundary datum g of the limit solution u is the minimum of g; for i = 1,2. If we send
e to 0, then the switching rate becomes very fast but it does not really affect the exit
time as we can choose to stay in £ as long as we like. And hence, we can control the exit
state in such a way that the exit cost is the minimum of two given exit costs g;. On the
other hand, when we consider the value function (4.1.1) associated with the initial value
problem, we cannot control the terminal state and also the timing of jumps, which are only
determined by a probabilistic way given by (4.1.2). This is the main difference between
Dirichlet problems and initial value problems and the reason why the effective Dirichlet
boundary value and the effective initial value are different.

4.7 Auxiliary Lemmata

We now prove Theorems 4.7.1, and 4.6.4 by basically using the dynamic programming
principles, which are pretty standard in the theory of viscosity solutions.  Throughout
this section we always assume in addition to (A1), (A2) that p — H;(, p) are convex for
i=1,2.

Theorem 4.7.1 (Verification Theorem). Assume that the functions ui given by (4.1.1)
are continuous on R™ x [0,T]. Then the pair (us,u3) is a solution of (C:).

Let ¢ = 1 for simplicity in what follows. By abuse of notations we write (u,us) for

(1, us).

Proposition 4.7.2 (Dynamic Programming Principle). For any x € R", 0 < h <t and
1 =1,2 we have

wile, £) = inf {E;( / L), () ds -+ g () 1 m)}. (4.7.1)

where the infimum is taken over n € AC([0, h], R™) with n(0) = x.
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Proof. We denote by v;(x,t;h) the right-hand side of (4.7.1). Let n be a trajectory in
AC([0,t],R™) with (0) = x and v be a process with v(0) = ¢ which satisfies (4.1.2). Set
n(s) :==n(s+ h) and v(s) := v(s + h) for s € [0, — h]. We have

B[ uton(s) =i69) ds + S o0

B / Loty (n(s), =n(s)) ds + / Lo (1(s), =(s)) ds + fu(n(1)))

(| " Lucon(s), i) ds) + B / Lot (s). =) ds + frem it — 1)

v

h
([ Luto0le), =i(5) ds + (o). £ = 1)
> vi(w, ¢ h),

which implies w;(z,t) > v;(x,t; h).
Let 6; € AC([0,h|,R™) and é2 € AC([0,t — h],R™) be trajectories with d,(h) = 05(0)
and ;(0) = z. Set
i) for all s € [0, A],
n(s) = { da(s —h) for all s € [h,t].

Let v be a process with v(0) = ¢ which satisfies (4.1.2). Note that
h ' t—h '
| Lo Guts) =6 s [ Lugerny Gals), ~8a(s)) ds + f Balt — )
0 0

= [ fatalo), =060 s + S,
We have
(| Lo (Gu(s), ~6u () ds + / T L (Ba(s), ~as)) ds + Fuy(Balt — )
=5, [ Lo 0s). =) ds + oy 0(0)

> ui(x> t)

Take the infimum on all admissible d5 to obtain

Ez‘ (/(; LV(S) (51(5), —51(5)) ds + Uy (h) ((51(h),t — h)) > ui(x’ t)7

which implies v;(x, t; h) > w;(z, ). O

Proof of Theorem 4.7.1. 1t is obvious to see that (uy, u2)(-,0) = (f1, f2) on R™. We prove
first that u; is a subsolution of (C;). We choose a function ¢ € C*(R™ x (0,7)) such that
uy — ¢ has a strict maximum at (zg,ty) € R" x (0,7") and (u; — ¢)(zo,t) = 0.
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Let h > 0. By Proposition 4.7.1 we have

wlaneto) < B [ Lioln(s) (e ds + it =h)  (472)

for any n € AC ([0, h], R™) with n(0) = 2o € R" and (0) = ¢ € R™. Since v is a continuous-
time Markov chain which satisfies (4.1.2), the probability that v(h) = 2 is ¢;h + o(h) and
the probability that v(h) = 1is 1 — (c;h + o(h)). By (4.7.2) we obtain

P(x0, to) = ur (o, to)

< —ah=om)( [ Lt =i ds+ mn(h).ta—1)
e o) ( [ Lol =i s+ wn(h).to = 1)
h
< /0 Li(n, —n) ds + ¢(n(h),to — h)

+(erh+ofh))( / Lo, ) ds + us(n(R), o — h) — / L, i) ds — wr(n(h).to — B).
Thus,
6(1(0), t0) — d(n(h), to — )
h
< %/0 Li(n, =) ds + (c1 + @)(W(ﬁ(h)ato —h) —ui(n(h), to — h))

h
et WO ([ -mas— [ o iy as).

Sending h — 0, we obtain
¢(o, to) + Do (o, t0) - (—q) < Lo, —q) + c1(ug — u1)(20, o) for all ¢ € R,

which implies (bt(l’o, to) + H(l’o, D(b(l’o, to)) +c (Ug - ul)(l’o, to) < 0.

Next we prove that u; is a supersolution of (C;). We choose a function ¢ € C'(R"™ x
(0,T")) such that u; —¢ has a strict minimum at (xg, ty) € R"x(0,7") and (u1—¢)(zo, to) = 0.
Take h,d > 0. By Proposition 4.7.1 we have

wi(zo, to) + 6 > IEZ-( /0 Lo (15(5), —15(3)) ds + w15 (), to — h)) (4.7.3)

for some ns € AC ([0, h|,R™) with 15(0) = (. Since v is a continuous-time Markov chain
which satisfies (4.1.2), by a similar calculation to the above we obtain

(2o, to) + 6 = uy(wo, to) +0

> / La(n, i) ds + 6(n(h), to — h)

e o) ( [ Ll =i ds+ o). to= 1) = [ Lalo =) ds = s (a0).to = 1)),
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Thus,

) 1 h (i(Z5(7]5(S> tog — S)
_ _ ? [ 9
3 > h,/o Is + 1(77(59 776) ds

1t A ().t — ) — (). 10— )
h
%)(/0 L2(n57_ﬁ5)ds_A L1(775,—7i5)d5)

+ c1 + °
1 h
=7 i —de(ns(8),to — ) — Do - (—1is(s)) + L1 (ns, —1js) ds
e @)(um(h), to = ) — (s (R), tg — ) + O
h
>3 [ = (dm).t0 =9+ Hnsts). Do) ds
+(er 2 s ) 80— 1) — ()10 — ) + OB
We finally set § = h? and let A — 0 to yield the conclusion. O

By a similar argument to the proof of Proposition 4.7.2 we can prove

Proposition 4.7.3 (Dynamic Programming Principle for (4.6.3)). For any x € R", h >0
and 1 = 1,2 we have

) =t (o[ e Ly i as
+ L iy (100) + Lizrie " (0(7) ) o (474)

where v with v(0) = i is a {1,2}-valued continuous-time Markov chain which satisfies
(4.1.2) and the infimum is taken over n € AC([0,h], Q) such that n(0) = x and T € [0, h]
such that n(T) € 9.

Proof of Theorem 4.6.4. We only prove in what follows that u; satisfy the Dirichlet bound-
ary condition in the sense of viscosity solutions, as we can prove wu; satisfy the equations
by an argument similar to the proof of Theorem 4.7.1. Since it is clear to see that u; < g;
on 0F in the classical sense from the definition of wu;, we only need to prove that (uq,us)
is a supersolution of (D.) and particularly that u; satisfies the boundary condition in the
viscosity solution sense. Take xy € 02 and suppose that

(u1 = g1)(zo) < 0. (4.7.5)



CHAPTER 4. HOMOGENIZATION OF WEAKLY COUPLED SYSTEMS OF
HAMILTON-JACOBI EQUATIONS WITH FAST SWITCHING RATES 82

Let ¢ € CY(Q) satisfy (u; — ¢)(zo) = maxg(u; — ¢) = 0. By Proposition 4.7.3 we have

u(z0) + h?

hATh
>E, (/ e "L (ma(8), —1(s)) ds + Lgpenye " (mn(R)) + 1{h27h}6_7hgu(7h)(Uh(Th)))
0

€

SR Mh(s) . —(hAm,)
2m ([ Lo i) ds + e (A7)

for some 1, € AC ([0, hl, §2) such that n(0) = x and 7, € [0, h]. In view of (4.7.5), we have
75, > 0 for small A > 0. Therefore by a similar calculation as in the proof of Theorem 4.7.1

we get

ur(o) + Hr (22, Do) + %(ul — up)(2) > 0. 0
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Chapter 5

Large time behavior of viscosity
solutions of weakly coupled systems
of Hamilton—Jacobi equations

5.1 Introduction

In this Chapter we study the large time behavior of the viscosity solutions of the following
weakly coupled systems of Hamilton—Jacobi equations

(w1)e + Hi(x, Duy) + c1(ug —ug) =0 in R™ x (0,7)),
(C) (Ug)t -+ HQ({L', DUQ) + CQ(UZ — Ul) =0 in R™ x (O,T),

ur(x,0) = ugi(x), us(z,0) = upe(x) on T",

where the Hamiltonians H; € C(T" x R™) are given functions which are assumed to be
coercive, 1.e.,

(A1) lim inf{H;(x,p) |z € T", |p| > r} = o0,
r—r00

and ug; are given real-valued continuous functions on T", and ¢; > 0 are given constants
for i = 1,2, respectively. Here w; are the real-valued unknown functions on R" x [0, 7]
and (u;)¢ := Ou;/Ot, Du; := (Ou;/Oxq, . .., 0u;/Ox,) for i = 1,2, respectively. For the sake
of simplicity, we focus on the system of two equations above but we can generalize it to
general systems of m equations in Cases 1, 2 below.

Although it is already established well that existence and uniqueness results for weakly
coupled systems of Hamilton—Jacobi equations hold (see [57, 26, 52| and the references
therein for instance), there are not many studies on properties of solutions of (C). Shimano
[76] and F. Camilli, O. Ley and P. Loreti [13] investigated homogenization problems for the
system and obtained the convergence result, and the second author with F. Cagnetti and
D. Gomes [9] very recently considered new nonlinear adjoint methods for weakly coupled
systems of stationary Hamilton—Jacobi equations and obtained the speed of convergence by
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using usual regularized equations. As far as the authors know, there are few works on the
large time behavior of solutions of weakly coupled systems of Hamilton—Jacobi equations.

Heuristic derivations and Main goal

First we heuristically derive the large time asymptotics for (C). For simplicity, from now
on, we assume that ¢; = ¢o = 1. We consider the formal asymptotic expansions of the
solutions uy, uy of (C) of the form

uy(2,t) = agy ()t + arp(z) + agy ()t + ...,
ug(z,t) = apa ()t + ara(x) + ag(x)t™ 4+ ... as t — oo.

Plugging these expansions into (C), we get

CLQl(ZL') — agl(l’)t_2 + ...+ Hl(l’, DCLQl(ZL')t + Dall(x) + Dagl(l’)t_l + .. )
+(ag1(z) — agz ()t + (ar1(z) — ar2(x)) + (a21(x) — ag(z))t ™' +... =0, (5.1.1)

and

CLOQ(IL’) — CLQQ(I)t_2 + ...+ HQ(I, DCLOQ(.Z’)t + DCL12(J;) + Dagg(x)t_l +.. )
+(age () — agi (@)t + (a12(x) — a11(x)) + (age(x) — agi (x))t™" +... = 0. (5.1.2)

Adding up the two equations above, we have
Hl(l’, Da01t + Dall + O(l/t)) + HQ(ZL’, Da,ogt + Da12 + O(l/t)) + O(l) =0

as t — oo. Therefore by the coercivity of H; and Hy we formally get Dagy = Dagy = 0.
Then sending t — oo in (5.1.1), (5.1.2), we derive

ag1(x) = agz(x) = ag for some constant ay,

and

{ Hi(z,Day(x)) + an(z) — ap(x) = —ag  in T,
Hy(z, Dajs(x)) + arn(z) — ann(x) = —ag  in T™

Therefore it is natural to investigate the existence of solutions of

() { Hi(z,Dvi(x)) +vy —vg =c  inT",

Hy(xz, Dvg(x)) + vy —vy =c¢  in T™

Here one seeks for a triplet (vy,vs,¢) € C(T™)? x R such that (vy,vy) is a solution of (E).
If (v1,v9,c¢) is such a triplet, we call (vy,vy) a pair of ergodic functions and ¢ an ergodic
constant. By an analogous argument to that of the classical result of [60] we can see that
there exists a solution of (E). Indeed the second author with F. Cagnetti, D. Gomes [9]
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recently proved that there exists a unique constant ¢ such that the ergodic problem has
continuous solutions (v, vs).

Hence, our goal in this Chapter is to prove the following large time asymptotics for (C)
under appropriate assumptions on H;. For any (ugq, ug2) € C(T™)? there exists a solution
(v1,v2,¢) € C(T")? x R of (E) such that if (uy,us) € C(R™ x [0,T])? is the solution of (C),
then, as t — oo,

ui(z,t) + ct — v;(x) — 0 uniformly on T" (5.1.3)

for i = 1,2. We call such a pair (vi(z) — ct,va(x) — ct) an asymptotic solution of (C).

It is worthwhile to emphasize here that for homogenization problems, the associated cell
problems do not have the coupling terms. See [13] for the detail. Therefore it is relatively
easy to get the convergence result by using the classical perturbed test function method
introduced by L. C. Evans [30]. But when we consider the large time behavior of solutions
of (C), we need to consider ergodic problems (E) with coupling terms. This fact seems
to make convergence problems for large time asymptotics rather difficult. We are not yet
able to justify rigorously convergence (5.1.3) for general Hamiltonians H; for i = 1,2 up to
now. We are able to handle only three special cases which we describe below.

On the study of the large time behavior

In the last decade, a lot of works have been devoted to the study of large time behavior of
solutions of Hamilton—Jacobi equations

ur+ H(z,Du) =0 in R" x (0,7, (5.1.4)

where H is assumed to be coercive and general convergence results for solutions have been
established. More precisely, the convergence

u(x,t) — (v(x) — ct) = 0 uniformly on z € T" as t — o©
holds, where (v, c) € C(T") x R is a solution of the ergodic problem
H(z,Dv(z))=c¢ inT" (5.1.5)

Here the ergodic eigenvalue problem for H is a problem of finding a pair of v € C'(T") and
¢ € R such that v is a solution of (5.1.5). G. Namah and J.-M. Roquejoffre in [70] were the
first to get general results on this convergence under the following additional assumptions:
H(x,p) = F(x,p) — f(z), where F' and f satisfy p — F(x,p) is convex for z € M,

F(z,p) > 0 for all (z,p) € M x (R"\ {0}), F'(x,0) =0 for all x € M, (5.1.6)
and
f(z) >0 forall z € M and {f =0} # 0, (5.1.7)

where M is a smooth compact n-dimensional manifold without boundary. Then A. Fathi
[36] proved the same type of convergence result by using general dynamical approach and
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weak KAM theory. Contrary to [70], the results of [36] use strict convexity assumptions
on H(x,-),ie., Dy,H(x,p) > ol for all (x,p) € M xR™ and o > 0 (and also far more reg-
ularity) but do not need (5.1.6), (5.1.7). Afterwards J.-M. Roquejoffre [R] and A. Davini
and A. Siconolfi [23] have refined the approach of A. Fathi and they studied the asymp-
totic problem for (5.1.4) on M or n-dimensional torus. By another approach based on the
theory of partial differential equations and viscosity solutions, this type of results has been
obtained by G. Barles and P. E. Souganidis in [7]. Moreover, we also refer to the litera-
tures [6, 50, 46, 47] for the asymptotic problems without the periodic assumptions and the
periodic boundary condition and the literatures [74, 65, 67, 66, 51, 4] for the asymptotic
problems which treat Hamilton—Jacobi equations under various boundary conditions in-
cluding three types of boundary conditions: state constraint boundary condition, Dirichlet
boundary condition and Neumann boundary condition. We remark that results in [7, 6, 4]
apply to nonconvex Hamilton—Jacobi equations. We refer to the literatures [81, 44, 43] for
the asymptotic problems for noncoercive Hamilton—Jacobi equations.

Main results

The first case is an analogue of the study by G. Namah, J.-M. Roquejoffre [70]. We consider
Hamiltonians H; of the forms

Hi(xvp) = Fi(x7p> - fl(x)v

where the functions F; : T" x R" — [0,00) are coercive and f; : T" — [0,00) are given
continuous functions for ¢ = 1, 2, respectively. We use the following assumptions on Fj, f;.
Fori:=1,2

(A2) fi(x) >0 for all x € T™;

(A3) define A; := {z € T" | fi(z) = 0}, Ay := {z € T" | fo(x) = 0} and then A :=
.Al N .AQ 7é @;

(A4) Fi(x,\p) < AFj(x,p) for all A € (0,1], z € T™ \ A and p € R";
(A5) Fi(x,p) > 0on T" x R, and F;(z,0) =0 on T".
With the above special forms of the Hamiltonians, we have

Theorem 5.1.1 (Convergence Result 1). Assume that the Hamiltonians H; are of the
forms

and H;, F;, fi satisfy assumptions (A1)-(A5), then there exists a solution (vy,vy) € C(T™)?
of (E) with ¢ =0 such that convergence (5.1.3) holds.

Notice that the directional convexity condition with respect to the p variable on Fj, i.e.,

(A4’) for any p € R"\ {0} and = € T", t — F;(x,tp) is convex,
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together with F;(x,0) = 0 implies (A4). It is clear to see that assumption (A4) or (A4’)
does not require Hamiltonians to be convex. One explicit example of Hamiltonians in
Theorem 5.1.1 is

ai(2)|p %i(“%) — fi(z) for p#0,

—fi(z) forp=20

for some a; > 1, a; € C(T"), p; € C(S"™1) with a;, p; > 0 and f; satisfying (A2)—(A3) for
i = 1,2, where S"~! denotes the (n — 1)-dimensional unit sphere.

After this work has been completed, we learned of the interesting recent work of F.
Camilli, O. Ley, P. Loreti and V. Nguyen [15], which announces results very similar to
Theorem 5.1.1. Their result is somewhat more general along this direction. In fact they
consider systems of m-equations which have coupling terms with variable coefficients in-
stead of constant coefficients. Also, the control-theoretic interpretation of (C) is derived
there.

In the second case, we consider the case where the Hamiltonians are independent of the
x variable, i.e., H;(x,p) = H;(p) for i = 1,2. We assume that the Hamiltonians satisfy

(A6) H; are uniformly convex, i.e.,
Hi(p) = Hi(q) + DHi(q) - (p — q) + alp — q|”
for some a > 0 and almost every p,q € R",
(A7) H;(0) =0
for i = 1,2. Our main result is

Theorem 5.1.2 (Convergence Result 2). Assume that H;(x,p) = H;(p) for i = 1,2 and

H; satisfy assumptions (A1), (A6) and (A7), then there exists a constant M such that
ui(x,t) — M — 0 uniformly on T" fori=1,2

ast — oo.

One explicit example of Hamiltonians in Theorem 5.1.2 is
Hy(p) = |p = bil” — |bi]?
for some constant vectors b; € R™ for ¢ = 1,2. Notice that the above Hamiltonians in

general do not satisfy the conditions in the first case, particularly (A5). The idea for the
proof of Theorem 5.1.2 can be applied to study more general forms of Hamiltonians, e.g.,

Hi(w,p) = [p = bi(2)* — [bi(x)|”

for b; € CY(T") with divb; = 0 on T" for 7 = 1,2 as will be noted in Remark 5.4.4.

In the third case, we generalize the result of G. Barles, P. E. Souganidis [7] for single
equations to systems. We consider the case where the two Hamiltonians H,, Hy are same,
ie., H := Hy = Hy. We normalize the ergodic constant c to be 0 by replacing H by H — ¢
and then we assume that H satisfies
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(A8) either of the following assumption (A8)* or (A8)~ holds:

(A8)* there exists 1y > 0 such that, for any n € (0,7, there exists ¢, > 0 such that
if H(z,p+q) > n and H(z,q) < 0 for some x € T" and p,q € R", then for any
w e (0,1],
b
uH(x,p +q) = H(z,p+q) +¢y(1 — p),

(A8)~ there exists 1y > 0 such that, for any n € (0,1, there exists ¢, > 0 such that if
H(z,p+q) < —nmand H(z,q) > 0 for some x € T" and p, ¢ € R", then for any pu > 1,

uH(x,BJrQ)SH(x,erQ)—M-
0 1

Assumption (A8)" was first introduced in [7] to replace the convexity assumption, and it
mainly concerns the set {H > 0} and the behavior of H in this set. Assumption (A8)~ is
a modified version of (A8)" which was introduced in [4] and on the contrary, it concerns
the set {H < 0}. We can generalize them as in [7] but to simplify our arguments we only
use the simplified version. See the end of Section 5.

Our third main result is

Theorem 5.1.3 (Convergence Result 3). If we assume that H = Hy = Hy and H salisfies
(A1), (A8) and the ergodic constant ¢ is equal to 0, then there exist a solution (v,v) €
C(T™)? of (E) with ¢ = 0 such that convergence (5.1.3) holds.

We notice that if H is smooth with respect to the p-variable, then (A8) is equivalent
to a one-sided directionally strict convexity in a neighborhood of {p € R" | H(z,p) = 0}
for all x € T, i.e.,

(A8’) either of the following assumption (A8’)* or (A8’)~ holds:

(A8")" there exists 1y > 0 such that, for any n € (0,1n], there exists ¢, > 0 such that if
H(x,p+q) >mnand H(z,q) <0 for some z € T" and p,q € R™, then

D,H(z,p+q)-p—H(z,p+q) >y,

(A8")~ there exists 79 > 0 such that, for any n € (0,7, there exists ¢, > 0 such that if
H(xz,p+q) < —nand H(z,q) > 0 for some z € T" and p, ¢ € R", then

We refer the readers to [7] for interesting examples of Hamiltonians in Theorem 5.1.3. Our
conclusions in Cases 2, 3 seem to go beyond the recent work [15].

This Chapter is organized as follows: in Section 2 we give some preliminary results.
Section 3, Section 4, and Section 5 are respectively devoted to the proofs of Theorems
5.1.1-5.1.3. In Section 5.6 we present the proof of the result on ergodic problems.
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Notations. For A C R" and k € N, we denote by C(A), LSC (A), USC (A) and C*(A)
the space of real-valued continuous, lower semicontinuous, upper semicontinuous and k-th
continuous differentiable functions on A, respectively. We denote by Wh*°(A) the set of
bounded functions whose first weak derivatives are essentially bounded. We call a function
m : [0,00) — [0, 00) a modulus if it is continuous and nondecreasing on [0, o) and vanishes
at the origin.

5.2 Preliminaries

In this section we assume only (Al).

Proposition 5.2.1 (Ergodic Problem (E) (e.g., [9, Theorem 4.2])). There ezists a solution
(’Ul, Vg, Hl, Hg) € Wl,oo(r]rn)2 x R? Of

{Hl(x, Duvy) + ¢i(v1 — ) = Hy in T, (5.2.1)

Hy(x, Dvy) + co(vg — vy) = Hy in T™.

Furthermore, coHy + ¢1Ho is unique.

We note that solutions vy, vg of (5.2.1) are not unique in general even up to constants.
Also it is easy to see that Hy, Ho are not unique as well. Take v] = vy + C1,v) = vy + Oy
for some constants C7, Cy then

H/l - Fl —|— Cl(Cl - Cg), F/z - Fg —|— 02(02 - Cl)7
which shows that H; can individually take any real value. But remarkably, we have
Cgﬁl + Clﬁg = CQH; + Clﬁlz,

which is a unique constant. We can get the existence result by an argument similar to a
classical result in [60] (see also the proof of Proposition 5.3.1 below). We give the sketch
of the proof for the uniqueness of ¢y H; 4+ ¢1 H5 in Section 5.6 for the reader’s convenience.

We assume henceforth for simplicity that ¢; = ¢; = 1. Then the ergodic constant c is
unique and is given by

o — H,+ H,
2

The comparison principle for (C) is a classical result. See [57, 26, 52|, [13, Proposition 3.1]
for instance.

Proposition 5.2.2 (Comparison Principle for (C)). Let (ui,us) € USC(R"™ x [0,T])?,
(v1,v9) € LSC(R™ x [0,T])* be a subsolution and a supersolution of (C), respectively. If
u;(+,0) < v;(+,0) on T™, then u; < v; on R™ x [0,T] fori=1,2.

The following proposition is a straightforward application of Propositions 5.2.1, 5.2.2.



CHAPTER 5. LARGE TIME BEHAVIOR OF VISCOSITY SOLUTIONS OF
WEAKLY COUPLED SYSTEMS OF HAMILTON-JACOBI EQUATIONS 90

Proposition 5.2.3 (Boundedness of Solutions of (C)). Let (uy,us) be the solution of (C)
and let ¢ be the ergodic constant for (E). Then we have |u;(x,t) + ct|] < C on R™ x [0, T
for some C' >0 fori=1,2.

In view of the coercivity assumption on H; for i = 1,2, we have the following Lipschitz
regularity results.

Proposition 5.2.4 (Lipschitz Regularity of Solutions of (C)). If ug; € WhH(T") for
i = 1,2, then (u; + ct,ug + ct) is in WH(R"™ x [0,T))?, where (uy,us) is the solution of
(C) and c is the ergodic constant.

Proposition 5.2.5 (Lipschitz Regularity of Solutions of (E)). Let (vy,vy) € USC(T™)? be
a subsolution of (E). Then (vy,v9) € Whee(T™)2,

We assume henceforth that ug; € WhH*°(T") for 4 = 1,2 in order to avoid technicalities
but they are not necessary. We can easily remove these additional requirements on wuy;.
See Remark 5.3.5 for details.

5.3 First Case

In this section we consider the case where Hamiltonians have the forms H;(z, p) = F;(x,p)—
fi(x), and H;, F;, f; satisfy assumptions (A1)—(A5). System (C) becomes
(ul)t+F1(x, DU1)+U1 — Uy :fl(l’) in R™ x (O,T),
(Cl) (Ug)t + FQ([L’, DUQ) + Uy — U = fg(l’) in R"™ x (0, T),

ui(x,0) = ugi(x), us(x,0) = uge(x) on T".

In order to prove Theorem 5.1.1, we need several following steps.

Stationary Problems

Proposition 5.3.1. The ergodic constant ¢ in (E) is equal to 0.

Proof. For € > 0 let us consider a usual approximate monotone system

{ﬂ(as,Dvi(as)) +(L+epi —v; = fi(z) in T, (5.3.1)

Fy(xz, Dvy(x)) + (1 + ¢)v; —v] = fo(z) in T".

It is easy to see that (0,0), (Cy/e,C/e) are a subsolution and a supersolution of the
above for C'; > 0 large enough. By Perron’s method and the comparison theorem for the
monotone system, we have a unique solution (v§,v5) € C(T")? of (5.3.1). By the way of
construction we have

0<ev; <CponT" (5.3.2)
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for i = 1,2. Summing up both equations in (5.3.1), we have
Fy(z, Dvi) + Fy(x, Dvg) = —e(v +v5) + fi(x) + fo(x) < Cy
for some C5 > 0. By the coercivity of F; we obtain
1D || Lo (rny < Co

for i« = 1,2 by replacing C5 by a larger constant if necessary. Therefore we see that
{5 }ee(0,1) are equi-Lipschitz continuous.
We claim that there exists a constant C3 > 0

|vi(z) —v5(y)| < Cs for all z,y € T". (5.3.3)

Indeed setting m$ := maxyp v = v(z;) for some z; € T" for ¢ = 1,2. Take 0 as a test
function in the first equation of (5.3.1) to derive

Fi(21,0) + (14 €)vi(z1) — v3(21) < fiz),
which implies
vi(21) —v5(21) < —F1(21,0) — evi(z1) + fi(z1) < Cs

for some C3 > 0. Thus,

vi(z) — v3(y) <vi(21) — v3(y)
=vi(21) — v5(21) +v5(21) —v3(y) < C3

by replacing C3 by a larger constant if necessary. This implies (5.3.3). In particular,
Im§ —m§| < Cs.
Let wi(x) := vi(x) —m;. Because of (5.3.2), {w]}.c(0,1) is a sequence of equi-Lipschitz
continuous and uniformly bounded functions on T". Moreover they satisfy
Fy(, Dus(2)) + (14 e)wf — w§ = fi(z) — (1+ 2)m§ +mj in T",
Fy(x, Dws(z)) + (1 4+ e)ws — wi = fo(x) — (1 +e)m5+mi in T"

in the viscosity solution sense. By Ascoli-Arzela’s theorem, there exists a sequence £; — 0
so that

w;’ — w;,
—(14¢;)my +my’ — Hy and — (1 +¢;)m3’ +m; — Hy
uniformly on T" as j — oo for some (wy,wy) € WH(T")* and (Hy, Hy) € R®. By a

standard stability result of viscosity solutions we see that (wy,ws, Hy, Hs) is a solution of
(5.2.1).
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We now prove that ¢ := (H; 4+ Hj)/2 = 0. Noting that m;’ > 0 and

1 . . . . 1 . .

5{(—(1 +e)my’ +my’) + (—(1+¢g5)my’ + mi’)} = _§€j(mij +my’) = ¢
as j — 0o, we see that ¢ < 0. Furthermore, summing up the two equations in (5.2.1), we
obtain

2c=H, + Hy = Fi(z, Dwy) + Fy(z, Dws) — fi(z) — fo(z) = —fi(z) — fo()

for almost every x € T". Since A # (), we see that ¢ > 0. Together with the above
observation we get the conclusion. O

Theorem 5.3.2 (Comparison Principle for Stationary Problems). Let (uy,us) € USC(T™)?,
(v1,v9) € LSC(T™)? be, respectively, a subsolution and a supersolution of

{ Fi(x,Dvi(x)) +v1 —ve = fi(z)  in T",

(51) Fy(x, Dvy(x)) +vg — vy = fo(z)  in T™

If u; <wv; on A, then u; <wv; on T" fori=1,2.

The idea of the proof below basically comes from the combination of those in [49] and
[57, 26, 52]. It is worthwhile to mention that the set A plays the role of the boundary as in
[39, 53]. See also [22] and [15, Theorem 3.3| for weakly coupled systems of Hamilton—Jacobi
equations.

Proof. Fix any § > 0. We may choose an open neighborhood V of A and X € (0, 1) so that
Mu; < vi+6onV for A € [\ 1] and i = 1,2. It is enough to show that Au; < v;+3 on T?\V
for A € [\, 1]. Fix A € [\, 1] and we set u} := Au; and v := v; + 6. We prove the above
statement by a contradiction argument. Suppose that M := max;_1 2 gern\v (u} —v7)(z) >
0.

We take ig € {1,2}, £ € T" \ V such that M = (u}) — v )(§). We may assume that
190 = 1 by symmetry. We first consider the case where

My = (u = })(§) = (u3 — v3)(€). (5.3.4)
We define the function ¥ : T?" — R by

-y v ¢
‘;[](xvy) = ui‘(m) - Uf(y> - 952 - 9 :

Let ¥ achieve its maximum at some point (z.,y.) € T?". By the definition of viscosity
solutions we have

Fi(ee, 3 (52 40 =€) + (1 — w)02) < i),
Filfre, = 57) o (00 = w)(0e) 2 falye).

c2
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By the usual argument we may assume that

ye

xa,ye—>§, —peR"

as € — 0 by taking a subsequence if necessary in view of the Lipschitz continuity of
solutions. Therefore sending € to 0 yields

(&, 3) + (= u)(€) < (6, (5:3.5)
Fi(&p) + (01 — v2)(§) = f1(§). (5.3.6)

In view of (A4), (5.3.5) transforms to read
Fi(&,p) + (ug —uz)(€) < Afi(€) for all X € [\, 1]. (5:3.7)

Note that (v, —v3)(€) = (v —v9)(€). By (5.3.4), (5.3.6) and (5.3.7) we get f1(&) < Mf1(€).
Similarly, fo(§) < Af2(§). Hence f1(€) + f2(€) < A(f1(€) + f2(§)) which is a contradiction
since f1(£) + f2(§) > 0 and A € (0,1).

We next consider the case where

(uy = v1)(€) # (uy — v3)(6).

Then there exists a > 0 such that (u} —v9)(€) > (u —v3)(€) + a and therefore by (5.3.6),
(5.3.7) we obtain

0> (A=1)fi(€) = (uy — v))(§) — (uy —v3)(€) > a,

which is a contradiction. This finishes the proof. O

Convergence

Proposition 5.3.3 (Monotonicity Property 1). Set U(x,t) := uy(x,t) +uq(z,t). Then the
function t — U(x,t) is nonincreasing for all x € A.

Proof. Tt is easy to see that U satisfies U; < 0 on A in the viscosity sense and we get the
conclusion. 0

Proposition 5.3.4 (Monotonicity Property 2). Set

V(z,t) .= max{u(x,t), us(z,t)} = %{(ul + ug) (2, ) + | (ug — u2) (2, 1)] }.

Then the function t — V(x,t) is nonincreasing for all x € A.

We notice that the result of Proposition 5.3.4 is included by the recent result of [15
Remark 5.7, (3)] but our proof seems to be more direct.
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Proof. Fix x € A. For g,§ > 0 we set K.(z) :=x + [—¢,¢|" and

Vil 0) 5= 5 (0 + ), 1) + (1 — ), )s),

where (p)s := +/|p|? + 62. We note that V converges uniformly to V as 6 — 0.
We have for all t,h > 0

[ vt n) =ity tydy = [ (Vi)ily, ) dy ds.
K.(z) Kc(z)Xx[t,t+h]
Let (y,s) be a point at which uy, us are differentiable. We calculate that
(%)t(ya S)
1 Uy — U
= 5{(U1)t + (u2)e + m((ul)t — (us)) }

U2

1 Uy —
:§{f1 + fo+ m(fl — fz)}

1 Uyp — Uz 1 2
+ 5{—F1 -+ m(Fz R} - m(ul — U)
1 Uyp — U 1 U1 — Uz
Si{fl + fot m(fl — fa)} + 5{—F1 — F + m(Fz — F)}.

In view of (A5) and (A3) sending 6 — 0 yields

| Vetm -V d
(z)
1
S/ §{f1+f2+sgn(“1_u2)(f1—fz)}
K (2)x[t,t+h]
1
+ 5{—F1 — 5+ sgn (ug — ug) (Fy — Fl)} dyds
1
S/ §{f1+f2+sgn(u1—uz)(fl—fg)}dyds
K. (2)x[t,t+h]

<[ e el — o) dyds
Ko (x) X [t,t-+h]

<e"h(wy, (Vne) + wp, (vVne)),

where wy, are the moduli of continuity of f; for ¢ = 1,2. By dividing by " and sending
e — 0 we get the conclusion. O

Proof of Theorem 5.1.1. For any =z € A by Propositions 5.3.3, 5.3.4 we see that (u; +
ug)(x,t) — a(z) and |(u; — uz)(x,t)| — B(z) as t — oco. If S(x) > 0, then (u; — uy)(z,t)
converges as t — 0o since t — (u; — ug)(x,t) is continuous. The limit may be either §(x)
or —f(x). Therefore uy(x,t), us(z,t) converge as t — oo. If f(z) = 0, then we have

(ug +ug)(x,t) — [(ug — uo)(x, t)| < 2uy(w,t) < (ug 4+ ug)(x,t) + [(ug — ug)(x, t)|,
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which implies u;(z,t) and us(x,t) converge to (1/2)a(x) as t — oo. Consequently, we see
that ui(x,t), us(z,t) converge for all x € A as t — oo.
Now, let us define the following half-relaxed semilimits

U;(z) = limsup™u;)(z,t) and w,;(x) = liminf ,[u;)(z, )

t—o00 l—0o0
for x € T" and 7« = 1,2. By standard stability results of the theory of viscosity solutions,
(U1,79), (uy,u,) are a subsolution and a supersolution of (E), respectively. Moreover,
(Wy,u2) = (uy,u,) on A, since uy,us converge on A as t — oo. By the comparison
principle, Theorem 5.3.2, we obtain (u;,U2) = (u;, u,) in T™ and the proof is complete. [

Remark 5.3.5. (i) The Lipschitz regularity assumption on ug; for ¢ = 1,2 is convenient to
avoid technicalities but it is not necessary. We can remove it as follows. For each i, we
may choose a sequence {uf; }reny C WH*(T") so that ||uf; — wos||ee(rmy < 1/k for all k € N.
By the maximum principle, we have

||lu; — UfHLoo(Rnx(o,T)) < woi — ulgiHLoo(Tn) < 1/k,
and therefore

uf(z,t) — 1/k < iz, t) < uf(x,t) + 1/k for all (z,t) € R™ x [0,T7,
where (u1,us) is the solution of (C) and (u}, u}) are the solutions of (C) with ug; = uf, for
1 = 1,2. Therefore we have
ub(z) — 1/k < liminf,,_,ous(x, t) < limsup ., u;(z,t) < b, (x) +1/k

00t

F (x) == limy_o uf(z,t). This implies that

for all x € T", where u’;

liminf,,_,  u;(z,t) = imsup , _u;(z,t)

forall x € T" and 7 = 1, 2.

(ii) Notice that if A = () then the comparison principle for (S1) holds, i.e., for any subso-
lution (v, vs) and any supersolution (wq,ws) we have v; < w; on T" for i = 1,2 (e.g., [22,
Theorem 3.3]). This fact implies that the ergodic constant ¢ is negative (not 0!). Indeed,
by the argument same as in the proof of Proposition 5.3.1 we easily see that ¢ < 0. Suppose
that ¢ = 0 and then the comparison principle implies that (E) has a unique solution (vq, vs).
However, that is obviously not correct since for any solution (v1,vs) of (E), (v; 4+ C, vy +C)
is also a solution for any constant C. In this case we do not know whether convergence
(5.1.3) holds or not.

Systems of m-equations

This section was added after we had received the draft [15] in order for the readers to see
the different ideas used in our work and [15].
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In this subsection we consider weakly coupled systems of m-equations for m > 2
(u,-)t + F;(ZL’, DUZ) + Zcijuj = fz in R" x (0, T) for ¢ = 1, e,y
j=1

where F; satisfy (A1), (A5) and the convexity with respect to the p-variable,

Cii Z O, Cij S 0if 4 j and ch ZCU =0 (538)

i=1 j=1

fori,j € {1,...,m} and f; satisfy (A2) and
A=z eT"| filx) =0} #0
=1

then the result of Theorem 5.1.1 still holds. In [15] the authors first found the importance
of irreducibility of coupling term. Although it is not essential in our argument, we also
somehow use it below. Let us first assume for simplicity that the coefficient matrix (¢;;) is
irreducible, i.e.,

(M) For any I & {1,...,m}, there exist ¢ € [ and j € {1,...,m} \ [ such that ¢;; # 0.

Condition (M) will be removed in Remark 5.3.6 at the end of this subsection.

We just give a sketch of the formal proof for the convergence. By a standard regular-
ization argument we can prove it rigorously in the viscosity solution sense.

We only need to prove the convergence of u; on A for each i € {1,...,m}, since we
have an analogous comparison principle to Theorem 5.3.2 when (M) holds. For (z,t) €
R™ x [0,T], we can choose {i,}/", such that {1,4,...,m,;} ={1,...,m} and

Uty (ZL’, t) Z U2, ¢ ([L’, t) 2 s 2 Umy (l’, t)

and set v;(z,t) := wu;, (@, 1).
Fix (zg,t9) € A x (0,00) and we may assume without loss of generality that

]-:C(),to = ]_ and 21‘0,t0 = 2
Noting that ¢;; <0, uy > u; for all j =2,...,m, and F; > 0, we have
(v1)r = (ur)r < (ug): +ZCUU1 < (u1)¢ + Fi(xo, Duy) _'_chju_] =0
7=1

at the point (g, o), which implies that v;(xg, ) is nonincreasing for zy € A and therefore
v1(xo, -) converges as t — 00.
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Noting that uy > u; and ¢;; < Oforalli=1,2,j=3,...,m, 27:1 c2; = 0,and F; > 0,
we have

2 m
(01 4+ v2)¢ = (g + u2)y < (ug + ug)y + Z Z cij(uj — u2)
i=1 j=3
2 m
= (u1)¢ + (ug)¢ + (c11 + c12 + €21 + Co2)us + Z Z CijUj
i=1 j=3
2 m
< (wn)e+ (W) + (en + ea)ur + (e + em)uz + D Y ey
i=1 j=3
2 m
< (wr)y + (u2)e + Fi(zo, Du) + Fy(wo, Dug) + > Y cyju; =0

i=1 j=1

at the point (xg,tg). Thus,
(’Ul + Ug)t(l'o, t()) S 0.

Therefore (vy + v2)(x, -) is nonincreasing for zy € A. Since we have already known that
v1 (g, ) converges, we see that vy(xg, -) converges as t — 00.

By the induction argument, we can prove that (v + ...+ vy)(xg, ) is nonincreasing for
all zo € A and k € {1,...,m}, which is a geralization of Proposition 5.3.4. Thus, we see
that

v;i(zo,t) — w;(zg) as t — oo fori € {1,...,m},

which concludes that each w;(zg,t) converges as t — oo for xy € A.

Remark 5.3.6. (i) In general, condition (M) can be removed as follows. By possible row
and column permutations, C := (¢;;) can be written in the block triangular form

C= (Cpq)é,qzl
where C,, are s, x s, matrices for p,q € {1,...,(}, 22:1 sp = m, Cyy are irreducible for
ke{l,....l} and Cp, = 0 for p > g as in [8]. By (5.3.8), we can easily see that C,, = 0 for
p < q as well. Therefore the convergence result above can be applied to each irreducible
matrix Cpi to yield the result.
(ii) Our approach in this general case is slightly different from the one in [15]. The conver-
gence of each w;(z,t) ast — oo for i € {1,...,m}, for x € A plays the key role here, while
Lemma 5.6 plays the key role in [15]. See Lemma 5.6 in [15] for more details.
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5.4 Second case

In this section we study the case where Hamiltonians are independent of the z-variable
and then (C) reduces to

(ul)t + Hl(Dul) + Uy — Uy = 0 in R™ x (O,T), (541)
(02) (Ug)t + HQ(DUQ) + U — Uy = 0 in R™ x (O, T), (542)

ul(x,O) = um(x), UQ(LU,O) = UOQ(IL’) on T".

Proposition 5.4.1. The ergodic constant c is equal to 0, and problem (E) has only constant
Lipschitz subsolutions (a,a) for a € R.

Proof. Since we can easily see that the ergodic constant is 0, we only prove the second
statement. To simplify the presentation, we argue as if H; and v; were smooth for ¢ = 1,2
and rigorous proof can be made by a standard regularization argument. Summing up the
two equations in (E) and using (A6), we obtain

0 Z Hl(D’Ul) + HQ(D’UQ)
> H,(0) + DH,(0) - Dvy + «|Dvy|? + Hy(0) + DHy(0) - Dvy + a| Dvgl?
= DH,(0) - Dv; + a|Dv;i|* + DH5(0) - Dvy + | Dus .

Integrate the above inequality over T" to get

0 2/ [DHl(O)-Dv1+a|Dvl|2+DH2(0)-Dv2+a|Dv2|2] dx:/ a(| Dy |* + | Do |?) dx

n

which implies the conclusion. O

Lemma 5.4.2 (Monotonicity Property). Define

M(t) = i:?%i%%%(ui(x’t) and m(t) = min min ui(z,t).

Then t — M(t) is nonincreasing and t — m(t) is nondecreasing.

Proof. Fix s € [0,00) and let a = M (s). We have (a, a) is a solution of (C2) and a > u,(z, s)
for all z € T" and ¢ = 1,2. By the comparison principle for (C2), we have a > wu;(x,t)
for x € T", t > s and ¢ = 1,2. Thus ¢ — M(t) is nonincreasing. Similarly, ¢ — m(t) is
nondecreasing.

O

By Lemma 5.4.2, we can define

M := lim M(t) and m := lim m(t).

t—o00 t—o0
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Proof of Theorem 5.1.2. If M = m then we immediately get the conclusion and therefore
we suppose by contradiction that M > m and show the contradiction.

Since {u;(+,t)}4=o is compact in W1(T") for i = 1,2, there exists a sequence T}, — 0o
so that {w;(-,T,)} converges uniformly as n — oo for i = 1,2. By the maximum principle,

i (-, T + ) = wi(c, Ton 4 <) || oo (mn x (0,00)) < wi(s, T) — wis, Ton) || oo (o

fori = 1,2 and m,n € N. Hence {u;(-,7,,+-)} is a Cauchy sequence in BUC (T" x [0, 00))
and therefore they converge to uf® € BUC (T" x [0,00)) for i = 1, 2.

By a standard stability result of the theory of viscosity solutions, (u$°, u3°) is a solution
of (5.4.1), (5.4.2). Moreover for ¢ > 0

max max u;°(z,t) = lim maxmaxu,;(x, T, +t) = lim M(T, +t) = M,
i=1,2 xe€T™ n—oo 1=1,2 z€Tn n—00

and similarly
min min u°(z,t) = m.
i=1,2 2€Tn

Let (x1,t1) and (o, ty) satisfy max;—; » u2°(71,t;) = M and min;_; 5 ufo(xgﬁ) = m. With-
out loss of generality, we assume that u$®(z1,¢1) = max;—; o u®(xy,t;) = M. By taking 0
as a test function from above of u$° at (x1,t;) we have

U(fo(l’l,tl) — Ugo(l'l,tl) S 0

and therefore we obtain u$®(zy,t) = uS®(x1,t;) = M. Similarly we obtain uS®(xg,ty) =
u® (o, ta) = m. In particular,
max u; (x,t) = M, min u; (x,t) =m (5.4.3)

fort >0andi=1,2.
On the other hand, we have

(us® 4+ u3®) + Hi(Du3®) + Hy(Du3®) = 0. (5.4.4)

Integrate (5.4.4) over T", use (A6), and do the same way as in the proof of Proposition
5.4.1 to get

0= %/L (u® +us®)(z,t) de + /n [Hy(Du$®) + Ho(Dus®)] dx
> 4 [ oo [ (DR D) da
> % /L(ucl’O +u®)(z,t) de + C,
where the last inequality follows from Lemma 5.4.3 below. Thus

d
E/ (U + us®)(x,t) de < —C,



CHAPTER 5. LARGE TIME BEHAVIOR OF VISCOSITY SOLUTIONS OF

WEAKLY COUPLED SYSTEMS OF HAMILTON-JACOBI EQUATIONS 100
which implies

tliglo Tn(ui’" + us’)(x,t) de = —o0.
This contradicts (5.4.3) and the proof is complete. O

Lemma 5.4.3. There exists a constant 5 > 0 depending only on n,C" such that
JRLEREEY

for all f € WH(T™) such that || f|lw1.commy < C, maxys f = 1, and ming f = 0.
(T™)

Proof. We argue by contradiction. Were the stated estimate false, there would exist a
sequence {fn,} C W'(T") such that || fu|[wiec(rny < C, maxyn fr, = 1, minga f,,, = 0,
and

1
|Df|?dor < —. (5.4.5)
T m
By Ascoli-Arzela’s theorem, we may assume there exists f, € WH°(T") so that
fm — fo uniformly on T"

by taking a subsequence if necessary. It is clear that maxp. fy = 1, ming» fy = 0.
Besides, || fu||m1(mmy < C for all m € N. By the Rellich-Kondrachov theorem,

fm = fo in HY(T")
by taking a subsequence if necessary. By (5.4.5), we obtain Dfy = 0 a.e. Thus fy is
constant, which contradicts the fact that maxp» fo = 1, ming fo = 0. O

Remark 5.4.4. (i) Assumption (A7) is just for simplicity. Indeed we can always normalize
the Hamiltonians so that they satisfy (A7) by substituting (u, us) with (@, ), where

Hi(0) + H2(O)th H1(0) — H5(0)

Uy (z,t) = uy(z,t) + 2 for (z,t) € R" x [0, T].

Hl(O)—%Hg(O)t
2

Us(x,t) == ug(x,t) +

(ii) It is clear to see that we can get a similar result for systems with m-equations.
(iii) The same procedure works for the following more general Hamiltonians

Hi(w,p) = [p = bi(2)* — [bi(x)|”

for b, € C*(T") with divb; = 0 on T" for ¢ = 1,2. This type of Hamiltonians is related to
the ones in some recent works on periodic homogenization of G-equation. See [17, 80] for
details. The new key observation comes from the fact that

/n bi(x) - Do) dz — — /n(div bi)é dz = 0
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for any ¢ € W'°°(T"). This identity was also used in [80] to study the existence of
approximate correctors of the cell (corrector) problem of G-equation. The divergence free
requirement on the vector fields b; for ¢+ = 1, 2 is critical in our argument. In particular, it
forces (E) to only have constant solutions (a, a) for a € R. We do not know how to remove
this requirement up to now.

5.5 Third case

In this section we consider the third case pointed out in Introduction, i.e., we assume that
H = Hy = Hy and H satisfies (A1) and (A8). Then (C) reduces to

(u1)e + H(z, Duy) +uy — uy = 0 in R x (0,7),
(C3) (ug)e + H(z, Dug) + ug —uyg =0 in R" x (0,7),

ui(x,0) = upi(x), us(x,0) = uga(x)  on T,
Let (uq1,us) be the solution of (C3).
Proposition 5.5.1. The function (uy —us)(x,t) converges uniformly to 0 on T™ ast — oo.
Lemma 5.5.2. Set (t) := max e (u; — us)(x,t). Then v is a subsolution of
F(t) 4+ 2v(t) = 0 in (0, 00). (5.5.1)

Proof of Lemma 5.5.2. Let ¢ € C'((0,00)) and 7 > 0 be a maximum of v — ¢. Choose
¢ € T" such that y(7) = uy (&, 7) — u2(&, 7). We define the function ¥ by

1
W,y 5) 1=, 0) = waly, ) — 55 (17— yl? + (= 9)%) — o = €7 = (= 72 = p(0)
Let ¥ achieve its maximum at some (7,7, ¢,5). By the definition of viscosity solutions we
have

t—3s
£2

t—3 _T—7 _ _
52 +H(y77)+u2(yv S) _ul(yv S) Z 0.

Lof—7) + (D) + H, g 27— &)+ wi(TF) — us(T,F) <0,

Subtracting the two inequalities above, we obtain

2t 7)+6(0) + Hz, 5L + 2w - ) - Hp. 5 Y)

+ ul(f> E) - u2(fa f) - (u2(y> 5) - Ul(y, E)) S 0. (552)

By the usual argument we may assume that

T,y — & 1,5 — T, x;y—uo (5.5.3)
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as € — 0 by taking a subsequence if necessary. Sending ¢ — 0 in (5.5.2), we get

&(7) +2v(r) <0,
which is the conclusion. O

Proof of Proposition 5.5.1. Let v be the function defined in Lemma 5.5.2 and set C' :=
|wor — woal| Lo (rny and B(t) := Ce™ for t € (0,00). Then

B(t) +26(t) =

and 3(0) > v(0). By the comparison principle we get v(t) < 3(t) = Ce™?. Hence uy(x,t)—
ug(z,t) < Ce 2 forallz € T, t € (0,00). By symmetry, we get ug(x, t) —ui(z,t) < Ce 2,
which proves the proposition. O

In view of Proposition 5.5.1 we see that associated with the Cauchy problem (C3) is

the ergodic problem:
H(z,Dv(z))=c¢ inT" (5.5.4)

By the classical result on ergodic problems in [60], there exists a pair (v, c) € Wh(T") xR
such that v is a solution of (5.5.4). Then (v,v,c¢) is a solution of (E). As in Introduction
we normalize the ergodic constant ¢ to be 0 by replacing H by H — c.

We notice that (v + M, v + M,0) is still a viscosity solution of (E) for any M € R.
Therefore subtracting a positive constant from v if necessary, we may assume that

1 <w(z,t) —v(x) <C forall (z,t) e R" x [0,7], i =1,2 and some C' >0 (5.5.5)

and we fix such a constant C'.
We define the functions a;, B : [0,00) — R by

- sy (I, s
re) = i, (M t)(;,vs()z +(7Zc()t_s ) (5:5.7)
o (s)i= o (M Z(;”S(f (’;(f ),

us(, 1) —v(x) = n(t - ))

us(x, s) — v(x)

B, (s) == max (

zeTn t>s

for n € (0,70]. By the uniform continuity of u; and v, we have a;, - € C([0,00)). It
is easy to see that 0 < a;7(s), 3,7 (s) < 1 and a; (s),5,(s) > 1 for all s € [0,00) and
ne (07770]
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Lemma 5.5.3 (Key Lemma). Let C' be the constant fized in (5.5.5).
(1) Assume that (A8)* holds. For any n € (0,10] there exists s, > 0 such that the pair of

the functions (o;F, B) is a supersolution of

(

manc{ (o) (5) + (035 (5) — 1) + Flaf () = 55 (5).
oy (s) =1} =0 in (s,,00), (5.5.8)
manc{ (57)' () + (57 (5) 1) + F(55(5) — iy (5).
\ Br(s) =1} =0 in (s,,00), (5.5.9)
where
Cr ifr >0,
k) = { L ifr<o0
. |

(11) Assume that (A8)~ holds. For any n € (0,10 there exists s, > 0 such that the pair of
the functions (o, , B,7) is a subsolution of

(o Uy oy (s)—1 . _
min{(a;, ) (s) + vl W + F(a, (s) = B, (),
o, (s) =1} =0 in (sy,00), (5.5.10)
. N @%577_(5)_1 ~(s) — a—(s
min{(8,) () + - 5T+ F ) 0 ()
\ B, (s) =1} =0 in (sy,00). (5.5.11)

Proof. We only prove (i), since we can prove (ii) similarly. Fix p € (0,7n0]. By abuse of
notations we write o, 3 for a;7, 3. Recall that a(s), 8(s) < 1for any s > 0. By Proposition
5.5.1, there exists s, > 0 such that |ui(z,t) — us(z,t)] <n/2 for all z € T" and ¢ > s,

We only consider the case where (o — ¢)(s) > (a — ¢)(o) for some ¢ € C*((0,00)),
o>s, 0 >0andall s €fo—7d0+6]\ {0}, since a similar argument holds for 5. Since
there is nothing to check in the case where a(o) = 1, we assume that a(o) < 1. We choose
£ € T" and 7 > o such that

w(67) — (& + (T —0) _ ay
wE o) —uE)  ar

alo) =

We write « for a(o) henceforth.
Set K =T x {(t,s) |t > s,s € [0 —d,0+d]}. Fore € (0,1), we define the function
VU : K —Rby

U(z,y,2,t,5)
o) = o(z) ()
' u(y, s) —v(z)

—6() + 5o — P+l = o) e — € + (0 7)2
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Let ¥ achieve its minimum over K at some (7,7, z,1,5). Set

- — [
aq = ul(yvg) - U(z)u Qg = ul(Tu t) - U(E> +77(t _5)7 Q= 6_27
1
p::y—zx andq:zz_x
e

22
We observe the followings. Firstly, set

F0:5) 1= 6(5) — g (7 + |7~ =) = [7 = & = (= )"
2¢

Noting that u1(y, s) — v(Z) > 0, we see that ui(y, s) — (u1(Z, 1) —v(z) + (T —s)) (f1(y, s) +
min \If)_l takes its maximum at (7,s). Secondly, set

1

ST+ T =) T - & - (T —7)"

fa(2) == 0(5) —
Noting that for € > 0 small enough, then @ < 1, which implies —a := u1(Z,t) — u1(y,3s) +
n(t —35) < 0. Then we see that v(z) — a(f2(z) + min ¥ — 1)_1 takes its maximum at Z.
Thus, we have by the definition of viscosity solutions

—n —20,(t — 7) + H(T, Dyuy (T, 1)) + (ug — ua)(T, 1) >0,
—%(n +@¢ (3) + H(G, Dyui(7,3)) + (w1 — u2)(7,3) <0, (5.5.12)
H(z,D,v(z)) <0,

where

Dyu (7, 1) =@ {p+7+2¢-72)},

_ Qaq_
Dyul(ya S) = gpa

aq o _

D,v(z) = q.

11—«
By taking a subsequence if necessary, we may assume that

T,y,Z > &and t -7, 35— ocasec— 0.

Since u;, v are Lipschitz continuous, we have

s L Y
& €

for some M >0 and all € € (0,1). We may assume that

Y= _ Z-Z%
P="g 2 0=

—q
£2
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as € — 0 for some p,q € B(0, M).
Sending € — 0 in (5.5.12) yields

—77+H(€>p+Q) + (ul _u2)(677) > Oa

1+ 01 (0)) % H(EP) + (1 — ) €.0) <0, (55.13)
H(£,Q) <0,
where o o )
P .= —1p, Q = L q, P=a(P—-Q).
« 11—«
Recalling that (u; — ug) (&, 7) < 1/2, we have
H(,,P+Q) >n/2.
Therefore, by using (A8)", we obtain
H(EP+Q) < aH(E P) —,(1 —a) (5.5.14)

for some ,, > 0.
Noting that
up(§,7) —v() +n(r—o) P

o) s = Eo) —ve A

we calculate that

(ur —ug)(§,7) — a(uy — uz)(§,0)
= — (wa(&,7) —v(§) +n(r — ) + a(uz(§, o) —v(§))
__g (% _,
= —h(G )
< = Bi(B(a) — afa)).

Therefore by (5.5.14) and (5.5.13),
n<H(E P+ Q)+ (un —u2)(&,7)
< a(é(n + ¢ (o)) = (ug —un) (&, o—)) — Pyl —a) + (ur —uz)(§,7)
<N+ @@ (0) =y (1 = a) + fi(a(o) = 5(0)),

which implies
¢'(0) + %(a(a) -1)+ %(a(a) — B(o)) > 0.

Combining the above inequality with the fact that 1/C < 8;/a; < C, we have

¢ (o) + %(Oz(a) — 1)+ F(a(o) — B(o)) > 0. O
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Lemma 5.5.4.
(i) Assume that (A8)" holds. The functions o, (s) and B, (s) converge to 1 as s — oo for
each n € (0,m0).
(ii) Assume that (A8)~ holds. The functions o, (s) and 3, (s) converge to 1 as s — oo for
each n € (0,no).

Proof. Fix n € (0,n]. We first recall that, by definition,
o (5) <1< oy (s), B (s) <1< 6 (s)

for any s > 0. On the other hand, one checks easily that the pairs

(14 (0 = ) exp(—2),1 + (1 — 1) expl(—21))

and y "
1 —1 ——"T1),1 —1 -1t
(1-+ (0 = ) expl— 0. 1+ (02 = expl~ 1)
are, respectively, a subsolution and a supersolution of (5.5.8)-(5.5.9) and (5.5.10)-(5.5.11)
for 71 = min{a;F(0), 8,(0)}, and y2 = max{a; (0), 3, (0)}. Therefore, by the comparison
principle in [57, 26, 52] , we get

03 (), 55() 2 1+ (3 — D) exp(~ 220)

and

which give us the conclusion. O
By Lemma 5.5.4, we immediately get the following proposition.

Proposition 5.5.5 (Asymptotically Monotone Property).
(i) (Asymptotically Increasing Property)
Assume that (A8)" holds. Forn € (0,1], there exists a function 9, : [0,00) — [0,1] such
that
lim 9,(s) =0

55— 00

and
ui(w, 8) — wi(x, t) —n(t —s) < 0y(s)

forallz €T, t>s>0andi=1,2.
(ii) (Asymptotically Decreasing Property)
Assume that (A8)~ holds. Forn € (0,10], there exists a function 6, : [0,00) — [0,1] such
that

lim 9,(s) =0

and
wi(x, t) —ui(z,s) —n(t —s) < 6,(s),

forallx €T, t>s>0andi=1,2.
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Theorem 5.1.3 is a straightforward result of the above proposition and the proof follows
as in [7, Section 4] or [4, Section 5]. We reproduce these arguments here for the reader’s
convenience.

Since {u;(+, )} is compact in Wh*°(T") for i = 1,2, there exists a sequence T;, — 00 s0
that {u;(-,T5)} converges uniformly as n — oo for ¢ = 1,2. By the maximum principle

i (-, T + ) = wi(c, Ton 4 <) || oo (Tr x (0,00)) < Jwi(s, T) — wils, Ton) || oo (om)

fori =1,2and m,n € N. Hence {u;(-, T},+-) }nen is a Cauchy sequence in BUC (T" x [0, 00))
and therefore it converges to u;°* € BUC (T" x [0,00)) for i = 1,2. For any € T" and
t > s >0, by Proposition 5.5.5 we get
Ui(l', s+ Tn) - u,-(z, t+ Tn) + 77(5 - t) S 577(8 + Tn)
Sending n — oo then n — 0, we get for any ¢t > s > 0
u®(w,8) < uf(x,1).

This implies u$°(x, t) converges uniformly to v;(z) on T" as t — oo for some v; € Whoo(T").
Then (vy,v9) is a solution of (E) by a standard stability result of the theory of viscosity
solutions.

Since {u;(+, T, + ) }nen converges to uf® uniformly on T",

—0n(1) +u*(z,t) S wiz, t +T1p,) < 0,(1) + ui®(z, 1),
where lim,, ,, 0,(1) = 0. Therefore,

—op(1) + vi(x) < 1i{gg1f*[u,~](:)s,t) < limsup*[w;](z,t) < 0,(1) + vi(z).

t—o00
Eventually, letting n — oo, we get the result.

Finally we remark that if we want to deal, at the same time, with the Hamiltonians of
the form

H(z,p) := |p| — f(x),
we can generalize Theorem 5.1.3 as in [7]. We replace (A8) by

(A9) Either of the following assumption (A9)" or (A9)~ holds:

(A9)™ There exists a closed set K C T™ (K is possibly empty) having the properties

(1) minyepn H(z,p) =0 for all x € K,

(i) for each € > 0 there exists a modulus ¢.(r) > 0 for all » > 0 and n§ > 0 such
that for all n € (0,75 if dist (z, K) > ¢, H(z,p+q) > n and H(z,q) < 0 for
some x € T" and p,q € R™, then for any u € (0, 1],

pH(z, g +q) > H(w,p+q) + v(n)(1 — 1),
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(A9)~ There exists a closed set K C T™ (K is possibly empty) having the properties

(1) minyepn H(z,p) =0 for all x € K,

(ii) for each € > 0 there exists a modulus v.(r) > 0 for all » > 0 and 7§ > 0 such
that for all n € (0,n§] if dist (z, K) > ¢, H(x,p+ q) < —n and H(z,q) > 0 for
some x € T" and p,q € R™, then for any u € (0, 1],

nH(z, L+ g) SH(ﬂf,erq)—M-
M u

Theorem 5.5.6. The result of Theorem 5.1.3 still holds if we replace (A8) by (A9).

Sketch of Proof. By the argument same as in the proof of Propositions 5.3.3, 5.3.4 we can
see (uq + ug)|x and max{uy, us}|x are nonincreasing and therefore we see that u; converge
uniformly on K ast — oo for i =1, 2.

Setting K. := {x € T" | d(x, K) > €}, we see that u; are asymptotically monotone on
R™\ K. for every € > 0, which implies that u; converges uniformly on R” \ K as t — oo
fori=1,2asin [7]. O

5.6 Auxiliary Lemmata

We present a sketch of the proof based on Proposition 5.2.1 from [9] for the reader’s
convenience.

Sketch of the proof of Proposition 5.2.1. Without loss of generality, we may assume ¢; =
¢y = 1. The existence of (vy, vy, Hy, Hy) can be proved by repeating the argument same as
in the first part of Proposition 5.3.1. We here only prove that H; + H, is unique.

Suppose by contradiction that there exist two pairs (A, A2) € R? and (u1, u2) € R?
such that A\; + Ay < p1 + p2 and two pair of continuous functions (vy, vs), (U1, 7s) such that
(v1,v9), (U1,Us) are viscosity solutions of the following systems

Hy(x,Dv) +vi —vp =X\
in T",
HQ(ZL’, DUQ) + vy — v = )\2
and
Hy(x,Dvy) +0, =T =11 . .
_ _ in T",
Hy(x, DUy) + Ty — U1 = o
respectively.
A=A AL +A AL+ A
For a suitably large constant C' > 0, (v, + = 5 LA ;L 2t —C vy — 2 i 2t —C)
and (77 + P F2, + C, vy — Al H2, + C') are respectively a subsolution and

2 2
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a supersolution of (C). By the comparison principle for (C), Proposition 5.2.2, we obtain
particularly

Ao — A AL+ A -
o+ 2 1 At 2t—C§@1+M2 “1_“1+“2t+0, in R" x [0, 7

2 2 2 2
which contradicts the fact that Ay + Ao < pq + po. O
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