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Abstract 

Three currently used fragmentation models are tested by studying the di~tribution 

of particles between jet axes in the 3-jet events of e+ e- annihilation, using data 

collected by the Time Projection Chamber at PEP. These three models- the Lund 

String.model, the Webber Cluster model and .an Independent Fragmentation model 

(IF)- each implement different Lorentz-frame structures for the fragmentation pro­

cess of quarks and gluons into hadrons. The Lund model provides a good description 

of the data, while the IF model does not. The Webber model, which is untuned, 

does not describe the absolute particle densities between jets, but correctly predicts 

the ratios of those densities, which are less sensitive to the tuning. 
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.. 

1 Introduction 

Quantum Chromodynamics ( QCD) successfully accounts for many features of 

high energy e+ e:... annihilation data; e·.g: jet broadening, violation of scaling in 

inclusive particle distributions and approximate KNO scaling(!]. However, since 

the non-perturbative structure of QCD is unknown, it does not predict how partons 

fragment into hadrons. Tests of QCD, therefore, depend upon phenomenological 

models to unfold the fragmentation process. Thus it is necessary to test these 

models before perturbative quantities, such as the strong coupling constant as, can 

be reliably measured. In addition, tests of these models can contribute to a better 

. understanding of the hadronization pro'cess itself. 

According to the quark-parton model, hadron production in e+ e- annihilations 
1 

occurs through the formation of a virtual photon or zo boson which subsequently 
; ' . 

decays into a quark-antiquark pair. "Traditional" fragmentation models evolve the 

qq pair, using 1st or 2nd order QCD, into a configuration of partons. A confinement 

scheme is implemented to describe the transition from partons to hadrons. The use 

of finite order QCD implies that the parton evolution is terminated at early times, 

leaving confinement schemes to deal with the hadronization of large mass systems. 

Examples are the Lund String Fragmentation model (SF) [2], in which a color 

flux tube (string) connects the partons, and the Ali [3] and Hoyer [4] Independent 

Fragmentation models (IF), in which partons fragment in isolation from each other . 

More recently, QCD motivated Cluster F1·agmentation models (CF) have become 

available [5,6,7). These models continue the parton evolution through a leading-

log QCD quark-gluon shower until all partons are nearly on their mass shell. The 

partons form low mass color-singlet clusters which decay into hadrons according to 
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2-body phase space or through a parameterization of low energy data. 

Differences between these models can appear in their predictions for the angular 

distribution of particles in 3-jet events, in which the initial q or q radiates a hard 

acolinear gluon. . These differences arise as a consequence of the Lorentz-frame 

structures for the fragmentation process in each model. Consider the situation 

illustrated in Figure 1. In the Lund SF model, a string stretches from the quark to 

the antiquark through the gluon. The qg and qg string segments each fragment in 

their respective rest frames, thus serving as sources of the observed hadrons (Figure 

l(a)). Frag·mentation products appear boosted because these sources are in motion 

with respect to the overall center-of-mass. As a consequence, the region between 

the q and 7j is depleted of particles relative to the qg or qg regions. Due to its 

boost origin, this asymmetry is enhanced by selecting ~articles with a large energy 

relative to momentum in the event plane, i.e. heavy particles such as kavns and 

protons or particles with a large momentum component out of the event plane. 

In IF models, the fragmentation frame coincides with the overall center-of-mass. 

Thus partons fragment with an azimu thai symmetry and no q .-7i region depletion 
\ : . 

appears (Figure l(b)). CF models can exhibit an asymmetry similar to that of the 

SF model because, as in the SF model, the rest frames of the hadron sources (in this 
. . 

case, clusters) are in motion (Figure l(c)) .. Not all CF models can be expected to 

demonstrate such an asymmetry, however, because - depending upon the specific 

CF model under consideration - clusters may or may not preferentially populate 

the qg and qg regions. 

In this paper, we present tests of fragmentation models using particle distribu-

tions in 3-jetevents recorded by the Time Projection Chamber (TPC) detector at 
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PEP. Earlier, the JADE collaboration has presented evidence that particle distribu­

tions in 3-jet events prefer SF, as opposed to IF, models, using 1st order QCD (8]. 

However, there has been no confirmation of their results until now. We extend the 

analysis for these traditional models to 2nd order QCD and in addition examine CF 

models. An important aspect of the analysis is the behavior of the heavy particles 
I 

relative to the light: we use the superior particle identification capabilities of the 

TPC for this purpose. 

Our results are based on 29,000 e+ e- hadronic annihilation events recorded by 

the TPC at ji = 29 GeV, corresponding to an integrated luminosity of 11pb-1• 

The TPC detector, its subsystems and the selection criteria for hadronic events 
\ 

have been described in detail elsewhere (9,10] The present analysis makes use of 

charged particles recorded by the central Time Projection Chamber and photons 

recorded by the barrel Hexagonal Calorimeter (HEX). Charged particles are iden­

tified through a simultaneous measurement of momentum and dE I dz energy loss. 

The momentum resolution is typically (dpfp)2 = (0.06)2 + (0.035p)2, with p in 

GeV Jc. The dE Jdx resolution of 3. 7% results in a pion-kaon separation of more 

than 3 standard deviations for particle momenta above 2.0 GeV Jc, or below 0.9 

GeV Jc. Low momentum cutoffs of .15, .35 and· .45 GeV Jc are imposed by energy 

loss in the material before the TPC, for charged pions, kaons and protons, respec-

tively. The HEX is a 10 r.l. thick lead gas-sampling Geiger mode calorimeter [11] 

which records photons with energies larger than .40 Ge V. Its single photon energy 

resolution is 16%/JE (Ge\'). 

The remaining sections are organized as follows. In section 2 we introduce the 

fragmentation models and their optimizations for this analysis. In section 3 \Ve 
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discuss the 3-jet event selection and particle distributions, and \ve compare our 

data to the models. We demonstrate that the IF model fails to fit the distribution 

of particles at large angles with respect to ·the jet axes, whereas the Lund SF 

model yields· good agreement. We show that the Webber CF model, while untuned, 

provides a good description of the ratios of the particle' populations between jets. 

In section 4 we compare the overall fits· of the SF and IF models and verify that the 

failure of the IF model is not a consequence of the particular scheme or of the way 

it is tuned. Section 5 contains a further discussion of CF models. Our summary 

and conclusions are p:Lesented in section 6. 

2 Fragmentation models 

2.1 SF and IF models 
\ 

Our SF and IF model event samples are generated with the Lund Monte Carlo 

program Jetset V5.2 [12]. This program implements the full 2nd order QCD matrix 

elements, i.e. the generation of q7j, q7jg, q7jgg and qqqq states, including the interfer-

ence between the 2nd order virtual and 1st order q7jg diagrams. The 3 and 4-jet Born 

cross sections each diverge as the invariant mass between two partons approaches 

zero. The total cross section is finite, however, because these divergences are can-

celed by similar divergences (of opposite sign) from the virtual corrections to the 2 

and 3-jet final states, respectively. For the l\Ionte Carlo simulation, a cutoff in the 

parton-parton invariant mass is introduced in order to obtain individually finite 2, 

3 and 4-jet cross sections. Thus 4-jet states containing a smali mass parton system 

are merged with the 3-jet states, for example. Such a merger corresponds physically 

to the impossibility of distinguishing a single jet from a jet wldch has emitted a 
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soft or colinear gluon. We maintain the invariant mass cutoff Ymin = (p; +Pi )2 
/ s at 

the default value of Ymin = 0.02 (Pi and Pi are the 4-momenta of any two partons). 

With J8 = 29 GeV this corresponds to a minimum parton-parton invariant mass 

of 4.10 GeV /c2 (in practice the Ymin cutoff is somewhat more complicated due to 

the effect of finite quark .masses). 

For SF, we ~se the symmetric Lund mod.el [2J, in which the initial quark-
•· 

- antiquark pair is represented by a massless relativistic string, with the q and 7j as 

endpoints. Gluons appear as "kinks", or transverse excitations, along this string . 

.. For IF, we use the independent fragmentation section of the Lund :tvlonte Carlo pro­

gram [12J. In c~ntrast to SF, the quarks and gluons of IF are dynamically isolated 

from each other. Because Of this isolation, IF models intrinsically cannot conserve 

energj' and momentum simultaneously. Therefore, for the IF model, various al­

gorithms have be~u developed to impose energy-momentum conservation after an 

event has been generated. ·-I~ on'e such scheme, an IF event .is boosted in the di­

rectimi" of the overall momentum imbalance to the frame in which this momentum 

imbalance is zero; particle energies are the:o, rescaled by a common factor to ob­

tain energy conservation. In this process the relative energies of the partons are 

approximately preserved; 'the parton directions are systematically shifted, however . 

. In another scheme, the l~ngitudinal momenta of particles are adjusted separately 

within each jet in such a manner that the ratio of the adjusted to original parton 

momentum is. the same for all partons. Parton directions are thereby preserved 

while their relative energies are changed. In addition to this conservation prob-

lem, ·IF .does not provide a specific model for gluons. Therefore, for IF, the Monte 

Carlo package provides various options for the gluon modeling (as well as for tlie 
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energy-momentum conservation scheme). We initially choose an' IF mode in which 

the gluon fragments like a quark and in which energy-momentum is conserved so 

as to maintain part on directions. This variant is. essentially eq11ivalent to the Hoyer 

model (4]. We henceforth refer to this ri10del asiF 1• In section 4 we verify that our 

results are independent of this choice. 

The hadronization of the parton syst~ms occurs in the same manner for both 

the SF and IF models: First, primary hadrons are created through the production 

of qq (or qq- qq) pairs in the color force field of the initial quark or gluon. Second, 

unstable primary hadrons arc decayed. The longitudinal momentum distribution 

of primary hadrons (along the string direction for SF and the parton direction for 
I . 

IF) is governed by a fragment<ttion function f(z) = exp(-bmUz)(! -·z)a jz. Here z 

is the fraction of the remaining jet energy-momentum given to a hadron when it is 

. formed, and m 1 is its transverse mass. The parameters a and bare determined by 

comparison with data. The transverse momentum distribution of primary hadrons . . ' 

is determined by the transverse momentum q1 given to the quarks and antiquarks (or 

diquarks and antidiquarks) produced from the color fields. This quark transverse 

momentum distribution is a Gaussian of the form exp( -ql/0'!). 

We perform a multi-parameter fit of 'our SF and IF models to the data as a 

prelude to our study of the 3-jet particle distributions. This ensures that the models 

have the correct multiplicity, overall momentum structure and 3-jet rate. There are 

five main parameters which affect these: the fragmentation parameters a, b and 0' q, 

the fraction r of vector (vs. pseudoscalar) mesons mnongst primary hadrons and 

the strong coupling constant as. Since a and b are strongly correlated we fix bat 

0.60 which gives a good representation of our n• spectrum. We maintain r at the 
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default values of .50 for light quark mesons and . 75 for mesons containing charm 

or bottom quarks. We then simultaneously fit as, a and uq to the entire hadronic 

event sample. 

The. experimental distributions used for the fit include charged particles only: 

consistent results are found if photons .are included. These distributions can be 

classified into three sets 1, 2 and 3 according to their sensitivity to the model pa-

rameters as, a and uq, respectively, and are list~d.in Table 1. Q1 and Q2 are the 
• • • ·• 4 .. 

smallest and next smallest eigenvalue of the sphericity tensor; L1 and L2 are the 
' 

thrust values along the minor and ma:jo~ thrust a.xes; <P.Lin > and (p;}J..;n are the 

average momentum per event and. the momentum per particle in 'the' 'event plane, 

": and'perpendicular· to the sphericity axis; < Pout > and (Pi)out are the average mo­

. mentt.:in per event and the momentum per particle out of the event plane defined 

by the vecto~s associated ~ith the two largest sphericity eigenvalues; Xp = 2p;f Ec.m. 

is the scaled particle· momentum and !:11\l}etf E;;11 is 'the difference in the squares of 

the jet masses fo'r an event divided into heinispher~s· by th.e plan,e normal to the 

spheriCity riis, normalized to the visible ehergy Ev;11 • By fitting to three distribu­

tions at atime, one froin each set, we-constrain all three parameters. This results 

in 5 X 2 x 4 =· 40 conibinatiohs of the 'distributions and th~refore in 40 values for 

each parameier. ·These multiple values provide a consisten~y check and are used to 

estimate the systematic error.· ·, 

The same distributions are generated using the Monte Carlo models. We express 

each bin of each l'vlonte Carlo distribution as a ist order Taylor expansion in the 

parameters: 

(1) 
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The Oth oruer term AIP is the value of the Monte Carlo distribution in bini evaluated 

at an "expansion point" as0 , a0
, u~, initially the default values. The derivatives are 

the slopes of !vfi as each parameter is varied. The expansion point term includes 

full detector simulation. The event generator without detector simulation is used 

to calculate the derivatives. A x2 function is defined to measure the agreement 

between experiment and Monte Carlo: 

2( ) _ ~ ( ~ (D;- .l\f;(as,a,uq))2
) 

X as,a,uq -LJ LJ 2 2 2 
, i=I . bin i=l O'D; + O'M; + 0' 8 11•1; Di•tributionESetj 

(2) 

D; and 1\f; are the values of the data and Monte Carlo in bin i after normalization 

to the same number of events. The sum over j chooses a distribution from each of 

the sets 1, 2 and 3. uv; and O'M; are the statistical errors on D; and Af;; typically 

<T,u; ~ iuv;· 0'811 , 1; is an estimated systematic error set equal to 5% of !vi;. It is 

included so that high statistics bins do not inordinately dominate the fits over the 

low statistics tails. , Combining ( 1) and ( 2): we approximate x2(as,a,uq} by a 

quadratic form in parameter space, the extremum of which predicts the parameter 

values which minimize x2• We use the average values predicted by the 40 combi-

nations of distributions as our next expansion point and recalculate the derivatives 

around this point to obtain new predictions for the parameters. This process is 

iterated until the results are stable. Note that the linear approximation becomes 

fully justified as the parameters converge to their best-fit values. 

To test this procedure we generated Monte Carlo data at several values of as, 

a and O'q· Applying our procedure to these toy data samples we verified that the 

predictions always converged to the correct parameter values. 

For our SF model we find as= .183±.010, fTq = .350±.016, a= .955±.100 and for 

our IF 1 model as= .125 ± .013, O'q = .390 ± .018, a= 1.23 ± .12. The errors include 
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both statistical and systematic contrib.utions. The systematic error is estimated 

from the rms spread in the predictions of the 40 combinations of distributions. 

Figure 2 shows these predictions in the a8 , uq plane for our SF and IF1 models. Both 

of these tuned models yield reasonably good fits to the experimental distributions 

of sets 1, 2 and 3: details will be discussed in section 4. In addition, both models 

provide good descriptions of our flavor identified cross sections, including those for 

charged pions, kaons and protons [10], K~ and K*0 [13], A [14] and¢ [15] particles. 

2.2 CF model 

Among the available CF models, we choose to concentrate on the Webber :rvlonte·· 

Carlo [6]. This model is based on a parton shower generated using the leading-

log approximation of QCD, extended to include the leading interference effects 

of soft gluons. In such a procedure the initial· q or 7j evolves through multiple 

gluon bremsstrahlung, at each branch coming nearer its mass shell. Emitted gluons 

further branch through the processes g ~ gg and g _, qc/ Leading interference 

effects are accounted for by ordering the opening angles of parton emission such 

that each successive angle is smaller than the prcceeding one [16]. This ordering is 
' 

imposed throughout the event, beginning with the initial splitting 1* _, qq. The 

shower is continued until the virtual mass of each parton approaches the relevant 

quark mass, if the parton is a quark, or a cutoff Q0 , if it is a gluon, at which 

point remaining gluons decay into qq pairs. The color flow in an event associates 

each quark with a unique antiquark of opposite color, thus forming a system of 

color-singlet clusters. The mass of a cluster is given by the sum of the 4-momenta 
\ 

of its constituent q and q; if this mass exceeds a threshold A£;1!~~ .• the cluster is 

split by qq production along the color string connecting them. In Version 1.1 of 
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the Monte Carlo used for our analysis, c and b quarks undergo {3 decay before the 

final clusters are formed. Therefore the clusters produced by the model contain 

u, d and s quarks only. These final-state clusters decay into 2-hadron states. The 

hadron spectrum is taken from the o-+, 1--, 1++ and 2++.meson nonets and the 

t + and ~ + baryon multiplets with a probability determined by the 2-body -phase 

space and the spin multiplicity. The dynamical suppre~sion of baryons and particles 

with strange quarks is accomplished through the decreased phase space available 

for these hadrons because of their larger masses. 

The main parameters of the Webber CF model are the QCD scale parameter 

Aqcv, the gluon mass cutoff Q0 , the maximum cluster- mass 2\fci.:,t and the masses 

of the u, d and s quarks. The shower development and cluster mass spectrum 

are primarily governed by the first three parameters, which for our l\Ionte Carlo 

sample were maintained at the <lefault values of .\QeD = 0.30 GeV, Q0 = 0.70 

GeV and 1\fc'l:,~. = 3.5 GeV. The quark mass val~es were .34: .34 and .50 GeV 

for the u, d and s quarks, respectively. We do not apply our multi-parameter fit 

procedure to the Webber Monte Carlo as it lacks the exact 3-jet matrix elements, 

thus preventing a reasonable description of many distributions used in section 2.1 

for the fit. SinCf~ the 3-jet analysis described in section 3 selects events with an 

approximately fixed momentum structure, however, this does not greatly affect the 

comparison of particle distributions made with the 3-jet sample. In section 5 we 

discuss the sensitivity of the Webber model predictions to the parameters of the 

model. 

The Webber model predicts the correct multiplicity for charged pions, kaons and 

protons and yields a good fit of our inclusiv~ charged pion and proton spect~a. The 
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predicted inclusive charged kaon spectrum is too peaked at low momenta, however, 

due to the simplified treatment of heavy quark hadron decays. 

3 3-Jet event selection and particle distributions 

The 3-jet event selection is performed using both charged particles and photons. 

To identify a 3-jet sample, we first calculate the sphericity eigenvalues Q 1, Q 2 and 

Q3 and associated eigenvectors fit, ij2 and ij3, defined such that QI < Q2 < Q3 and 

Q1 + Q2 + Q3 = 1. Preliminary 3-jet event candidates are selected by the cuts 

Q 1 < .06 and Q2 - Q 1 > .05. Events for which the angle between ij3 and the beam 

axis is smaller than 40 degrees are next rejected, as are events which have a total 

momentum imbalance I "[Pi I / "'£ I Pi I greater than .40. These last two cuts are 

to eliminate events with jets or portions of jets outside the detector acceptance. 

Surviving events are subjected to a jet-finding algo!'ithm (described below) which 

searches for 3-jet structure after projecting the particle momenta into the event 

pla.ne defined by ij2 and ljs. The 3-jet event candidates are required to have at least 

2 particles and 1.5 Ge V of particle momentum in each jet. Our final sample consists 

of 3022 3-jet events, with an estimated background of about 20% from 2-jet and 

4-jet events. Jet directions are given by the vector sum of the particle momenta 

which comprise the jet, after projection into the event plane. The jets are labelled 

1, 2 and 3 according to the angles betweeu them such that jet 1 is opposite the 

smallest angle and jet 3 is 'opposite the largest angle. Using the SF or IF 1 models, 

we estimate that jet 1, 2 and 3 is the gluon jet in 7, 18 and 55% of the events, 

respectively. 

Our jet-finder is based on thrust cuts in the following manner [17]. We initially 
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assume a large number of jets in an event, Njet = N0 ~ 8, defined by the highest 

momentum particles and the low momentum particles near to them in angle. The 

generalized thrust 

is calculated, with NP the total number of particles and Sk the set of particles 

assigned to the kth jet. Initially, with No large, TNo ~ 1. The two jets closest in 

angle are then merged to form an ,"'v"jet = N0 - 1 jet configuration. Particles are 

reassigned to the nearest jet, in angle, and the jet axes rer.alculated. This process 

is repeated until the particle assignments are stable. The generalized thrust T:v0 - 1 

and the ratio RNa = T:vo/TNo-1 are calculated. If RNo ~ 1.05 the original jet 

configuration with N 0 jets is accepted, otherwise the two nearest jets are again 

merged and particles reassigned, forming· an Niet = N 0 - 2 jet configuration. This 

process is continued until RNi•' ~ 1.05; when this occurs, the Njet configuration is 

accepted as the correct jet assignment for the event. 

The angular distribution of particles in the 3-jet sample, (1/N) dN jd¢>, is pre-

sented in Figure 3. </> is the angle in the event plane between the direction of a 

particle and jet 1. Also shown are the predictions of the SF, IF1 and CF models 

of section 2. The distributions are normalized to the total number of particles in 

each sample. rp proceeds from jet 1 at ¢> = oo through jet 2 (</> ~ 155°) to jet 3 

( </> ~ 230°) back to jet 1 (rp = 3G0°). The statistical errors of all model curves are 

approximately half those shown for th~ data points. 

Figure 3(a) shows (1/N) diV/drp for all charged particles and photons. The SF 

model provides a good description of the data over the entire r/J rang·e. The IF 1 

model provides nearly as good a description of the jet peaks and of the regions 
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between jets 2 and 3 and between jets 1 and 3: the particle density of the jet 1-

2 region is over-predicted, however, by about 30%. The untuned CF model also 

reproduces the jet peaks: but over-predicts the particle density in all the regions 

between jets. As a measure of the goodness-of-fit to the jet 1-2 region, we calculate 

x2 for the interval 40° < </> < 120°. For the 16 bins of this interval, x2= 11.8, 79.6 

and 57.9 for the SF, IF1 and CF models, respectively. 

Figures 3{b) and 3{c) show {1/N) dNjdcp for charged particles and photons 

satisfying 0.3 < Pout < 0.5 Ge V and for a heavy particle sample (with about 80% 

purity) of charged kaons and protons [10], neutral l\aons [13] and lambdas [14]. 

Particles with Pout larger than 0.5 Ge V are excluded from Figure 3(b) because 

these particles are more difficult to associate with a particular jet 1, 2 or 3 and thus 

obscure the jet structure of the event. The neutral kaons and lambdas of Figure 

3( c) are reconstructed geometrically throug·h a search for secondaryvertices, while 

the charged kaons and protons are identified with a weighted x2 technique based on 

simultaneous dE/dx and momentum measurements (see Ref.[15] for a description). 

Only those protons not used in the lambda reconstruction are included. With the 

exception of the region between jets 1 and 2, the SF and IF 1 models are again in 

reasonable agreement with the data ancl with eao:h other. In the jet 1-2 region, 

however, the discrepancy of the IF 1 model with the data is enhanced over that in 

Figure 3( a) (the particle density is over-predict~d by a factor of 2 in both Figures 

3(b) and 3(c )), while the SF model provides a good description. As before, the 

untuned CF model over-predicts the particle density between all jets. For the 8 

bins in the interval 40° < c/> < 120°, the SF, IF 1 and CF models provide x2's of 

12.5, 43.2 and 11.5 for the distribution of Figure 3(b ), and x2 's of 12.5, 48.6 and 
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36.1 for the distribution of Figure 3(c), respectively. 

The depletion of particles in the qq region of the SF model occurs because the 

qg and qg string segments (Figure l(a)) each fragment in their own rest frame: 

thus the hadron sources (i.e., strings) are Lorentz-boosted relative to the overall 

event center-of-mass. Particles are distributed symmetrically around the string 

segments in the fragmentation rest frames. In the overall center-of-mass, the com-

ponent of each particle mome~tum Pi along the direction of the boost fl.B b.ecomes 

p; ;, ftB, :-+ iB(P~ · nB + f3BE;), where f3B and. }B are the boost parameters. Momen­

tum components perpendicular to ft8 are unchanged. ft 8 points away from the 

qq region for both string segments. Thus the particle distribution becomes asym-
. . i k ' • 

metric, with more particles on the side of the string opposite the qq region. This 

"depletion effect", or "boost signal", is enh.anced as Ed (p; · fl.B) increases, e. g. for 
' • •• - •• # 

particles with a large energ·y compared to momentum along the boost direction. 

Therefore the relative depletion of particles in the qq region is greater for parti-

des with large mass or large Pout, the momentum c.omponent of a particle out of 
• • r ' . \ 

the ev~nt plane .. We note that an observable depletion signal also depends upon . : ~ ' . 

the limited transverse momentum available to hadrons in the SF model, since this 

prevents particles from crossing over into the qq region. 

As a measure of the relative depletion we calculate the normalized particle pop-

ulation between jets, N;j, defined as follows. For each particle between jets i and 

j, after projection into the event plane, we rlivide the angle between jet i and the 

particle by the angle between jets i and j. This normalizes each particle angle to 

be between 0 (along jet i) and 1 (along jet j ). )./ij is the number of particles in this 

normalized angle region from .3 to . 7. Since the particles in this region are soft 
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and between jets, they are those which are most susceptible to· boost effects. The 

particle population in the q7j region relative to the qg (or 7jg) region can then be 

expressed quantitatively in terms of the ratio J./3./ J./12 • ·In forming such a ratio, we 

anticipate that details of the acceptance, normalization and tram.verse momentum 

distribution modeling between jets will canceL This is explicitly verified in section 

4. We also expect that the lack of tuning for the CF model should be less relevant 

. for this ratio. This question is examined in section 5. 

For IF models, the regions between jets are dynamically equivalent and one 

expects· J./3tf N12 "' 1. Furthermore JJ3.j J./12 should demonstrate no Pout or mass 

dependence in IF models. In contrast, this ratio sl10uld be greater than 1 for models 

demonstrating a boost signal, and increase in magnitude as Pout or mass increases. 

The ratio N3./ J./12 is displayed in Figure 4. Figures 4(a) and 4(b) show Ns./ J./12 

for dEjdx identified pions in tv.·o Pou; ·intervals. We select a sing·le particle type 

for these figures (i.e. charged pions) in order to distinguish the Pout dependence 

from the mass dependence. This is necessary because particle fractions also vary 

with Pout [18]. Figures 4{c) and 4(d) show J./3./ }/12 for all charged pions ~nd for the 

heavy particles of Figure 3(c). The data demonstrates that J./3./ J/12 is significantly 

greater than 1. In additi~n, J./31 J J./12 is enhanced for pions with large Pout (Figure 

4(b), 0.3 < Pout < 0.5 Ge V) relative to pions with small Pout (Figure 4( a)~ 0.0 < 

Pout < 0.2 GeV). As mass is increased (Figures 4( c) and 4( d)): N3./ N12 shows a 

similar enhancement. The SF model is in good agreement with the data. both as to 

the magnitude of the effect and as to the mass mid Pot.t behavior. The CF model also 

correctly predicts these effects. However, N3t/ }/12 is approxin'w.tely 1 for the IF 1 

model in Figures 4(a)-4(d) and exhibits no mass or Pout Jependence, as expected. 
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Thus the predictions of the IF 1 model are in direct contradiction with the data. 

As a further test of this depletion signal, we eliminate those events for which 

jets 2 and 3 are nearly degenerate in energy, in order to increase the probability 

that jet 3 is the gluon jet. By requiring the ratio (EJet2 - EJets)/ EJets to be greater 

than 0.20, the probability that jet 3 is the gluon jet is increased to 58% (while the 

3-jet sample is reduced to 2528 events). Table 2 displays the values of J.lst/ J./12 both 

with and without this additional event cut. As seen from the table, the level of 

J.l3t/ J./12 increases for all categories as the probability that jet 3 is the gluon jet is 

raised., This increase is also present for the SF and CF models; no dependence on 

this probability is observed for the IF 1 model, however. 

4 Comparison of overall SF and IF model predictions 

In this section we present a quantitative study of the overall SF and IF model 

fits, including a comparison of the goodness-of-fit for distributions using the entire 

hadronic event sample to that for the 3-jet heavy particle distribution. We verify 

that the discrepancies observed between the IF 1 model and the data in section 

3 are not an artifact of the particular IF model chosen by studying IF models 

with different gluon or momentum conservation schemes. In addition, we test the 

sensitivity of the model predictions on the parameters. 

The additional IF event generator routines are all provided by the Lund 1\-Ionte 

Carlo packag·e Jetset V5.2 [12]. The particular choices are listed in Table 3. The 

parameters of each model are tuned using the multi-parameter fit technique of 

section 2.1, with this difference: in section 2.1 we compare uncorrected data to 

a Monte Carlo expansion point which includes detector simulation whereas here 
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·~··to·. ~ ~ . 
, .. - .. ·.·. ;-

we compar~ corrected data directly to ;the 'event generator. Both methods give 

consistent results for the SF and IF'l models of sections 2 and 3~ Table 3 summarizes 

the results of our fits for .all SF a~d :IF: tnodels. Note the strong model dependence 

of the parameter as. · 

To perform the comparison of the overall fits, we display in Table 4 the per 

cent _differences per bin between the corrected data and optimized models for the 

, distribu_tions of sets 1, 2 and 3 (c.f. Table 1) and for the 3-jet heavy particle 

distribution (1/N) dN/d¢ with 40° < ¢> < 120°. We choose this latter distribution 

be~ause it exhibits a large discrepancy with the IF1 model (Figure 3(c)) and we 

, wish to study this discrepancy in a systematic manner. The· values of Table 4 

are calculated by averaging the quantity 100 · (Di- Mi)/Di over each distribution, 

where D,· and 1\h are the values of the data and model, respecth·ely, in· bin i of 

the distribution. We quote mean per cent differences rather than x2's so as to 

compare the goodness-of-fit of ·histograms· based on the entire hadronic san1ple to 

those based on the much smaller 3-jet sample. This method is more sensitive to 

systematic differences in bins with small statistics, e.g. the tails of distributions. In 

calculating the values of Table 4, each distribution is normalized by the number of 

events in the total hadronic event sample, except for the '(1/N) dN /df/J distribution 

. which is normalized by the number of particles as in Figure 3. All conclusions 

are unchanged if, for example, we normalize the 3-jet particle distribution by the 

number of 3-jet events. · 

First we co~sider the t;lobal event distributions of sets 1, 2 and 3. The SF 

distribution with the worst fit is the Q1 distribution, with a mean difference of 

21.3%, shown in Figure 5. For the IF models, the worst fit occurs for the ~Af2 J E~,, 
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distribution, e.g. a mean difference of -24.8% for the IF 1 model (Figure 6). In 

general, however, the distributions of set 3 have the worst fits for all models, i.e. Q1 

or < Pout > provides the 2nd or 3rd largest discrepancy in all cases. Thus a general 

problem of the SF and IF models is a description of the distributions invoh·ing the 

momentum component out of the event plane. 

To study this problem, we compared the jet multiplicity of the data to that 

predicted by the SF and IF 1 models. Using our jet-finder (see section ~) to count 

the number of jets, we find that the predicted 4-jet rate is too small in both modt'ls. 

CorresponJingly, the 3-jet rate is too high because the multi-parameter fit compen­

sates for the 4-jet deficiency through an increased value for a 8 • To simulate this 

missing 4-jet structure, we gen~rated additional 4 parton events with a minimum 

parton-parton invariant mass of 1 Ge V. By choosing the number of such events so 

that they comprise 1% of each Monte Carlo sample, and then refitting the modeis, 

the agreement of the mod~ls with the jet multiplicity in the data is imprond. The 

shapes of the Qi and ~1\J2 IE;;~ distributions for these 4-parton events are displayed 

in Figures 5 and 6 by the da~hed curves, for the SF and IF 1 models; respectively 

(the ordinate for these curves is in arbitrary units). Mean differences for these 

refit models are shown by the numbers in parentheses in the SF and IF 1 columns 

of Table 4. The fits to the distributions of set 3 show uniform improvement, for 

both models. In addition, the fit of the IF 1 model to the a.JV/2 IE;;, .distribution 

is improved. Thus the discrepancies of these models with the data are generally 

of simiiar nature and magnitude and the tuned SF and IF models provide equally 

good descriptions for the distributions of sets 1, 2 and 3. 

In contrast, there is a wide disparity between the SF and IF models in the fit 
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of the heavy particle (1/N) dN/d¢ distribution with 40° < 1> < 120°. The mean 

difference from the measured distribution is -9.9% for the SF model but -56.4%, 

or greater, for all IF models. This demonstrates the insensitivity of the jet 1-2 

region to the details of the gluon or momentum conservation modeling. Including 

the additional 4-jet events raises these mean differences to -12.8% for SF and to 

-65.0% for IF ll thus preserving the relative disparity between models. These latter 

differences correspond to x2 's of 5.3 .and 37. 7, respectively, for the 8 bins of the 

region 40° < ¢ < 120°: thus the SF model still provides a good description of 

the data (the x2's are. smaller here than in section 3 because of the larger errors 

associated with the corrected data). 

To show that the IF model cannot be tuned to agree with the data, we tune the 

parameters of the IF model to give the best possible fit of the jet 1-2 region. Thus we 

apply our multi-parameter fit technique to the single heavy particle (1/N) dN fd¢ 
-· . ·~. '' 

distribution, with 40° < ¢ < 120°. We use the IF1 model, in which the gluon 

fragments as a quark and in which energy-momentum is conserved so as to preserve 

the paxton directions. This single distribution converges to the parameter values 

as= .120 ± .024, uq = .120 ± .055, a = 0. 75 ± 0.18, where the errors are statistical 

only. The mean per cent differences for this model, labeled IF'1, are shown in the last 

column of Table 4. Although the fit to the jet 1-2 region of the 3-jet heavy particle 

distribution is improved, the overall fit of the other histograms is worsened. In fact 

the ma.ximum discr~>pancy for the IF'1 model, shown in the last row of Table 4, is 

54.9%, virtually as large as the ma.ximum discrepancy for all the other IF models. 

We conclude that the IF model, iu contrast to the SF model, cannot simultaneously 

fit all distributions. In particular the IF model cannot be tuned to agree with the 
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data in the jet 1-2 region of the heavy particle (1/N) dN /d4> distribution with a 

reasonable set of parameter values. 

Table 5 lists the ratio Jist/ )./12 for the four particle categories of Figures 4(a)-

4(d), again using the SF and IF models at the event generator level. The IF models 

are in general agreement with each other. None of them predicts a significant 

increase in JI3I/ )/12 as Poot for the pions or as particle mass is increased. The values 

of Table 5, which contain no detector simulation, are consistent with those found 

for the SF and IF1 models using full detector simulation (Table 2), demonstrating 

that JI3I/ Jln is independent of acceptance factors. Similarly, the agreement of the 

IF1 and IF5 model predictions, for example, shows that this ratio is insensitive to 

details of the transverse momentum distribution modeling. 

Our conclusion is that the failure of the IF model to describe the absolute 3-jet 

particle density or to reproduce the Po-.Jt and mass dependences observed in the data 

is not an artifact of a particular scheme or of the tuning· of the parameters but is a 

fundamental characteristic of the model. 

5 Discussion of CF model 

The Webber CF model generally over-predicts t,he particle density between jets, 

as observed in Figures 3(a) and 3(b). Hmvever, the model provides a good de­

scription of the ratio of those densities, as seen in Figures 4(a)-4(d). To study the 

sensitivity of the predictions to the parameters of the model, we varied Q0 and 

Af'duaiJ~. and observed the effect upon these distributions. The parameter Aqcv was 

not varied because its value primarily determines the number of 3-jet events and 

not the event shape.· The quark masses were uot changed because they are deter-
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mined by considerations external to. the model. We find that the particle density 

distributions of Figure 3 are especially sensitive to 1\.f:l:.~.· By lowering 1\f:luas~. to 

2.8 GcV, for example, we markedly improve the description of the regions between 

jets, while. the ratio N·st/ )112 is only slightly affected. This reduction in 1\-f:/uaa~. de-

stroys tLe agreement of the model with our measured proton multiplicity. However, 

preliminary studies indicate the possibility of restoring this agreement by including 

heavy quark hadron decays. Therefore we feel that the disagreement of the Webber 

J:r.odel with the distributions of Figure 3 is not fundamental and that it may .he 

remedied by future improvements. On the other hand, the relative insensitivity 

of )/31 / )/12 to reasonable variations of the parameters indicates that it is a good 

quantity to use in testing the predictions of the model. 

In contrast to the Lund SF case, the physical mechanism responsible for the 

depletion effect iu the Webber CF model is not obvious. Thus it·. is not clear 

whether the effect arises from an intrinsic property of the the parton shower, as a 

consequence of the color flow (i.e., the way partons are combined to form the color­

singlet clusters) or because high mass clusters (those above the AI:;t:,~. threshold) 

decay like a string. We therefore calculated )131 / )112 at the parton shower, cluster 

and hadron levels to determine the source of the effect in the Webber model. By 
~ 

"parton shower level", we mean the distr·ibution of quarks and gluons at the end 

of the perturbative shower, before cluster formation; by "cluster level", we mean 

the distribution of those clusters which decay into hadrons. For these calculations, 

the event samples were identified by applying· the 3-jet event selection of section 3 

to either the parton, cluster or hadron distributions (except without a minimum 

multiplicity requirement on each of the three jets). Both quark-antiquark arid 
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gluon-gluon events were generated, leading to q7jg and ggg 3-jet Webber model 

samples, respectively. This latter sample allows us to determine the importance of 

the event color flow in producing the observed depletion. Figures 7(a) and 7(b) 

show schematic representations of an event from each of these two samples. 

To provide a contrast for the Webber model, we calculated J.l3t/ J/12 for the 

Gottschalk CF model [7J as well. The Gottschalk model, like the Webber model, 

is based on a perturbative shower g·enerated using the leading-log approximation 

of QCD. However, the Gottschalk parton shower uoes not include the effects of 

soft gluon interference so that the parton emission angles are not ordered. We also 

studied that subset of Gottschalk events for which the ordering of emission angles 

is coincidentally satisfied (about 18% of the events). The average Gottschalk model 

cluster Il!ass is larger("' 4 GeV) than that of the Webber model("' 1 GeVJ; these 

high mass clusters evolve, through a string breaking· mechanism. into softer clusters 

which in turn decay to hadrons (according to a parameterization of low energy data). 

Our version of the Gottschalk CF model is dated March ,28, 1984. The principal 

parameters have the values AQcD = 0.62 GeV, t~: = 15.0 GeV 2, Wmin = 1.7.5 GeV, 

Wma.z = 4.0 GeV, We= 0.5 GeV and Pe = 2.50 GeY-2 , in the iormalism of Ref. [7]. 

Our results are listed in Table 6. At the parton shower level, Jist/ )112 = 

1.33 ± .05 (1.30 ± .06) for the Webber qqg (ggg) sample, while Jist/ Jl12 = 1.00 ± .05 

{1.12 ± .05) for the standard (ordered) Gottschalk sample. Both the Webber qqg 

and ggg initiated showers therefore demonstrate a depletion of partons in the jet 

1-2 region, relative to thejet 1-3 region. This depletion is not related to the color 

flow in an event since it has the same mag11itude in both cases. The partons of the 

ordered Gottschalk shower also exhibit a significant jet 1-2 depletion, while those 
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of the standard Gottschalk shower do not. We conclude that the depletion effect of 

the Webber model, at the parton level, is a direct consequence of the angular or-

dering constraint. This ordering forces the parton shower of the Webber model into 

forward directions along the jet a.xes, unlike the shower in the standard Gottschalk 

events. The Webber q(jg or ggg initiated shower is therefore less likely to populate 

the central jet 1-2 region (relative to the 1-3 or 2-3 regions) because this region 

corresponds to the largest angle between jets: the central section of this region is 

thus the furthest, in angle, from the jet a.xes. 

At the cluster level, the color structure of the Webber qqg vs. ggg events becomes 
I 

relevant. For the qqg sample, clusters form between jets 1 and 3 and between jets 2 

and 3, i.e. between the gluon and the quark or antiquark, to locally neutralize the 

color charges of the separating partons. Since the q and 7j have but a single color 

index, no clusters form between jets 1 and 2 (Fig·ure 7(a)). The result is an increase 

in the ratio Jls1 / N12 from the part on level value of 1.33 ± .05 to 1.82 ± .08. This 

increase is also observed for the clusters of the orclered Gottschalk events (Table 6). 

For ggg events, clusters form in all the regions between jets. In particular they 

form between jets 1 and 2 to neutralize the second color indices of those gluon 

jets (Figure 7(b)). The dusters between jets 1 and 2 are, on average, of higher 

mass than those in other regions and are more likely to split, further increasing 

the cluster multiplicity of that region. Thus the ratio JI3I/ J/12 is reduced from its 

part on shower value of 1.30 ± .06 to 1.16 ± .04. Therefore tl~e specific color structure 

of a qqg event is required to preserve the depletion signal at this level. 

At the hadron level, the depletion effect is partly washed out by the phase 

space decays of the clusters. The overall behavior is preserved, however, because 
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the limited momentum available to hadrons from the low cluster-mass spectrum 

prevents particles from crossing into the q7j region (a similar mechanism limits the 

transverse momentum of hadrons in the Gottschalk model). Thus the hadrons 

in Webber (and ordered Gottschalk) q7jg events demonstrate a jet 1-2 depletion 

( J./31 / }/12= 1.33 ± .04); however, there is no significant depletion observable for the 

hadrons produced in Webber ggg events (Jist/ Jl12= 1.07 ± .02). We have verified 

that the enhancement of the depletion signal with increased hadron mass or Pout 

occurs because such particles have a smaller Q-value in the plane of the event and 

thus more closely follow the cluster directions in that plane, as observed from the 

overall center-of-mass. In this sense, the depletion effect of the Webber model is a 

"boost signal" in the same sense as discussed for the SF model in section 3; i.e., the 

hadron depletion - including th~ mass and Pout enhancements - is a consequence 

of the motion of the hadron sources (in this case, clusters) away from the jet 1-2 

region. We note in passing that the hadrons produced in ggg events generated 

with the Lu,nd model "onia'' decay routine 112] at ji = 29 Ge V do not exh~bit a 

significant depletion signal ( J./3tf J/12 = 1.08 ± .02 for these hadrons, consistent with 

the corresponding value shown in Table 6 for Webber ggg events). Thus the Lund 

model also requires a color gap between the q and 7j in order to exhibit a jet 1-2 

depletion. 

6 Summary and conclusions 

The three fragmentation mouels SF, IF atid CF have been tested using their 

predictions for the distributions of particles between jets in 3-jet events. Our prin­

cipal .::onclusion is that the IF model fails to describe the data. This failure is not 
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only an inability to explain the depletion of particles between jets 1 and 2, but 

a contradiction with the data as to the dynamical behavior of that depletion as 

particle mass or momentum out of the plane (or the probability that jet 3 is the 

gluon jet) is varied. The IF and SF models are identical at the perturbative level, 

in their predicted spectra of hadron resonances and in their particle branching ra-

• tios. They are equally well tuned to describe the event multiplicity and momentum 

distributions based on the entire data sample. Furthermore, the predictions of the 

IF model are largely independent of the particular gluon or momentum conserva-:-
~ 

tion scheme, the detector acceptance and . the transverse momentum distribution 

modeling. Therefore we believe that the failure of IF - and the success of SF - in 

describing the data can be attributed to the representation of the non-perturbative 

dynamics, and that the failure of the IF model is indeed fundamental. 

The \Vebber CF model also provides a good description of the relative particle 

depopulation in the jet 1-2 region: thus the correct pre(liction of the' depletion 

effect is not limited to SF models. As discussed in section 5, this success is mainly 

a consequence of the ordering of partonic emission angles, of the event geometry 

and color structure, and of kinematical constraints imposed by the cluster mass 

scale. It is to be hoped that future improvements to the Webber model - not 
. \ 

affecting these features - will allow a better prediction of the absolute particle 

density, (1/N) dN'jd¢. A modified Gottschalk CF model which includes the effects 

of soft gluon interference could presumably also provide a good description of the 

data. 

To generalize, then, both the SF and CF models successfully predict the jet 1-2 

depletion effect because of three features. First, both models implement mechanisms 
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early in the event history to suppress particle production between the q and q. In 

SF this asymmetry is a consequence of the nature of the gluon as a kink on a string 

connecting the q and q; in CF it is a consequence of the soft gluon interference. 

Second, the c:Olor screening connects the gluon jet to the quark and antiquark jets, 

in both models, leaving a gap in the color flow between the q and q (for SF the kink 

nature of the gluon is responsible for this as well). Third, the limited transverse• 

momenta of. :hadrons prevents fragmentation products from randomly filling the 

regiQ.l1$. betwee~ jets, thereby preserving the underlying structure. A more global 

.(;Q~~l~~ion might .be that models displaying azimuthal symmetry around the jet 

(1Xes cannot describe the data, while our results provide ·evidence that the sourr.es 

of hadrons in e+e- annihilation are Lorentz-boosted relative to the overall center­

of-mass. Th~ effect can be considered a null result - a lack of particles - requiring 

the presence of all three features listed above, thus emphasizing the sensitivity of 

the particle populations between jets as a test of fragmentation models. 
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Table Captions 

Table 1. Experimental distributions used for the multi-parameter fit of the SF and 

IF1 models. 

Table 2. N31 / J/12 for data and for models with full detector simulation. The 

numbers in parentheses indicate an event sample in which the probability that jet 

3 is the' gluon jet has been increased (see text). 

Table 3. Optimum parameter values for SF and IF models. IF 11 IF2 and IF5 

fragment the gluon as a quark. For IF5 the Gaussian' width of the gluon (u1 ), 

relative to that of the quark (uq), is included in the fit. IF3 fragments the gluon as 

a qq pair with momentum shared according to the Altarelli-Parisi splitting function. 

IF 4 uses a Lund gluon, in which a q and q share momentum equally. D and E refer 

to the energy-momentum conservation scheme: for D the parton directions are 

preserved, for E the parton energies are preserved. The errors include statistical 

and systematic contributions. The longitudinal fragmentation parameter b is 0.60 

for all models. 

Table 4. Mean per cent difference per bin between distributions of the optimized SF 

and IF models at the event generator level and the corrected data. Model IF~ is the 

same as IF 1 except the parameter values have been tuned to give the best possible 

fit of the heavy particle (1/N) dN fd¢ distribution in the interval 40° < ¢ < 120°. 

The numbers in parentheses in the SF and IF 1 columns refer to fits of those models 

for which additional 4-parton events with a minimum parton-parton mass of 7 GeV 

have been included. 
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Table 5. ).13t/ ).112 for SF and IF models, atthe' :e~~nt generator level. 

Table 6. N3t/ ).112 for Webber and Gottschalk CF models, at the event generator 

level. 

. ' 
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Table 1 

Set 1 Set 2 Set 3 
"as" "a" "a " q 

Q2 Xp Ql 

L2 Charged Multiplicity L1 

< Pl.in > <Pout > 
(Pi)l.in (Pi)O'Ut 

flM]et / E;is 

/ 
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Table 2. 

Particle 1Ft SF CF 
Data 

Sample Model Model Model 

All Charged 0.99± .02 1.24 ± .03 1.25 ± .03 1.19 ± .05 
& Photons (0.99 ± .02) (1.28 ± .03) (1.31 ± .03) (1.24 ± .06) 

1T± 0.98 ± .03 1.11 ± .04 1.16 ± .03 1.13 ± .01 
0.0 < Pout < 0.2 Ge V (0.96 ± .03) (1.13 ± .04) (1.21 ± .04) (1.17± .08) 

1T ±' 0.98 ± .01 1.28 ± .09 1.31 ± .09 1.67 ± .24 
0.3 < Pout < 0.5 Ge V (0.98 ± .07) (1.31 ± .10) (1.41 ± .11) (1.85 ± .30) 

All1r± 1.00 ± .03 1.16 ± .03 1.18 ± .03 1.17 ± .06 

(0.98 ± .03) (1.19 ± .03) (1.24 ± .03) (1.23 ± .07) 

Heavy 1.00 ± .01 1.54 ± .12 1.56 ± .11 1.58 ± .28 
Particles (1.02 ± .08) (1.77 ± .16) (1.56 ± .13) (1.59 ± .30) 
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Table 3. 

Model Model as O'q a O'gjO'q 
Description 

SF Lund .183 ± .010 .350 ± .016 .955 ± .100 

1Ft g=q,D .125 ± .013 .390 ± .018 1.23 ± 0.12 1.00 
-

IF2 g=q,E .147 ± .015 .375 ± .014 1.10 ± 0.12 1.00 

IF a g = qq,D .120 ± .011 .400 ± .014 1.20 ± 0.11 1.00 

IF4 g = Lund,E .160± .027 .385 ± .020 .830 ± .260 . 
IF a g_=q,E .135 ± .015 .355 ± .022 1.23 ± 0.12 1.50 ± 0.37 

.. 
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Table 4. 

Model SF IF1 IF2 IF a IF1 IF5 IF' 1 

Set 1 Q2 3.8 (0.9) 0.6 (4.5) 3.4 2.2 6.7 4.4 15.4 

L2 3.2 (2.0) -1.5 (1.0) 0.5 0.1 0.2 2.6 -21.6 

< Pl.in > -2.5 ( -2.7) -3.5 (3.4) -5.1 3.2 6.3 -8.8 -10.5 

(p;)_L 4.2 (2.8) 1.8 (6.5) 4.2 4.5 12.7 4.1 15.5 

~Af}~tf E~;, -7.8 ( -8.2) -24.8 ( -16.3) -23.3 -20.8 -28.5 -21.7 -18.1 

Set 2 Xp 5.5 (6.0) 2.9 (6.4) 0.1 0.2 -13.3 4.7 -10.9 

Chrgd.Mult. 5.6 (1.4) 1.3 ( -1.6) -1.8 -7.5 -18.5 5.3 -30.0 

Set 3 Ql 21.3 (13.6) 10.9 (4.1) 13.8 2.9 -2.6 12.2 54.9 

L1 15.3 (10.3) 4.0 (0.3) 6.9 3.5 -4.2 3.8 30.7 

<Pout> 9.9 (7.6) 9.1 (8.2) 11.3 7.4 13.4 2.3 18.1 

(P;)out 7.3 (5.2) 5.1 (4.8) 4.4 4.0 4.1 3.1 '43.0 
! 

Heavy Particle y 
I 

(1/N) dNfd¢> -9.9 (-12.8) -59.4 ( -65.0) -56.4 -62.3 -63.3 -58.2 :'-16.3 
40° < d> < 120° 

Maximum 
21.3 (13.6) -59.4 ( -65.0) -56.4 -62.3 -63.3 -58.2 54.9 

Discrepancy 
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Table 5. 

Particle ·SF IFI IF2 IFs IF4 IFo IF' 
Sample Model Model Model Model Model Model MoJet 

' ± 'Jr 1.15 ± .02 1.00 ± .02 1.04 ± .02 1.01 ± .02 1.06 ± .02 0.97 ± .02 0.99 ± .02 
0.0 < P0:St < 0.2 GeV 

'Jr± 
1.42 ± .05 1.09 ± .04 1.09 ± .04 1.04± .04 1.11 ± .04 1.08 ± .04 1.04 ± .06 

0.3 <Pout < 0.5 GeV 

All 11'± 1.21 ± .02 1.02 ± .01 1.05 ± .01 1.02 ± .01· 1.08 ± .01 1.01 ± .01 1.01 ± .01 

Heavy 1.54 ± .05 1.03 ± .03 1.07 ± .03 1.06 ± .03 1.14 ± .03 1.03 ± .03 1.04 ± .03 
Particles 
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Table 6. 

Model 
Webber Webber Gottschalk Gottschalk 

qqg ggg (standard) (ordered) 

Parton Shower 1.33 ± .05 1.30 ± .06 1.00 ± .05 1.12 ± .05 

Clusters 1.82 ± .08 1.16 ± .04 1.07 ± .04 1.53 ± .17 

Final Hadrons 1.33 ± .04 1.07 ± .02 1.05 ± .03 1.22 ± .04 
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Figure Captions 

Figure 1. 3-jet event structure for (a) SF, (b) IF and (c) CF models. In (a) and 

(b), the arrows indicate the momentum space distribution of particles. The dashed 

curves in (a) represent stringsstretched between the partons, in (b) they represent 

the parton directions. (c) shows the CF·model quark-gluon shower (solid and curly 

lines) and dusters (dotted ellipses). The motion of the clusters is indicated by 

arrows; the resulting momentum space distribution of particles is similar to that in 

(a) for CF models exhibiting a depletion effect (see text). 

Figure 2. Multi-parameter fit results for the SF and IF1 models. The values of 

as and l1q predicted by the 40 combinations of distributions used to constrain the 

parameters are shown for each model. A typicalll1 statistical error is displayed for 

an SF point, in solid black. 

Figure 3. Particle density distribution (1/N) dN/d¢ in 3-jet events for (a) all 

charged particles and photons, for (b) those charged particles and photons satisfying 

0.3 < Pout < 0.5 Ge V and for (c) a heavy particle sample of charged and neutral 

kaons, protons and lambdas. Also shown are the predictions of the SF, IF 1 and CF 

models with full detector simulation. 

Figure 4. The ratio Jist/ J/12 of the normalized particle populations between jets, 

for the data and models with full detector simub.tion. (a) and (b) show Jlsi/ }./12 for 

charged pions in two intervals of Pout: 0.0 <Pout < 0.2 GeV. (a) and 0.3 <Pout < 0.5 

GeV (b). (c) and (d) show Jist/ J/12 for all charged pions and for the heavy particle 

sample of figure 3(c), respectively. 
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Figure 5. Q 1 distribution, corrected for detector acceptance and initial-state radi­

ation, compared to the prediction of the SF model (solid curve). The dashed curve 

shows the shape of the Q1 distribution, in arbitrary units, for 4 parton events with 

a minimum parton-parton invariant mass of 7 GeV. 

Figure 6. tJ..Af}etf E;;11 distribution compared to the prediction of the IF 1 model 

(solid curve). As in figure 5, the data is corrected for detector acceptance and 

initial-state radiation, and the dashed curve exhibits the shape of the distribution 

for the 4-parton events, in arbitrary units. 

Figure 7. Schematic representation of (a) qqg and (b) ggg 3-jet events, in the 

Webber CF model. The solid line segments indicate color indices: thus quarks ;are 

represented by single lines and gluons by double lines. The dotted ellipses represent 

color singlet clusters. For qqg events (a), clusters form bet~eenjets 1 and 3 and 

between jets 2 and 3 but not in the jet 1-2 region. For ggg events (b), clusters form 

in all the regions between jets. 
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