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Development of optoelectronic technologies based on quantum dots depends on measuring, opti-
mizing, and ultimately predicting charge carrier dynamics in the nanocrystal. In such systems, size
inhomogeneity and the photoexcited population distribution among various excitonic states have
distinct effects on electron and hole relaxation, which are difficult to distinguish spectroscopically.
Two-dimensional electronic spectroscopy can help to untangle these effects by resolving excitation
energy and subsequent nonlinear response in a single experiment. Using a filament-generated contin-
uum as a pump and probe source, we collect two-dimensional spectra with sufficient spectral band-
width to follow dynamics upon excitation of the lowest three optical transitions in a polydisperse
ensemble of colloidal CdSe quantum dots. We first compare to prior transient absorption studies
to confirm excitation-state-dependent dynamics such as increased surface-trapping upon excitation
of hot electrons. Second, we demonstrate fast band-edge electron-hole pair solvation by ligand and
phonon modes, as the ensemble relaxes to the photoluminescent state on a sub-picosecond time-
scale. Third, we find that static disorder due to size polydispersity dominates the nonlinear response
upon excitation into the hot electron manifold; this broadening mechanism stands in contrast to that
of the band-edge exciton. Finally, we demonstrate excitation-energy dependent hot-carrier relaxation
rates, and we describe how two-dimensional electronic spectroscopy can complement other transient
nonlinear techniques. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4865832]

I. INTRODUCTION

Quantum dots (QDs) have synthetically controllable
structures, resulting in tunable quantum properties.1, 2 Be-
cause of this control, QDs have been employed in a vari-
ety of imaging,3–5 quantum information,6, 7 and electronic8, 9

technologies. However, their performance in these appli-
cations is strongly affected and limited by the behavior
of excited charge carriers within the nanocrystal. Charge-
carrier surface trapping,10, 11 array transport,12, 13 multi-
exciton generation,14–17 and recombination18–21 all depend
critically upon ultrafast relaxation dynamics that are, in turn,
influenced by parameters of excitation. Previous efforts have
observed charge carrier dynamics in QDs,18, 22–28 but broad
lineshapes and ultrafast timescales complicate interpretation.
New two-dimensional optical techniques with single-digit
femtosecond time resolution and wavelength-specific spec-
tral resolution can address these questions directly, provid-
ing context for prior measurements and assisting the design
and implementation of future optoelectronic technologies.
In this study, we apply Continuum Two-Dimensional Elec-
tronic Spectroscopy (C-2DES) to probe the ultrafast relax-

a)Author to whom correspondence should be addressed. Electronic mail:
gsengel@uchicago.edu

ation dynamics and nonlinear response of the lowest three
electronic transitions in 3.0 ± 0.3 nm radius CdSe QDs.
C-2DES utilizes filament-generated white light to combine
the simultaneous temporal and spectral resolving power of
2D spectroscopy29–31 with the large bandwidth, stability, and
multi-state resolution of continuum-probe transient absorp-
tion (TA) spectroscopy.32

To probe QD dynamics in nanocrystals, various opti-
cal techniques have been used. Some methods probe the
dynamics of charge carriers and formation of biexcitons,
in particular TA,30–32, 34 (including state-selective21, 25, 26, 28, 33

and intraband24, 34–36 methods) and transient photolumines-
cent studies.37, 38 These techniques illuminate relaxation dy-
namics with great accuracy, but can convolve contributions
from many sources of disorder in nanocrystals, precluding
a detailed understanding of the distinct roles of static dis-
order, such as size polydispersity, and dynamic disorder,
such as coupling to the environment. Other methods success-
fully probe fluctuations and inhomogeneity including pho-
ton echo peak shift experiments,39–41 hole-burning,22, 42 and
2DES40, 43–46 but have been focused on the band edge or two
lowest-lying excitonic states, for which the dynamics corre-
spond mainly to hole relaxation. Recent 2DES work with
broadband pulses on smaller dots by Turner et al.44 demon-
strate electronic coherence between the two lowest lying
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excited states. Griffin et al.45 used similar 2DES measure-
ments to show that hole relaxation proceeds on the same
time scale as the electronic coherence, challenging Turner
et al.’s assignment of excitonic coherence. Finally, several
theoretical studies have shown how 2DES should be able
to probe size-dependent phonon couplings within a polydis-
perse sample.47, 48 This work examines larger dots than Turner
et al.44 and Griffin et al.45 (band-edge at ∼1.95 eV, compared
to 2.05 eV). For this reason, the excitons are more closely
spaced in energy, allowing broadband excitation to address
a larger range of transitions simultaneously, while also hav-
ing significant spectral coverage of the PL emission energy,
which causes significant differences in reported 2D spectra.
In our work, we resolve clear differences in the nonlinear re-
sponse depending strongly on excitation energy. This study
focuses on the character and dynamics of spectral features
resulting from excitation into the |X1〉 and |X3〉 manifolds,
which differ by the electronic state excited. Our 2DES ex-
periments confirm previous TA results and reveal new infor-
mation about excitation dependent lineshape and charge car-
rier relaxation to the band-edge, and subsequently to the PL
state. Coherent electronic dynamics are the focus of a separate
paper.49

The main advantage of C-2DES for our study is that it
reports dynamics as a function of the specific excitation en-
ergy (coherence energy). We present several results and con-
clusions: (1) We connect 2D measurements to previous state-
selective transient absorption work. (2) We show that hot exci-
ton cooling processes lead to increased signatures of surface
trapping, in accordance with recent literature. (3) We mea-
sure ultrafast fluctuations, oscillations, and relaxation of the
band-edge exciton to the photoluminescent state, manifesting
as peak shape change and peak shift. (4) We find clear sig-
natures of size-dependent polydispersity in the nonlinear re-
sponse upon excitation of hot electrons. And (5) we show that
the rate of electron relaxation strongly depends on excitation.
The ability to measure many of these features simultaneously
exemplifies the utility of C-2DES as a technique for screening
the behavior of QD samples.

A. Excitonic structure of quantum dots

CdSe QD electronic structure has been described with
varying levels of theory.42, 50, 51 In the simplest picture, quan-
tum confinement of charge carriers creates discrete electron
and hole excited states near the band-edge. Optical excita-
tion of a QD promotes an electron (e) to the conduction
band, leaving a corresponding hole (h) in the valence band.
Colloidal QD absorption spectra thus display distinguishable
features, which can be described by the electron and hole
state populated. These states are labeled by a principal quan-
tum number and an angular momentum state accordingly
(e.g., 1S, 2S, 1P, 1D), and a total angular momentum term
(e.g., 3/2, 1/2). Figure 1(a) shows the first four hole and two
electronic states. Due to selection rules, only certain allowed
electron hole-pairs (excitons) are created upon excitation. We
label these states according to previous convention.21, 44 The
two lowest energy excitons, |X1〉 and |X2〉, correspond to

FIG. 1. (a) The manifold of hole and electron states that form the excitons
probed in this experiment (names derived from the multiband effective mass
approximation method).42 Upon excitation these states form. (b) Four weakly
bound electron-hole pairs, labeled |X1〉 to |X4〉. (c) The ultrafast pulse spec-
trum used to interrogate the system is plotted with the absorption spectrum
of zinc-blende CdSe QDs (r = 3.0 ± 0.3 nm). The center positions of a five
Gaussian fit are indicated in orange, yellow, green, and blue vertical lines,
in good agreement with previous work for dots this size.23 Reprinted with
permission from Caram et al., J. Phys. Chem. Lett. 5, 196 (2013). Copyright
2013 American Chemical Society.

1S3/2(h) → 1S(e) and 2S3/2(h) → 1S(e), respectively. |X3〉 cor-
responds to 1P3/2(h) → 1P(e), states which differ in both hole
and conduction bands. The fourth, 2S1/2 → 1S(e), represents
a split-off band. In Figure 1(b), we illustrate these states form-
ing the four lowest energy excitonic states.

In this study, we probe the multiple excitonic states in
a single ensemble of zinc blende quantum dots (r = 3.0
± 0.3 nm). We show a transmission electron micrograph, an
x-ray diffraction spectrum, and a histogram displaying the
size-distribution in Figures S1(a)–S1(c) in the supplementary
material.52 Figure 1(c) shows the room-temperature, ground-
state absorption spectrum of our QD sample. Based on pre-
vious assignments,23, 53 we fit a five-Gaussian function for
|X1〉 through |X5〉, corresponding to the approximate transi-
tion energies of the five lowest energy excitons, with good
agreement to reported parameters for QDs of this average
size.23, 54 In this preparation of quantum dots, the two low-
est energy excitons are not well-resolved in the linear ab-
sorption spectrum due to the small energy difference be-
tween states and ∼10% radial polydispersity. We thus focus
mostly on the dynamics of the band-edge exciton (|X1〉) and
the well-separated 1P3/2(h)→1P(e), state (|X3〉). We also plot
the photoluminescence (PL) laser pulse spectrum, showing
near uniform overlap with the spectral response of the system
(Figure 1(c)). The fifth transition is centered outside the laser
bandwidth and thus is not excited.
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B. Femtosecond nonlinear spectroscopy
of quantum dots

Valence and conduction (photexcited electron and hole)
bands each exhibit different densities of states near the band
edge, allowing the respective charge carriers to undergo dif-
ferent relaxation pathways.42 In the hole (valence) manifold
of CdSe QDs, the close energy spacing of the states permits
fast relaxation via coupling to ligand, acoustic, and optical
phonon modes.24, 25, 32, 39, 42, 55–58 Electron-hole correlated pro-
cesses play a larger role in electron relaxation than in hole re-
laxation both due to the sparser density of states for electrons
near the band edge, as well as due to angular momentum con-
siderations. For example, electrons have been reported to re-
lax via an Auger-like mechanism,19, 32, 56, 59 in which electron-
hole wavefunction overlap allows electrons to transition while
simultaneously exciting a hole in the valence band. This pro-
cess is thought to occur due to anomalously fast band-edge re-
laxation for these states, not permissible via phonon or acous-
tic modes, as well as size dependent studies which shows
faster decay with smaller particles, a function of increased
electron/hole wave function overlap.21, 25, 26, 36, 59

Within an ensemble of colloidal QDs, size and shape
polydispersity creates a range of possible transitions in the
electron and hole manifolds, broadening all features. To un-
derstand and control charge carriers, we must spectroscop-
ically distinguish the exciton states and their corresponding
dynamics. However, resolving these states with time-resolved
absorption and fluorescence spectroscopies is confounded by
inhomogeneous broadening from finite nanocrystal size dis-
tributions and excitation into mixed-character excited states,
which obscure and convolve transient features even in the
most monodisperse nanocrystal preparations.

To model the role of size inhomogeneity on absorption
linewidth, we consider the excitation using the particle-in-a-
sphere potential.51 This approach is suitable for the first three
optical transitions but neglects valence and conduction band
mixing and angular momentum, which must be treated us-
ing more detailed models.50, 60 In this simple approach, the
energies of the optical transitions, E, are approximately pro-
portional to 1/r2, where r is the QD radius. For simplicity,
we assume a Gaussian distribution of radii to derive a state-
dependent inhomogeneous lineshape. These approximations
result in a skewed Gaussian profile for energies represented
with the following equation:

P (E) = exp

(
− r2

0

(√
�Ea/E − 1

)2

2σ 2

)
, (1)

where r0 and σ are the mean and the standard deviation of
the particle radius distribution, respectively, and �Ea is the
difference between the exciton energy and the band-gap en-
ergy. For this size distribution, the full width at half maximum
(FWHM) is both state- and size-dependent and is given by

FWHM = 2
√

2 log 2
2�Eaa

3
0σ(

a2
0 − 2 log(2)σ 2

)2 , (2)

which is similar to an expression derived by Klimov.53 The
important aspect of this distribution is that the degree of inho-

mogeneity depends on both the polydispersity of the sample
and the energy of the individual excited state relative to the
band gap. In QDs, this simple relationship implies that radial
inhomogeneity will result in broader lineshapes for higher en-
ergy exciton states. Furthermore, at higher energies, the states
become completely overlapped, not permitting direct excita-
tion to a specific manifold. Figure S1(d) in the supplementary
material52 shows Eq. (1) for the first three states for the size
distribution used in this study, illustrating the differential in-
homogeneous linewidths for the first three excitonic states.

We employ 2DES to study the three lowest energy ex-
citon states in an ensemble of QDs. 2DES excels at prob-
ing coherent and incoherent dynamics in spectrally inho-
mogeneous systems.31 The origin of features in 2DES can
best be explained using perturbation theory, with each term
of the perturbative expansion represented by a double-sided
Feynman diagram. Three electric fields act on the sample in
sequence, with time differences denoted τ , T, and t. Each
Feynman diagram illustrates how these resonant electric field
interactions yield excited and ground state populations and
coherences within the density matrix formalism. Figure 2 il-
lustrates diagrams that can be used to explain spectral features
in 2D experiments. For simplicity, we only show rephasing
diagrams (τ > 0), though this study focuses on combined
2D spectra which include both rephasing and nonrephasing
pathways, for comparison to previous TA work.30, 61 There
are several different signals which give rise to features in
2DES. Ground state bleach (GSB) results from system evo-
lution in the ground state during T, while stimulated emission
(SE) results from system evolution on the excited state prior to
electron-hole recombination. The third, excited state absorp-
tion (ESA), arises from excitation of a second electron-hole

FIG. 2. Double-sided Feynman diagrams for the rephasing (τ > 0) signal in
2DES of QDs. Each red arrow represents an electric field interaction, which
perturbs the system and puts it into a population or coherent state of the den-
sity matrix for the time period specified on the top left. For (a) and (b), when
|Xa〉 = |Xb〉, the signal appears on the diagonal of the 2D spectrum. If |Xa〉
�= |Xa〉 the signal appears on a cross-peak. For both cases, a signal arising
from pathway (c) will result in a negative signal in a position shifted by the
biexciton binding energy. Pathway (d) represents energy transfer, which also
yields cross-peaks off the diagonal.
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pair by the third pulse. By convention, GSB and SE are posi-
tive signals, while ESA is negative. During electron and hole
relaxation to the band-edge, SE and ESA cross-peak sig-
nals will grow during the waiting time while the GSB sig-
nal remains static, as shown by the population relaxation
Feynman diagram (Figure 2(d)). Due to broadband excita-
tion, additional pathways involving coherences between ex-
cited states, contribute to the signal when state |Xa〉 �= |Xb〉.
Electronic coherences may contribute strongly to the early
time (T < 200 fs) signal,44 while vibrational/phonon coher-
ences periodically modulate the signal for picoseconds.57, 58

Furthermore, various mixed-biexcitonic states are possible,
especially at early times prior to charge carrier relaxation to
the band-edge.33, 40

II. EXPERIMENTAL METHODS

A. Continuum two-dimensional electronic
spectroscopy

Many excellent reviews extensively discuss the imple-
mentation of broadband 2DES.31, 62–66 In brief, three laser
pulses are focused to a common point in the sample and a
signal field is emitted in a unique phase-matched direction (ks

= −k1 + k2 + k3). The time separation between the first two
pulses (the coherence time, τ ) puts the system into an optical
superposition between the ground and excited states. After
interaction with the second pulse, the system evolves on the
excited or ground state, or in a coherence between excited
electronic or vibrational states for a waiting time, T. The third
pulse puts the system into a second optical coherence from
which a signal is emitted in a phase-matched direction after
a time t.

Continuum 2DES extends this technique by introduc-
ing filament generated “white light” as a laser source to tra-
ditional 2DES. This source generates similar bandwidth to
the broadest implementation of non-collinear optical para-
metric amplification used in broadband 2DES.44, 66 To gen-
erate continuum, we focus the 4 W, 5 kHz, 38 fs FWHM
output beam of a Legend Elite Ti:sapphire regenerative am-
plifier (Coherent Systems, Inc.) into 2 atm argon gas, produc-
ing 450–900 nm pulses (stability 0.4% SD/mean, measured
at 10 Hz). We then select a portion of the continuum (525–
700 nm) and temporally compress it using the Multiphoton
Intrapulse Interference Phase Scan (MIIPS) method67 with in-
strumentation from Biophotonics Solutions. Using TG-FROG
and MIIPS autocorrelation (Figures S2(a) and S2(b) in the
supplementary material),52 we measure a pulse durations of
∼8–10 fs. C-2DES addresses the enhanced nonlinear dis-
persion that affects such broadband pulses by using an all-
reflective redesign of the 2DES system to collect distortion-
free, spectrally broad 2D spectra (Figure S2 in the supplemen-
tary material).52 We employ angled, motorized delay stages
to generate precise sub-fs optical delays (further experimen-
tal details of the apparatus are in the supplementary material
including Figure S2).52 Each delay stage is calibrated using
spectral interferometry.68

This signal field is then heterodyned with a reference
pulse (set ∼1 ps after beam 3 and attenuated three orders of

magnitude) and detected and frequency resolved with a com-
mercial Shamrock spectrometer and Newton camera (Andor
Technology, Inc.). At each τ , we collect an interferogram on
the camera in ωt, as well as several reference signals for scat-
ter subtraction. We generate an individual 2D spectrum by
scanning beams 1 and 2 from −60 to 80 fs in steps of 1 fs
for each waiting time T, producing spectra from 0 to 1000 fs
in steps of 5 fs. To generate a 2D spectrum, we first Fourier
transform over ωt to create a t vs τ plot. We then apodize
the signal in the t domain with a 300 fs window function to
eliminate scatter and homodyne components. To generate the
final ωt vs ωτ plot, we Fourier transform over both domains,
zero-padding by a factor of 2 in the ωτ domain. The ¯ωτ axis
is the coherence energy axis, and represents where the sys-
tem absorbed light, while the ¯ωt axis the probe axis, which
describes the fate of that excitation. The experiment was re-
peated several times with very similar results (Figure S6 in
the supplementary material). Solvent-only spectra were taken
for comparison, contributing 10% of the signal at T = 0, and
negligible signal by T = 20 fs. To avoid non-resonant sol-
vent signals, all analysis is performed for signals after the first
20 fs. Photon flux is adjusted such that fewer than 0.3 ex-
citations per QD are expected, implying that the experi-
ment operates predominantly in the single exciton manifold
(14 nJ/pulse, 100 μm diameter beamwaist, and sample OD
of 0.3 at 630 nm).43, 53 Control experiments with 2× higher
power (Figure S3 in the supplementary material)52 show no
visible differences indicating that we are observing minimal
multi-exciton effects. Zinc-blende CdSe QDs were synthe-
sized following the procedure established by Chen et al.54

Size and crystallinity of the QD samples was examined using
transmission electron microscopy and powder x-ray diffrac-
tion. More information is provided in the supplementary ma-
terial and Figure S1.52

B. Phasing to pump-probe

After scatter subtraction and Fourier windowing, each in-
dividual spectrum is phased to separately collected broadband
pump-broadband probe data.64 Phasing enables the assign-
ment of the sign of peaks in 2D spectra to ESA, GSB, and SE
pathways, as understood in TA literature. Spectrally resolved
continuum-pump continuum-probe spectra were collected for
each waiting time. The 5 kHz pump beam was chopped at
2.5 kHz, and pump-probe and probe-only spectra were col-
lected on a high-speed line scan camera (Horiba). TA spectra
were acquired for all time delays corresponding to the waiting
times of the 2D spectra. Applying the projection-slice theo-
rem, we fit the projection of the real part of the 2D spectrum
onto the ωt axis to the TA spectrum69 using

PP (T , ωt )

= Re

{
A

∫ ∞

−∞
S2D(ωτ , T , ωt ) exp

(
iφ + i(ωt − ω0)tc

+ i(ωt − ω0)2t2
q + i(ωτ − ω0)τc

)
dτ

}
, (3)

where A, φc, tc, tq, and τ c are slight corrections to the mea-
sured timings and phase between each electric field. We show
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the results of a typical fit in Figure S4 in the supplementary
material.52

III. RESULTS AND DISCUSSION

A. Features in 2D spectra of QDs

In Figure 3(a), we show a sequence of two-dimensional
spectra taken at T = 20, 80, and 600 fs. In the supplementary
material,52 we include a movie of the data to show the over-
all dynamics. 2D spectra of QDs show several unusual fea-
tures, not commonly observed in 2D spectra of molecules and
supramolecular complexes. QDs do not show a strong perma-
nent signal on the diagonal at early times. Instead, signatures
of ESA strongly modulate the observed lineshapes. At early
times, the signal appears more structured as mixed higher en-
ergy biexcitons and electronic coherent signatures contribute
to the signal.33, 46 As time progresses, the excitons quickly re-
lax to the band-edge, resulting in more static lineshapes. Fur-
thermore, due to continuous absorption above the band-edge,
the signal appears spread across both the coherence energy
and probe dimensions, rather than in clearly definable diago-
nal peaks and cross-peaks, especially at longer waiting times.
Fast relaxation also broadens lineshapes along the coherence
frequency dimension.

To understand these spectra, we turn to the large body
of transient absorption literature studying QD dynamics, sig-

nals, and lineshapes as well as to more recent work using
2DES. In Figure 3(b), we illustrate the connection between
2DES and state-resolved, TA spectroscopy, as explicated by
several groups.29, 30, 44, 61, 70 Both 2DES and TA explore the
same nonlinear processes. In the pump-probe experiment, the
pump pulse initiates dynamics for a specific state (via nar-
rowband excitation), and a probe pulse interrogates the non-
linear response of the system after a certain time, generat-
ing a one-dimensional spectrum for each delay. 2DES utilizes
two broadband pump pulses, which together encode the op-
tical frequency of excitation into the sample as demonstrated
in the Feynman diagrams shown in Figure 2. 2D spectra are
collected at different waiting time delays, tracking charge
carrier relaxation via changes in signal amplitude. In a 2D
spectrum, cuts, or slices, through the spectrum at specified
coherence energies represent a similar signal to a single tran-
sient absorption spectrum for a given value of T and a given
narrowband input (a “pseudo TA spectrum”). Therefore, a se-
ries of slices at specified times resolve the dynamics of a spe-
cific state or sub-ensemble. As can be seen in Figure 3, as-
pects of the nonlinear response vary significantly depending
on the coherence energy. This simple “pump-probe” interpre-
tation of 2DES is sufficient for consideration of charge-carrier
relaxation in 2D spectra of colloidal QDs, although it neglects
oscillatory contributions to the spectra from coherent dynam-
ics invisible to state-resolved, pump-probe experiments as
discussed above.71 We illustrate how these features can be
compared to previous TA work and notation in Figure S5 of

FIG. 3. (a) A time progression of 2D electronic spectra illustrating the evolution of features over time. At early times, the 2D spectrum shows several distinct
features and decreased amplitude at higher energy excitation. As time progresses, the features become smoother, as the system relaxes to the band-edge, with
very little change after 500 fs (movie in supplemental information52). (b) The pulse sequences for pump-probe and 2D spectroscopy are diagrammed, showing
the analogous time delays. (c) A 2D spectrum from which pseudo transient absorption slices can be extracted for T = 100 fs by plotting the signal for a specific
coherence energy. The dotted line represents the position of the peak of the photoluminescent state. Depending on the initial state excited, different positive and
negative features appear below the PL state.
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FIG. 4. Explanation of the origin of positive and negative features at T = 900 fs, after excitonic relaxation to the band-edge. Half arrows represent electrons,
while circles represent holes. “Dotted” electrons and holes represent the final state of the charge carrier. Red arrows represent the relaxation process. The change
in response between different input energies illustrates the dynamic relaxation processes from |X2〉 and |X3〉 to the band edge. For |X2〉, hole relaxation proceeds
quickly and outcompetes surface trapping. Excitation into |X3〉 results in more highly excited holes after electron relaxation, which can either relax to the band
edge, resulting mostly in stimulated emission, or can be trapped at the surface, which results in more excited state absorption (creation of second electron-hole
pair by the probe beam).

the supplementary material.52 Coherent dynamics are the sub-
ject of a separate publication.49

The primary difference between different TA
“slices” upon relaxation to the band-edge (completed in
<1 ps)13, 32, 35, 59 appears at and below |X1〉 (∼1.93 eV).
Figure 3(b) illustrates that initial excitation into |X1〉 and
|X2〉 yield a positive GSB and SE nonlinear response.
Excitation into |X3〉 shows a negative signature below the
band-edge, overlapping the spectral location of the PL
state. In Figure 4, we explicate the origin of this change
in nonlinear response following the scheme proposed by
Sewall et al.33 Hot electrons (excitation into |X3〉) relax via
an Auger-like mechanism, with electrons transferring energy
to holes. This relaxation yields a highly excited hole state
which subsequently relaxes through its manifold to the band
edge. During this relaxation, surface trapping can compete
with relaxation to the band-edge. A surface-trapped exciton
has a weak oscillator strength,72 reducing the stimulated
emission pathway compared to the ESA pathway. ESA
yields a negative signal at and below the band-edge due
to the biexciton binding energy.73 Some excited holes can
reach the band-edge during this time, creating a stimulated
emission peak that outcompetes the ESA signal at higher
probe energies. Initial excitation into |X1〉 and |X2〉 relax
quickly to the band-edge showing less surface trapping, and
thus present mostly positive signatures at and below the
band-edge. We cannot estimate the biexciton binding energy
because the 2D signal is partially convolved with the laser
pulse spectra, which peaks in the red part of the spectrum
yielding stronger signals in that region. However, it appears
that at higher excitation energies, the relative difference
between the locations of the band-edge SE peak and of
the ESA peak grows in magnitude, suggesting differential
binding energy within the ensemble of QDs.

Resolution of the coherence energy (“pump” energy) il-
lustrates that initial excitation into |X3〉 yields a consistently
negative feature below the band-edge in this particular QD en-

semble. As the excitation transitions from primarily excitation
of |X1〉 and |X2〉 to |X3〉, this negative feature grows in, con-
clusively showing a crucial state-dependent difference in the
nonlinear response. Better surface passivation or more uni-
form structures may minimize relaxation through this path-
way. Furthermore, recent work on aged CdTe QDs has shown
long-lived ESA below the band-edge signatures indicative of
increased surface trapping.74 This ESA feature is implicated
as the primary challenge for creation of efficient QD lasing
materials10, 18 and is clearly resolved in C-2DES spectra only
upon excitation into higher lying electronic states.

B. Lineshape changes of the band-edge exciton

2DES resolves 2D lineshapes, which indicate differ-
ent sources of excitonic disorder. Diagonally elongated line-
shapes indicate correlation between coherence and probe en-
ergy, i.e., inhomogeneous broadening. In contrast, round,
symmetric lineshapes indicate energetic fluctuations that
occur during T, which result in a “loss of memory” of the
energy of the excitation.31 We observe distinct spectral signa-
tures of inhomogeneity depending on the energy of excitation.
Figure 5(a) shows a C-2DES spectrum from waiting time
T = 1000 fs, after hot excitons have relaxed to the emissive
state.21, 53 The slope of a feature and its dynamics report on
the interaction of that state with its environment. A persistent
diagonal slope demonstrates static disorder, which is usually
attributed to size polydispersity in QDs. Features that change
in slope as waiting time advances indicate the presence of dy-
namic disorder, where a spectral feature evolves from a diag-
onally elongated shape to a rounder shape over time as the ex-
citon samples more configurations of the local environment.
In the supplementary material,52 we include a movie of the
progression of two-dimensional spectra, emphasizing the
band-edge feature |X1〉 and the |X3〉/|X1〉 cross-peak feature.

In Figure 5(b), we focus on the change in slope of
the band-edge feature as highlighted in Figure 5(a). Fast
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FIG. 5. (a) 2D spectrum of CdSe QDs taken at T = 1000 fs. (b) We plot
the position of the vertical apex of the band edge feature for several waiting
times as described in the text. The change in the slope of this feature repre-
sents different processes that introduce static and dynamic disorder into the
QD ensemble. To better show the change of slope, we subtract the minimum
probe energy for each feature. (c) The slope of the band-edge exciton starts
with a slope greater than 1 and relaxes to an equilibrium value estimated to be
∼0.5 with an exponential time constant of 332 fs, indicating ligand/phonon
solvation of the band edge exciton as it relaxes to the PL state. The slope
change is a direct measure of peak shape change as the system loses memory
of its initial excitation.

processes involving solvation and phonon excitation dominate
the dynamics governing relaxation of the band-edge exciton
|X1〉, and have been extensively characterized.25, 42, 45 To ex-
tract the slope of |X1〉, we find the frequency of the apex of
the feature along the probe energy domain, ¯ωt, for a range of
coherence energies ¯ωτ , within the inhomogeneous linewidth
of |X1〉 as defined by Eq. (2). We then plot the extracted fea-
ture apex for a range of waiting times to quantify the peak
shape change in analogy to the center line slope method from
2D infrared spectroscopy.75 Fast spectral diffusion processes
cause the peak slope to evolve from an initially diagonally
elongated lineshape (slope > 1) to a value of 0.5 over the
first picosecond. In Figure 5(c), we plot the total slope of the
feature as a function of waiting time. Fitting to a single expo-
nential starting at T = 40 fs (after large initial oscillation), we
observe that relaxation occurs in 332 ± 39 fs, indicating rapid
loss of memory of the initial excitation in the band-edge ex-
citon. This relaxation process is slightly slower than previous
photon echo peak shift results which measured the exponen-
tial lifetime of the relaxation to be on the order of 150–200 fs,
with other faster components, though these methods did not
span the photoluminescent state.39, 41 The lack of persistent
diagonal elongation in this peak shows that dynamics of the
transition to the emissive state from |X1〉 are not strongly size

dependent and are driven by dynamic disorder. Environmental
fluctuations on a sub-picosecond time scale cause consider-
able energetic fluctuations of the band-edge exciton. Possible
sources of this dynamic disorder include coupling to optical
and acoustic phonon modes, coupling to vibrational modes of
surface ligands, and solvent polarization. Further experiments
varying these parameters are needed to conclusively assign
the origin of the dynamic disorder.

The dynamics of |X1〉 are shown in greater detail in
Figure 6. The slope change indicates dynamic broadening
of the peak, i.e., loss of memory of the excitation energy.
At the same time, energetic relaxation also manifests as the
peak shifts downward in an excitation-dependent manner. To
describe this process, we use the term “solvation,” when the
environment (solvent, ligands, phonons) interacts with the
transition dipole created by the new electron-hole pair. To il-
lustrate the solvation of exciton |X1〉, we examine the apex
probe energy (the line traced out by plotting the energy of
the apex of each vertical slice through the feature) for several
waiting times over this feature in Figure 6(a). In Figure 6(b),
we show all of the apex probe energies for this feature, which
illustrate several different peak shape and position changes.
In Fig. 6(c), we highlight the downward frequency shift of
this peak for several values of coherence energy, ¯ωτ , demon-
strating that the rate of solvation correlates to the coherence
energy. The blue edge of the exciton decays to its equilibrium
value at half the rate of the central part (251 fs compared to
133 fs, as shown in Figure 6(b)). The total shift (estimated
from the middle of the feature) is approximately 20 meV, in
good agreement with the shift between the center of the band
edge exciton |X1〉 and the peak of the PL state. We therefore
assign the final relaxed state as the PL state. Furthermore, we
observe the presence of an oscillatory signal on the red-edge
of the feature. We plot the oscillation and its Fourier trans-
form in Figure 6(d). The dominant frequency observed is that
of the LO phonon mode at 208 cm−1. The oscillatory signal
provides further experimental evidence that the LO phonon
mode modulates the frequency of excitation, rather than the
amplitude, as discussed in Sagar et al.58 This oscillation in-
dicates that the phonon mode modulates the energy gap be-
tween ground and excited state, rather than the strength of
the transition (via non-Condon coupling between vibration
and transition dipole). Energy fluctuations (as measured by
the change in slope) and total reorganization (as measured by
the frequency shift) are consistent with a fast environmental
response to excitation into |X1〉.

The dynamics of the PL state are crucially important for
optical applications of QDs. Interestingly, we observe that de-
spite our polydisperse sample, the dynamics of the PL state
are determined by fast, homogeneous broadening processes.
Such processes are evident in the combination of a downward
energy shift and slope change in the band-edge exciton fea-
ture, which indicate dynamic “solvation.” The red edge of the
PL signal includes large members of the QD ensemble and
small particles in favorable (low energy) “solvation” environ-
ments. The blue edge contains small QDs and large particles
in high energy solvent configurations. As time progresses, the
ensemble of QDs sample more environments, broadening the
peak which manifests as a slope change. However, the overall
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FIG. 6. (a) Apex probe energy from the band-edge plotted for different waiting times superimposed on the feature at 400 fs. Waiting times are color-coded
and indicated on the right side of the figure. The white arrows represent the relaxation of the feature for a given input energy. (b) The full matrix of apex probe
energies for the band-edge exciton reported in Figure 5 illustrates the lineshape change during waiting time. One can see a large difference between waiting
times, and across different coherence energies. (c) Traces taken from the lines 1–3 are shown in (b), which represent the frequency shift for different input
coherence energies. Colored dots represent the points corresponding to the colored curves in part (a). Each trace shown is fit to single exponential, starting at
40 fs, illustrating that different rates of energetic relaxation arise depending on the initial solvation environment. The middle of the feature relaxes a total of
∼20 meV with a lifetime of 133 fs, indicating fast solvation via phonon and ligand modes. (d) Trace 4, from the red edge of this feature demonstrates clear
oscillation which indicates modulation in the peak location by phonon modes. Below, the power spectrum resulting from the Fourier transform of the trace
shown, showing the longitudinal optical phonon frequency (208 cm−1).

downward shift shows that upon excitation, the environment
responds to the excited state environment (the charge distri-
bution) leading to the red-shifted PL state. Such a response
is, in essence, a Stokes shift. Because of this dynamic disor-
der, QD samples have narrow optical gain profiles in the band
edge exciton despite size inhomogeneity. Tuning the coupling
strength to solvent coordinates has already been accomplished
via the development of core-shell materials and the imple-
mentation of surface passivation.36, 76 Controlling dynamic re-
sponse may facilitate the development of new optoelectronic
properties for QD samples, such as tuning the laser gain or
creating quantum coherence.44

C. Lineshape upon initial excitation into |X3〉
Figure 7 demonstrates the positive SE/GSB cross-peak

that reports the behavior of QD excited state population that
is excited into |X3〉 and subsequently relaxes into the band
edge. As discussed previously, the growth of this feature re-
ports on the relaxation of a hot electron through an Auger-
like channel and subsequent relaxation of the corresponding
hole through the valence band manifold to the band edge.21, 59

For comparison, we plot the same metric reported in

Figures 5(b) and 5(c) for this feature in Figures 7(b) and 7(c).
The SE/GSB shows minimal slope change over the first 1000
fs, identifying that size-dependent static disorder dominates
the nonlinear response after initial excitation into |X3〉. Be-
cause of the differential inhomogeneous broadening between
two states as discussed previously, the model described in
Eq. (1) predicts that the cross-peak between an initial state
|Ei〉 and final state |Ef〉, located at spectral coordinates ¯ωτ

= E(|Xi〉) and ¯ωt = E(|Xf〉), should have a slope equal
to �Ei/�Ef if the nature of the coupling is size-dependent.
The slope of this feature is ∼0.5, which matches the ex-
pected slope for size-dependent coupling, as described above
(�E1/�E3 = 0.5). These results indicate that, during electron
relaxation from P(e) to S(e), static disorder due to the size
distribution of the QD sample strongly manifests itself in the
photoresponse of QDs excited in this spectral region. 2DES
resolves this size distribution within an ensemble along with
the behavior of conduction band charge carriers.

D. Dynamics upon initial excitation into |X3〉
The feature slope and position does not change dur-

ing charge carrier relaxation; we therefore focus on the
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FIG. 7. (a) 2D spectrum of CdSe QDs taken at T = 1000 fs. (b) We plot
the position of the vertical apex of the electron relaxation for several waiting
times as described in the text. The change in the slope of this feature rep-
resents different processes that introduce static or dynamic disorder into the
QD ensemble. To better show the change of slope, we subtract the minimum
probe energy for each feature. (c) The feature plotted represents the cross-
peak arising from hot electron relaxation and shows a constant slope of 0.5
across multiple population times, consistent with the ratio of size-dependent
inhomogeneous broadening between |X3〉 and |X1〉.

amplitude change of this feature as a function of T in
Figure 8. Figure 8(b) shows the amplitude of the feature apex
for several specific points along the inhomogeneous band-
width |X3〉/|X1〉 cross-peak as pictured in Figure 8(a). The
trace follows a monoexponential decay with oscillations and
noise modulating the signal. These oscillations are the sub-
ject of a separate paper49 discussing coherent evolution of
electronic and phonon states. After an initial large oscilla-
tory period, the feature decays at different rates depending
on initial excitation energy. Such inhomogeneous rates can-
not be readily resolved by pump-probe spectroscopy; non-
linear methods such as Multiple Population Period Transient
Spectroscopy (MUPPETS) have been designed specifically to
probe such dynamics.77, 78 Here, we use the echo effect in
2D spectroscopy to partially isolate different decay rates. In
Figures 8(c) and 8(d), we observe that at higher excitation
energies, the decay rate is significantly slower than it is at
lower excitation energies, varying from 80 to 320 fs across
the inhomogeneous bandwidth of the feature. We plot the
decay rate across the ensemble in Figure 8(c). The center
of the bandwidth (the peak of the |X3〉 feature) decays at a
rate of 167 fs, consistent with previous measures for dots
of this size.21, 59 However, at higher excitation energies, we
observe slower relaxation, emphasized in Figure 8(c). This

FIG. 8. (a) 2D spectrum taken at T = 870 fs, with the electron relaxation
stimulated emission feature from which the amplitude relaxation is taken is
highlighted with an arrow. (b) The waiting-time dynamics amplitude of the
highlighted feature shown represented in part (a) with an arrow. To orient
the reader, we show the same arrow on the y-axis. (c) Several color-coded
traces representing waiting time charge-carrier relaxation, which are taken
from colored points shown in (a), and highlighted in (b). As is shown, the
dynamics vary across the feature, with center of the feature showing good
agreement for electron relaxation measured for particles of this size. (d) The
fit results are plotted across for all of the coherence input energies defined by
the arrow in Figure (a), showing a range of relaxation time-scales across the
bandwidth of the response. The error in each fit is represented by the gray
shaded area.

trend runs counter to the trend expected for size alone. The
red-edge of the feature represents large dots, while the blue-
edge represents small dots within the polydisperse ensemble.
As the charge-carrier Auger-like relaxation process suggests,
smaller dots should show faster decay rates than larger dots,
the opposite of the trend reported. We assign this discrepancy
to multiple simultaneous relaxation processes; an Auger-like
electron relaxation followed by hot hole relaxation to the
band-edge state. In this way, while the average relaxation is
size-dependent (in accordance previous TA work), “hotter”
excitons in an ensemble will decay more slowly to the band-
edge as they have to dissipate more energy. Thus, the rate
of exciton relaxation varies both by state and by excitation
within the state. In the future, analysis of different sized and
more monodisperse QD preparations can help address this
discrepancy.

IV. CONCLUSIONS

We demonstrate that C-2DES can complement TA
studies, resolving inhomogeneous nonlinear response and
charge-carrier relaxation. C-2DES provides context for TA
measurements even in cases where the dynamics can be re-
solved with TA experiments. For example, in cases where the
dynamics are highly heterogeneous, broadband TA, and even
state-selective methods may integrate over multiple compet-
ing signals, resulting in complicated and perhaps contra-
dictory results. In quantum dots, heterogeneity across the
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ensemble makes 2DES an ideal method for resolving these
signals, showing size-dependent heterogeneity (as seen in the
|X3〉 SE lineshape) and input energy dependent relaxation and
solvation (such as the band-edge lineshape change, and |X3〉
electronic relaxation). However, 2DES also has several draw-
backs. For example, broadband excitation leads to convolved
transient relaxation and coherent oscillations, adding signifi-
cant uncertainty to estimates of timescales. Furthermore, the
experiments require spectral and interferometric timing sta-
bility over longer acquisition times. In concert, both tech-
niques can provide context and rigor to peak assignments not
available separately.

In summary, C-2DES is used to examine the spec-
tral signatures of charge carrier relaxation in semiconduc-
tor nanocrystals. We show that in colloidal QDs, we can
resolve state-dependent effects on hot exciton cooling pro-
cesses, showing signatures of differential surface trapping
likelihood as a function of initial excitation. Furthermore,
we show that the shape and position of the band-edge ex-
citon shift as a result of dynamic interactions with the lig-
and/phonon bath as the exciton relaxes to the PL state on
a ∼330 fs time scale. In contrast, excitation into the hot-
electron manifold shows size-dependent inhomogeneity in the
peak shape of its nonlinear response. Finally, we illustrate
differential rates in electron relaxation depending on initial
excitation energy. These rates indicate that higher-energy ex-
citation shows slower exciton cooling, within a specific exci-
tonic state. These observations suggest that polydispersity and
bath coupling can be used as independent tuning parameters
for electron and hole behavior, respectively, when engineering
novel QD technologies.
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