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Abstract

Rational Design of Genetic Circuits and Biological Modules

by

Mika Tei

Joint Doctor of Philosophy with University of California, San Francisco

in Bioengineering

University of California, Berkeley

Professor Adam Paul Arkin, Chair

Synthetic biology has exploited genetic engineering technology and sys-
tems theory to decipher the nature of interactions and apply the knowledge
towards design and manufacture of new biological functions. Engineering
biological systems with new functions has many promising applications
in bioenergy, medicine, and natural computing. In this work, I designed
and implemented various biological circuits in microbes, and evaluate func-
tions of the systems both theoretically and experimentally through compu-
tational modeling and quantitative measurement of cellular dynamics. In
the first chapter of this dissertation, I provide the comprehensive view of
synthetic biology explored at three abstraction levels–at metabolite level,
gene level, and community member level–and how those levels are inter-
connected to each other. In the second chapter, the design and implemen-
tation of a tunable delay-generating circuit for biocomputing purposes is
discussed. Delay is an important building block in biological circuits to con-
struct dynamic regulatory networks such as pulses, oscillations, and time-
derivative calculations. At the end of the second chapter, the limitations
of single cell engineering are raised, which motivates me to investigate on
the resource constraints on the host processes and synthetic pathways in
the third chapter. For bioenergy applications, it is desirable to divert en-
ergy spent on native or housekeeping gene processes to synthetic pathways
to maximize product yield. In our published work, we show that the use
of a sequence-dependent endoribonuclease, mazF, can funnel intracellular
resources to a synthetic circuit and increase production of a high-valued
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metabolite via the programmed degradation of non-circuit mRNA. In the
fourth chapter, we analyze intercellular gene regulation in spatial configura-
tion. To validate the theoretical framework, we engineer two strains of cells
for a synergistic behavior, and elicit bistable contrasting pattern formation.
Synthetic ecology, where cells work in cooperation to achieve more complex
social behavior, is critical for advancing the capabilities of synthetic biology
to implement an ecological function above the level of one organism. In
the final chapter, I develop gene expression tools enabling the use of more
diverse microbes. In this project, we create a registry of well-characterized
gene regulatory elements for predictable heterologous gene expression in
diverse bacterial hosts, including plant pathogens, plant-growth promot-
ing, and bioremediation bacteria, using fluorescence-activated cell sorting
and high-throughput sequencing. The large amount of sequencing data also
enables statistical modeling of regulatory elements to design a pathway de
novo with a set of desired gene expression levels. I believe that the find-
ings described in this dissertation will be useful in advancing various ap-
plications of synthetic biology in agriculture, medicine, and bioenergy. For
example, the resource allocation by mazF has further utility in bioenergy
production when incorporated in polyclonal or differentiated population.
One key challenge in translation of synthetic biology research to real world
applications is the high mutation rates and escape mutants that typically
result from engineering a large synthetic pathway in a single host. This is
due to the selection pressure from high metabolic load. The findings de-
scribed in this work will help inform engineering of microbial communities
to carry out distributed cell behavior, so that each member produces part of
the overall pathway and passage intermediates to neighboring members for
complete production. This circumvents selection risk while still delivering
high product yields. Another compelling application of synthetic biology is
to optimize probiotic microbes for production of high-utility metabolites in
plant symbiosis and human gut microbiota for applications in agriculture
and healthcare. Expansion of gene expression tools and parts development
in diverse microbes will accelerate exploitation of the probiotic strains to
enhance their beneficial activities in the environment.
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Preface
Synthetic biology has grown tremendously since the first creation of bio-
logical circuits in the form of a genetic toggle switch (Gardner et al., 2000)
and biological clock (Elowitz et al., 2000). The synthetic biology toolbox
has been greatly expanded and complexity of circuit implementation has
been advanced, to realize sequential logic computation and proportional-
integral-derivative controller (Chevalier et al., 2018), .
Starting from as simple as programming single gene expression, the frame-
work of systematic characterization and rational assembly of biological
parts to perform a desired function has extended to larger scales such as
genomic, intercellular, and ecological levels. Just as consumer electronics
saw a huge boom after the invention and commercialization of the first in-
tegrated circuit in 1949, I believe that synthetic biology is at the doorstep
of this important phase of developing a programmable and extensible plat-
form to serve as "biological integrated circuit". I describe several projects
within this dissertation that is a step towards this goal.
Progress in synthetic biology is rapid and it is a very exciting time to be
in the field. We can look forward with anticipation to the developing of
"integrated circuit" platforms for synthetic biology, where the high levels
of reproducibility and reliability greatly ease translation to consumer appli-
cations. Just like the history of consumer electronics, biological integrated
circuits will herald a new era of "consumer biology", where synthetic biol-
ogy circuits will no longer be restricted to industrial bioreactors, but find
their way to institutionalize the future of civilization.

Mika Tei
Berkeley, CA

Date, 2018
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directly with biomass synthesis. MazF and glucose dehydro-
genase (gdh) were controlled by an aTc (PTET) and IPTG-
inducible (PLAC) promoter, respectively. (b) OD600 as a
function of time for cells expressing Gdh that contained 11
(Gdh-U) or 0 recognition sites (Gdh-P) in response to 5 or 0
ng ml−1 aTc (below). All cultures were induced with 1mM
IPTG and supplemented with 1.5% glucose. (c) Gluconate
titre as a function of time. (d) Gluconate titre following 18.25
h of induction. Error bars represent 1 s.d. from the mean of
technical replicates (n = 3). . . . . . . . . . . . . . . . . . . . . . 51
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3.9 Improvement in resource redistribution activity via protec-
tion of key support genes and evaluation of the role of the
MazF mRNA-decay negative feedback loop. (a) Schematic
of the orthogonal T7 RNA polymerase resource allocator cir-
cuit (top). MazF, T7 RNA polymerase (T7-X) and mCherry-
X were controlled by an aTc (PTET), IPTG (PLAC) and T7
(PT7) regulated promoter, respectively. Normalized fluores-
cence divided by OD600 as a function of aTc for cells ex-
pressing combinations of T7-U or T7-P and mCherry-U or
mCherry-P following 8.3 h of induction with 1 mM IPTG
(bottom). Error bars represent 1 s.d. (n = 3). (b) Schematic
of support gene (SG-P) circuit (top). The support genes in-
cluded protected host factors RNase R-P and EF-Ts-P. MazF,
protected support genes and mCherry-X were controlled by
PTET, PLAC and PBAD, respectively. We measured the ex-
pression of mCherry-P divided by OD600 in the presence and
absence of MazF induction. The induction ratio is defined
as the division of the former quantity by the latter. The se-
quence protection ratio is defined as the ratio of mCherry-P
OD600−1 to mCherry-U OD600−1 in the presence or absence
of MazF. Sequence protection ratio (middle) and MazF in-
duction ratio (bottom) in the presence (5 ngml−1 aTc, 125uM
IPTG) or absence (0 ng ml−1 aTc, 0 ngml−1 IPTG) of IPTG or
aTc. Cells were induced with 0.05% arabinose for 8.3 h. Error
bars represent 1 s.d. (n = 4). (c) Schematic of MazF mRNA-
decay feedback loop (top). MazF induction ratio of fluores-
cence divided by OD600 for cells expressing mazF transcripts
that varied in the number of recognition sites (P37-43 in Ta-
ble 3.1). mCherry-P was regulated by a IPTG-inducible pro-
moter (PLAC). Cells were induced with 0 or 5 ng ml−1 aTc
and 1 mM IPTG for 9.2 h. Error bars represent 1 s.d. (n = 4). . 53
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3.10 Protection of T7 RNA polymerase (T7-P) enhanced the ex-
pression of mCherry-P N-terminally fused to Gdh-X (X rep-
resents U or P) following MazF induction. Fluorescence di-
vided by OD600 was normalized to the maximum expres-
sion across all conditions. Cells were induced with 0 or 5 ng
ml−1 aTc and 1 mM IPTG for 10.8 hr. The media was supple-
mented with 1.5% glucose. Error bars represent 1 s.d. (n = 6).
Strain S2 (Table 3.1) was used for this experiment. T7-X and
mCherry-X were controlled by an IPTG (PLAC) and T7 (PT7)
regulated promoter, respectively. . . . . . . . . . . . . . . . . . 55

3.11 Time-series proteomics measurements of cell populations
(strain S2 in Table 3.1) induced with MazF (5 ng ml−1 aTc).
(a) Scatter plots of log2 transformed protein abundance (nor-
malized total spectra) of 216 proteins prior to induction with
MazF (x-axis) vs. exposure to MazF for 1-5 hr (y-axis). Ri-
bosomal proteins are highlighted in blue. (b) Representative
proteins that significantly decreased (top row) or increased
(bottom row) in response to aTc administration (5 ng ml−1).
Error bars represent 1 s.d. (n = 4). . . . . . . . . . . . . . . . . . 56

3.12 Co-expression of support genes protected RNAse R
(RNAse R-P) and EF-Ts (EF-Ts-P) did not improve the re-
source redistribution activity compared to cells induced
with a single protected support gene RNAse R-P or EF-Ts-P
(Figure 3.9b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.13 Characterization of aTc-inducible MazF-U or MazF-P on
mazF mRNA dynamics, growth and mCherry-P expression.
MazF and mCherry-P were regulated by an aTc (PTET) and
arabinose-inducible promoter (PBAD). (a) mazF mRNA fold
change measured by qPCR as a function of time for cells in-
duced with MazF-P or MazF-U. Error bars represent 1 s.d. (n
= 2). (b) Saturating cell density (OD600) as a function of aTc
following 11.2 hr of induction. Error bars represent 1 s.d. (n =
4). (c) Normalized expression of mCherry-P as a function of
aTc. Cells were induced with 0.05% arabinose and a range of
aTc concentrations for 11.2 hr. Strain S3 and plasmids P1-2,4
were used for this experiment. Error bars represent 1 s.d. (n
= 4). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
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3.14 Probing the role of the MazF negative feedback loop in a
dynamic computational model of resource allocation. This
model demonstrates that the MazF mRNA-decay feedback
loop established proportional control of MazF in the absence
of MazE (αe = 0). (a) Total MazF concentration at steadys-
tate (mazFT, t=278 h) as a function of the transcription rate
of mazF (αf ) across a range of dissociation constants (KDf) in
units of nM of MazF to mazF mRNA (mf ). Here, mazFT =
2× [pf ]ss+2× [rf ]ss+2× [ff ]ss+2× [fe]ss+2× [mazFpd]ss+
[mazFp]ss, where ss denotes steady-state. (b) Maximum log-
arithmic sensitivity (ultrasensitivity) of the dose response of
af versus mazFT across a range of KDf values. (c) Steady-
state translation rate of a protected gene FP (ktransFP =
ktrans[rFP]ss) as a function of KDf in the presence (αf = 2.8
nMmin−1) or absence (αf = 0 nMmin−1) of MazF. (d) Steady-
state growth rate (l) as a function of αf for different values
of KDf. (e) Steady-state total unprotected proteome (pT) con-
centration as a function of αf for different values of KDf. (f)
Steady-state total ribosome concentration (rT) as a function
of αf for different values of KDf. . . . . . . . . . . . . . . . . . 59

3.15 Saturating cell densities (OD600) of cell populations in the
absence (0 ng ml−1 aTc) or presence (5 ng ml−1 aTc) of in-
duction with a set of mazF variants. MazF was regulated
by an aTc-inducible promoter (PTET ). The x-axis indicates
the number of MazF recognition sites in the mazF mRNA se-
quence (plasmids P37-43 in Table 3.1). Cells were induced
with 0.05% arabinose for 9.2 hr. Error bars represent 1 s.d. (n
= 4). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.16 Schematic of the MazF resource allocator circuit. . . . . . . . 61
3.17 Non-monotonic circuit performance, trade-offs and bista-

bility in the dynamic resource allocation model in the ab-
sence of MazE. . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
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3.18 Characterization of cell viability using the LIVE/DEAD as-
say. Strain S3 bearing plasmid P1 or P2 were used in this
experiment (Table 3.1). (a) Representative fluorescence mi-
croscopy images of cells uninduced (0 ng ml−1 aTc) or in-
duced (5 ng ml−1 aTc) with MazF-U or MazF-P for 0 or 7 hr.
Red (propidium iodine) and green (SYTO 9) represents cells
with compromised and intact membranes, respectively. Scale
bars represent 10 µm. (b) Ratio of the number of cells with
compromised membranes over the total number of cells for
each condition following 0 (n = 3502, 3413, 4844 cells from left
to right) or 7 hr of induction (n = 2455, 1706, 1653 cells from
left to right). Error bars represent 1 s.d. (n = 2). . . . . . . . . . 63

3.19 Time-series RNA-seq measurements of MazF-induced
cells. The mean RPKM value (n = 2) was log2 transformed.
(a) Scatter plot of log2 transformed RPKM measurements be-
fore induction with MazF versus induction with MazF (5 ng
ml−1 aTc) for 8 min. Grey and red data points denote un-
protected or protected transcripts larger than 80 nucleotides,
respectively. Dashed lines represent a two-fold threshold in
transcript abundance. cspABCGEF, mazF and minE tran-
scripts are highlighted. (b) Scatter plot of the number of mazF
sites for each gene versus mean log2 fold change following
induction with 5 ngml−1 aTc for 2 or 8 min. A 5-point mov-
ing average was applied to the data. Lines represent fitted
exponential functions to the data. (c) K-means clustering of
log2 fold change of 939 genes (left) that exhibited correlated
dynamics between biological replicates. Box plots (right) of
representative functional or regulatory enrichments in the K1
and K3 clusters according to the Fisher’s exact test (Po0.05).
On each box, the red line indicates the median, the bottom
and top edges represent the 25th and 75th percentiles and ‘þ’
denote outlier data points. n represents the number of genes
in each category (Supplementary Table V) . . . . . . . . . . . . 64

3.20 Temporal variation in the transcript and protein levels of
MazE and MazF in cells (strain S2 in Table 3.1) induced
with 5 ng ml−1 aTc. MazF is regulated by an aTc-inducible
promoter (PTET ). . . . . . . . . . . . . . . . . . . . . . . . . . . 67
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3.21 The MazE negative feedback loop influences circuit proper-
ties and growth. (a) Steady-state total active MazF. The bind-
ing affinity of MazF to the mazF transcript (KDf) was equal to
116.6 nM. (b) Steady-state growth rate (λ) as a function of αf
and αe for KDf = 116.6 nM. (c) Steady-state translation rate
of a protected gene FP (ktransFP ) across a range of αf and αe
values for KDf = 116.6 nM. (d) Maximum logarithmic sen-
sitivity (ultrasensitivity) of the dose response of αf vs. total
steady-state MazF (mazFT) concentration across a range of αe
and KDf values. . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.22 Scatter plot of the number of mazF sites vs. mean log2 fold
change in transcript abundance following administration of
5 ng ml−1 aTc for 8 min to strain S2 . . . . . . . . . . . . . . . . 69

3.23 Functional (TIGRFAM) and regulatory (RegulonDB) gene
enrichment using a Fishers exact test in RNA-seq clusters
shown in Figure 3.19c. (a) Box plots showing the RNA-seq
log2 fold change (y-axis) as a function of time (x-axis) for each
category. On each box, the red line indicates the median, the
bottom and top edges represent the 25th and 75th percentiles
and ‘+’ denote outlier data points. n denotes the number of
genes in each category. (a) Functional enrichments in clus-
ters (p < 0.05 using the Fisher’s exact test). (b) Regulatory
enrichments in clusters (p < 0.05 using the Fisher’s exact test). 69

3.24 Schematic of the glycolysis and TCA cycle metabolic net-
work highlighting the RNA-seq log2 fold-change following
8 min of induction with MazF . . . . . . . . . . . . . . . . . . . 71

3.25 RNA-seq log2 fold change of transcript abundance of cold-
shock associated genes as a function of time. . . . . . . . . . 71
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3.26 The expression levels of 14 mCherry sequences contain-
ing a single MazF recognition site at different positions
were correlated with local secondary structure upstream
or across the recognition site. P and U denote mCherry-
P or mCherry-U. MazF and respectively. (a) mCherry vari-
ants containing a single MazF recognition site at different
positions exhibited a broad range of expression levels in re-
sponse to MazF. (b) The expression levels of mCherry vari-
ants were correlated with the Gibbs free energy (∆G) of the
predicted RNA secondary structure calculated using NU-
PACK (c) Scatter plot of the correlation coefficient between
∆G vs. mCherry expression across a range of upstream win-
dow sizes. Shaded regions denote a statistically significant
correlation coefficient (p < 0.05 using the Student’s t-test).
(d) Scatter plot of the p-values of the correlation between
∆G and mCherry expression across a range of window sizes
spanning upstream and downstream of the MazF recognition
site. (e)Scatter plot of the p-values of the correlation between
∆G and mCherry expression across a set of window sizes
downstream of the MazF recognition site. (f) Comparison of
experimental measurements and predicted expression levels
of mCherry sequences containing multiple MazF recognition
sites. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
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4.1 Plate reader assays of output steady-state TetR-sfGFP fluo-
rescence in response to input AHL concentration for the re-
ception modules of Strains A and B in liquid (a) and solid
(b) medium. The strains used for reception module char-
acterization lack ptet → luxI or lasI . Steady-state sfGFP
fluorescence (t = 10 h) divided by OD600 in liquid medium
and steady-state sfGFP fluorescence (t = 10 h) at the center
of colonies on solid medium were each normalized to the
maximum steady-state values across strains and input AHL
conditions. Strain A receiver showed similar threshold AHL
concentrations regardless of medium and Strain B receiver
showed more AHL-sensitive response in solid than in liq-
uid medium. In both conditions, the approximated Kd of
Strain A reception module was higher than Strain B, suggest-
ing higher sensitivity of plas in Strain B than plux in Strain
A. Error bars show standard deviation and solid circles show
the average of the measurement (n = 2). The solid curves
show best-fit models when measurements were fit to activa-
tion Hill functions in the form of a [AHL]

([AHL]+Kn
d

, where a denotes
the maximal production of TetR-sfGFP, Kd denotes the ap-
parent dissociation constant of AHL binding to the promoter
and n denotes the apparent Hill coefficient. The following
equation parameters were used for the best-fit models: a = 1
(Strain A) and 0.771 (Strain B),Kd = 47.5 nM (A) and 8.33 nM
(B), n = 1.91 (A) and 1.83 (B) for liquid medium, a = 0.9423
(A) and 0.6269 (B), Kd = 34.71 nM (A) and 0.577 nM4(B),n=4
1.088 (A) and 1.556 (B) for solid medium. . . . . . . . . . . . . 78
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4.2 Plate reader assays of output ptet → mRFP1 fluorescence
in response to input TetR-sfGFP fluorescence for the repres-
sion modules of Strains A (a) and B (b). The strains used
for repression module characterization contain ptet driving
mRFP1 instead of AHL synthases. Steady-state sfGFP fluo-
rescence and steady-state mRFP1 fluorescence (t= 10 h) were
divided by OD600 and then each fluorescence was normal-
ized to the maximum steady-state values across all condi-
tions within the same strain. Different levels of input TetR-
sfGFP were induced by AHL to repress mRFP1. As the leaky
expression of tetR − sfGFP caused significant repression of
mRFP1 even in the absence of any AHL, a range of aTc was
added to the medium to sequester basal level of TetR. Re-
measurement of mRFP1 fluorescence showed a broad output
range when at least 3.1 ng/mL aTc was added to medium.
Unexpectedly, aTc also repressed TetR-sfGFP production in
Strain A at high concentrations, which constrained viable aTc
concentration to be less than 10 ng/mL. Solid circles show
the average and error bars show standard deviation of the
measurements (n = 2). The solid curve represents the best-
fit model when the measurements were fit to repressive Hill
function in the form of 1

1+xmax
[TetR]/Kt

1+[aTc]/KaTc
.n

, whereKaTc = 0.098

nM , KaTc = 0.27 nM as determined in Table 4.3. The result-
ing fit had a range of Hill coefficient between 1.7 to 2.8 and
xmax ranged from 1100 nM to 1621 nM across different aTc
concentrations. . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.3 Sketch of DLI device preparation. (a) PDMS molds are at-
tached to the bottom of a culture plate and 3.4 mL of 1.5 %
agarose-mixed medium is poured into the devices. After so-
lidifying, 0.5 µL of 2.0 OD600 cells are pipetted at the center
of each compartment and allowed to grow for 10-12 hours
in room temperature to study pattern formation. (b) Various
spatial configurations are prepared as PDMS molds. A cen-
tral compartment with different number of neighbors can be
manufactured. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
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4.4 Modularized representation of the two-compartment sys-
tem. Individual modules are represented by boxes, and their
steady-state responses can be experimentally characterized.
The subscript A or B indicates whether the box represents an
event in cell type A or B. The “transmission modules” txA→B

and txB→A encapsulate AHL synthesis and diffusion. The
“reception modules” rxA and rxB encapsulate TetR pro-
duction activated by cognate AHL. The “repression mod-
ules” HA and HB encapsulate AHL synthase production re-
pressed by TetR. Y is the vector denoting concentrations of
3OC6HSL, and X denotes 3OC12HSL concentrations. Rs de-
note intracellular TetR concentrations. Is denote intracellular
AHL synthase concentrations. . . . . . . . . . . . . . . . . . . 87

4.5 Network of the biochemical species in the two-
compartment system. Sharp arrows indicate activation,
or positive parity; flat arrows indicate inhibition/repression,
or negative parity. A cycle is any undirected sequence of
edges and nodes beginning at one element and ending at
the same element (i.e., ignoring direction of arrows). The
parity of a cycle is the parity of the product of the signs of
all edges traversed to complete the cycle. Since every cycle
in the graph is positive in parity, the closed-loop system
is monotone. To ensure that the corresponding open-loop
system is strongly monotone we require a directed path (i.e.,
following the arrows) to exist between the input node and
every other node, and between every node and the output
node. The input and output nodes are determined by where
the feedback loop is broken (see Section 4.8.34.8.3). In this
system every element is reachable from every other element,
so these conditions will be satisfied regardless of where the
cycle is broken. Hence the open-loop (input-output) system
is also monotone. . . . . . . . . . . . . . . . . . . . . . . . . . . 87
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4.6 A spatially distributed gene regulatory network estab-
lished by intercellular communication between bacterial
subpopulations separated by compartments. (a) Example
of the Laplacian matrix constructed from an arbitrary net-
work. ∆x refers to the length of the channel connecting adja-
cent compartments. (b) Simulated steady-state pattern from
the example network when cross-repressive interactions are
used between the two cell types. Color represents concen-
trations of repressor in cell types A and B, normalized to the
maximum concentration across all colonies. The parameters
are as given in Table 4.2 where corresponding biochemical pa-
rameter values are equal between strains. (c) Examples of re-
ducible spatial configurations (see text). . . . . . . . . . . . . . 89
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4.7 Patterning mechanism and contrast level determined by
biochemical parameters and geometries in simulation. (a)
Star geometries with varying numbers of surround compart-
ments. Throughout the figure, ratios of colony numbers
are given as NA : NB. (b) Character legend for plots in
c and d. (c) Overlaid stability plots show biochemical pa-
rameter ranges for which the system is monostable (white)
and bistable (shaded, colors corresponding to center com-
partment of appropriate geometry in a). Parameters on the
axes are maximum steady-state production rates for LasI (x-
axis) and LuxI (y-axis). Remaining parameters are as given
in Table S2 where corresponding biochemical parameter val-
ues are equal between strains. As the number of points in
the star changes, the shape of the bistable region remains the
same (relative to log-scale axes) but shifts relative to the exact
biochemical parameter values (insets show the full shape of
the bistable region). × indicates an arbitrary set of fixed bio-
chemical parameters that is bistable in the 1:1 and 4:1 cases
but monostable for the 8:1 case. (d) For the biochemical pa-
rameters indicated by× in c, a graphical test reveals that con-
trast may arise from a bistable system (1:1 and 4:1) or from
a monostable system with imbalance (8:1) between the in-
put/output characteristics of strains in the reduced systems.
Steady states are indicated byN (high expression) andH (low
expression) for the bistable case or� for the monostable case.
In the bistable case with imbalance (4:1), the contrast level
(↔) is greater when expression in the center compartment
(dashed red) is high than when expression in the surround-
ing compartments (solid blue) is high. Small insets show cor-
responding configurations and possible steady-state solutions. 91
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4.8 Schematic designs of the DLI system. Arrow-headed lines
indicate activation and bar-headed lines indicate inhibition.
(a) Genetic circuit diagram of cross-repressive strains. (b)
Channel length l is chosen such that AHL diffusion estab-
lishes communication between adjacent compartments, but
not between non-adjacent compartments with distance ≥ 2l.
(c) Each compartment of the DLI device is inoculated with
one strain type. PDMS mold (indigo) is placed on a tissue
culture plate to shape solid medium (yellow) into compart-
ments and channels. Contrasting patterns emerge when two
strains have different sfGFP-tagged TetR levels, either high
(represented by green or magenta colored colonies) or low
(represented by gray colonies). . . . . . . . . . . . . . . . . . . 93
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4.9 PDE simulation for DLI device design to optimize the inter-
compartmental channel length (l) and the channel length
connecting a compartment and reservoir (lres). (a) Graphical
representation of constraints on l. The inter-compartmental
channel length should allow sufficient AHL diffusion in di-
rectly adjacent compartments while keeping the AHL con-
centration in the second closest compartments (distance 2l)
to be below the threshold (Kd of AHL-inducible promoters).
A constraint can be represented as an area under or above
a function, and the l values where all areas overlap indi-
cates appropriate channel length range. The smallest l value
satisfying the criteria is optimized for shortest communica-
tion time, while largest l value is optimized for longest non-
neighbor communication time. 4.5mm < l < 9 mm satis-
fies the criteria with the experimentally evaluated parame-
ters given in Table 4.3. (b) Characterization of lres length and
decay time. The channel length connecting a compartment
and a reservoir adds extra decaying mechanism for AHL by
allowing AHL efflux from every compartment to the bulk
solid medium of AHL ' 0. The efflux diffusion rate from
the compartment to medium depends on the length of the
channel. The left plot shows the portion of AHL diffused out
with respect to time, normalized to the AHL concentration
inside the compartment at t = 0. The right plot shows the
time constant it takes for a portion of the AHL concentration
inside the compartment to diffuse outside with respect to the
channel length. . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.10 Plate fluorimeter assay of AHL production and reception
by Strains A and B. On a well of 3.4 mL of MOPS EZ Rich
solid medium with 5 ng/mL aTc, the complete strains with
different ptet promoter strength (Mutalik et al., 2013) were
seeded at the center, surrounded by receiver strains (Strain A
receiver in horizontal direction and Strain B receiver in ver-
tical direction). The top row is seeded with Strain A vari-
ants at the center and the bottom row is seeded with Strain
B variants at the center. The promoter strength of ptet seems
to have little effect on AHL production, as receiver strains
showed similar levels of activation regardless of promoter
variants within the same strain type. . . . . . . . . . . . . . . . 96
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4.11 Steady states of the cross-repressive circuit character-
ized using flow cytometry measurements in liquid cul-
tures. Strain B was identified using constitutively expressed
mRFP1. Varying concentrations of (a) 3OC6HSL or (b)
3OC12HSL were externally added to the liquid medium (x-
axis) and the medians of sfGFP fluorescence after 8 hours of
growth were recorded (y-axis). Error bars represent 1st and
3rd quartiles of sfGFP fluorescence. All of the multi-strain co-
cultures, each indicated by �, ◦,×, exhibited contrasting ex-
pression profiles between Strains A and B. While the mono-
cultures of strains A and B showed gently sloped responses
to external AHL with Hill function fits of Kd ' 50 nM and
Kd ' 20 nM (solid lines), the two-strain coculture showed a
switch-like response at threshold [3OC6HSL] = 10 nM . Hys-
teresis was tested by pre-inducing one of the strains with
appropriate AHL prior to washing and mixing the strains
into a coculture with fresh medium. The two-strain cocul-
tures maintained pre-induced states after 8 hours of growth
even without external AHL whereas the monocultures lost
their pre-induction states. Bottom scatter plots show similar-
ity in gene expression patterns between Strain-A-biased co-
culture (ψ, δ) and Strain-A-pre-induced coculture at 8 hours
of growth after removing external AHL (α, β), and Strain-B-
biased coculture (ζ, η) and Strain-B-pre-induced coculture at
8 hours of growth after removing external AHL (γ, ε). . . . . . 97
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4.12 Contrasting pattern formation in various DLI devices. The
fluorimeter images were taken after 12 hours of growth in
room temperature. ∗indicates pre-induced strains with 1 µM
AHL and † indicates strains that were biased to be fluorescent
by externally added AHL in medium. (a) 1:1 spatial config-
uration seeded with cells that had different initial conditions
and strain combinations. Devices were seeded with a pair of
complementary strains (left), negative controls consisting a
single strain (middle), and positive controls of complemen-
tary strains where either 1 µM 3OC6HSL or 1 µM 3OC12HSL
was mixed in solid medium (right). (b,c) 1:1, 1:4, and 1:6
spatial configurations seeded with Strain A at the center sur-
rounded by Strain B (b) or Strain B surrounded by Strain A
(c). Top panel shows the fluorimeter images and the bottom
panel shows predicted steady-state pattern from computa-
tional simulations with the parameter values given in Table
S3. When multiple equilibria exist, the predicted patterns are
plotted in the order of “A high”, “B high”, and “unstable”.
(d) Simulated one-dimensional bifurcation diagram in which
the ratio of compartments of Strain A:B is used as the bifurca-
tion parameter. The remaining parameters are given in Table
S3. Brighter color indicates higher steady-state [sfGFP]. . . . . 98

4.13 Kinetic rates determine whether the cross-repressive
switches operate in the appropriate regime to turn each
other on and off. Changes in relative output ranges be-
tween the two on/off switches for different values of (a)
aIA :=

VRA
NCεIA
γIγm

and (b) the leakiness of plux (lRA). Remain-
ing parameters are as given in Table 4.2. The intersections
between two transfer functions XB → YA and YA → XB indi-
cate the steady states of the full system. As aIA scales, so does
the maximum and minimum output of LasI, which geometri-
cally translates the composite transfer function YA → XB. In-
creasing the leakiness increases the minimum output of LasI,
which decreases the dynamic range of the composite trans-
fer function YA → XB. Leakiness reduces ultrasensitivity of
YA → XB, which leads to loss of bistability. The translational
movement of YA → XB causes mismatched tuning between
XB → YA and YA → XB also leads to loss of bistability. . . . . 128
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4.14 Schematic qualitatively identifying parameter changes that
lead to bifurcation in two-strain circuits in isogenic (param-
eters identical between strains) and nonisogenic (parameters
differ between strains) cases. Yellow background identifies
systems that form contrasting patterns. In a balanced sys-
tem, the cross-representative compartments exhibit identi-
cal transfer functions (TA(·) = TB(·)), while in an unbal-
anced system, the transfer functions differ. Monostable iso-
genic populations are homogeneous while nonisogenic pop-
ulations exhibit contrast in the one-to-one geometry. Geome-
try may introduce imbalance or offset the biochemical differ-
ence, depending on the arrangement. Contrast in balanced
systems is only attainable through bistability. . . . . . . . . . . 129

4.15 Single-cell measurements reveals variability in QS pro-
moter activity at various subsaturating AHL concentra-
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Chapter 1

Introduction

1.1 Introduction and Overview

Inside a cell is a small universe. Proteins, DNA, RNA, and metabolites
form an intricate interacting network for survival. Synthetic biology has
exploited genetic engineering technology and systems theory to decipher
the nature of interactions and apply the knowledge towards design and
manufacture of new biological functions.

A network consists of vertices/nodes and edges indicating interactions
between nodes. An edge is the controlling agent of the attached node, and
a node could be a metabolite, gene, or cell depending on the design level.
The more molecular the process is, the more microscopic control we can
exert. The biological or chemical study on natural systems such as func-
tional genomics enabled identification and reverse engineering of the con-
troller of biological components, thus contributing to the foundry of biolog-
ical parts for synthetic biologists to optimize for and utilize in the designed
networks. In the following sections, I discuss the progress in three design
levels–chemical, genes, population – which were chosen from many possi-
bilities specifically for their ease of representation by graph theory. I will
also elaborate on how my dissertation fits in the vision to advance the field.

1.1.1 Design at Chemical Level

At the level where nodes are chemicals (metabolites), identification of an en-
zyme (edge) that catalyze the non-spontaneous chemical transformations
is the first step to efficiently manufacture high-value chemicals. In-depth
study of the case where "node = metabolite" or "edge = enzyme" is of-
ten referred to as metabolic engineering, and numerous useful discoveries
have been made and translated into industrial applications. This process
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is especially aided by the use of high throughput sequencing (HTS) for ge-
nomic and transcriptomic analysis to rapidly identify biosynthetic steps in
an organism (J. Nielsen et al., 2016). Now, many high-value chemicals that
were traditionally extracted from complex organisms, such as mammals
and plants, can be now synthesized heterologously in simpler microorgan-
isms, and further engineered by de novo pathway construction. For exam-
ple, Ro et al. discovered a novel cytochrome P450 that performs a three-step
oxidation of amorphadiene to arteminisinic acid in Artemisia annua using a
comparative genomic analysis of plants in the Asteraceae family (Ro et
al., 2006), and expressed the enzyme in transgenic yeast to produce artemi-
nisinic acid by fermentation. Li et al. demonstrated de novo production of
noscapine in yeast by reconstructing the biosynthetic network from diverse
sources over 30 enzymes (Y. Li et al., 2018). In fact, the characterization of
natural enzymes has been done so thoroughly that we are entering the new
era of designing de novo enzymes for desired metabolites (Marcos et al.,
2018; Y. P. Lim et al., 2018).

To analyze the network consisting metabolites and enzymes from the
perspective of systems theory, several models have been used for varied
applications from steady-state analysis to solving stochastic chemical dy-
namics (P.-W. Chen et al., 2017). Flux balance analysis (FBA) is a steady-
state model that is often used to optimize fluxes (edges) in a pathway for
a given objective such as maximizing ATP production. FBA uses known
stoichiometry of reactions as the main constraints as well as the lower and
upper boundaries of fluxes. Synthetic biologists can control the flux by ge-
netic parts such as promoter libraries (Mutalik et al., 2013), inducible pro-
moters (Ruegg et al., 2018), and ribosome binding site (RBS) libraries (Salis
et al., 2009) to modify the enzyme concentration in the cell, or add external
processes to mitigate inhibitory effects (Xu et al., 2017). Due to its simplic-
ity, FBA is convenient to sketch the entire metabolic network of the host
organism for the basic node and edge characterization. For metabolic mod-
eling approaches to engineering, various tools have been developed such as
those from the Maranas research group for cutting and amplifying pathway
branches and dealing with co-factor reuse (Burgard et al., 2003; Pharkya et
al., 2004).

1.1.2 Design at Genetic Level

Now, we take a step back and look at the network in a different design
level – the genetic level. For cell survival, enzymes and other proteinous
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cell components need to be expressed within an appropriate range at all
time (M. Scott et al., 2010) for "survival" levels of component activity to
be met. Thus, the gene regulatory network (GRN) becomes crucial for the
sustainable cell replication and adaptation to the dynamically changing en-
vironment (Ma et al., 2009). Using a graph theory representation, the edges
are then gene regulators such as transcription factors. The nodes here are
genes or DNA sequences. The graph can contain multiple transcriptional
cascades, feedback, and feed-forward loops, which complicates the analy-
sis and exploitation of the functional modules.

A transcription-factor-edge is typically characterized by a response func-
tion, or an input-output curve, and expressed mathematically with a Hill
function. With the vast availability of output measurement technology in-
cluding reporter expression systems such as sfGFP, liquid chromatography-
mass spectrometry (LC-MS), antibody labeling, microfluidics, microtiter
plate assay, and HT flow cytometry, this area of synthetic biology has at-
tracted much attention and made tremendous advancement in the past two
decades. Some researchers have focused on the parts generation and char-
acterization, where the generated parts could belong to a novel strategy
such as optogenetics (Olson et al., 2017) or expansion of the existing library
(Stanton et al., 2014; Chappell et al., 2017). Other researchers have focused
on the construction of more complex circuits (Hu et al., 2018; Andrews et
al., 2018). As the assembly of genetic parts with defined response functions
closely resembles the assembly of logic gates in digital electronic circuits,
these man-made intracellular networks have been named synthetic biolog-
ical circuits, or genetic circuits.

The complexity of a genetic circuit may be increased via feedback loops
or assembly of parts. In graphical representation, addition of a feedback
loop translates to an extra edge, and addition of a part is equivalent to an
extra node connected by minimum number of edges. Assembly of simple
parts such as logic gates have been intensively explored by Chris Voigt’s
group to construct combinatorial logics (A. A. K. Nielsen et al., 2016). Feed-
back loops usually incorporate dynamics into circuits, thus requiring time-
related analyses such as stability in addition to the standard input-output
characterization for circuit function evaluation. Higher-order circuits re-
quire combination of both, which can be considered as assembly of mod-
ules (H. Zhang et al., 2014). High-order circuit construction benefits from
well-characterized modules since the overall circuit behavior can be pre-
dicted from small subsystems of a circuit. In many higher-order circuits
applications, modularity of the subsystems can be taken for granted, but in
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some cases, we have to be cautious about the compatibility of the modules
as these biological modules have context-dependent shortcomings such as
delays and host-cell resource consumption upon gene expression (Del Vec-
chio, 2015). As the number of genetic parts used in a circuit increases, the
risk of unexpected interactions between circuit-host and among modules
increases. To this end, the subjects of context-dependency and resource al-
location are attracting much attention (Yeung et al., 2017). Some ensure
modularity by insulators (Gorochowski et al., 2017; Mishra et al., 2014), in-
corporation of host processes into the design (Weiße et al., 2015; Ceroni et
al., 2018), or even recreate the central dogmas (replication, transcription and
translation) outside cells to exert tighter control on the context (Tayar et al.,
2017; Halleran et al., 2018; Jaroentomeechai et al., 2018). One increasingly
popular way to resolve the risk is to differentiate cells with specific sub-
tasks, just like how natural living systems evolved from unicellular to mul-
ticellular systems to perform more complex tasks. Compartmentalization of
the modules into different members allows distribution of production load,
reuse of parts, and better utilization of space and growth. (see Chapter 3 on
using MazF for modulating synthetic circuit resource allocation)

1.1.3 Design at the Population Level

Interaction among individual cells (compartmentalized sets of genes) is re-
ferred to as population networks. The nodes consist of cells or species, and
the edges are composed of communication channels which can take many
variable forms. Even among non-communicating microbes, competition for
physical space (Mousa et al., 2016; Hwang et al., 2018) and nutrition (Mo-
mose et al., 2008) are considered as important interactions observed in nat-
ural ecological system. The physical barrier is, for example, utilized in arti-
ficial symmetry-breaking (Nuñez et al., 2017). The molecular basis of bac-
terial communications is crucial for chemical therapeutics discovery (Fis-
chbach, 2018) and modular assembly of cell-types as chemicals may provide
orthogonal communication channels due to difference in chemical struc-
tures and specificity of sensory proteins. To this end, acyl homoserine lac-
tone (AHL), a class of diffusible molecules used in Gram negative quorum-
sensing (QS) systems, is a favored choice of signaling molecules due to its
programmability (Y. Chen et al., 2015; S. R. Scott et al., 2016; Grant et al.,
2016). Other modes of communication that have been discovered in natu-
ral systems include autoinducing-peptides (AIPs) (Piewngam et al., 2018),
antimicrobial peptides (AMPs), metabolites, contact-dependent signaling

4



Chapter 1. Introduction

(E. C. Garcia et al., 2016; D. Chen, 2014), and G protein-coupled receptors
(GPCRs) (Ostrov et al., 2017). Although the modularity aspect needs to be
improved for broader applications, these channels have been used in en-
gineered cells for synthetic applications (Kong et al., 2017), showing their
strong potential to be utilized in future synthetic consortia research.

Recently, commercial applications of above-mentioned consortia have
increased awareness that microbial communities have much room for engi-
neering interventions to implement new ecological functions. For example,
BioConsortia (Davis, California) has one of the world’s largest pre-screened
collections of microbes at over 45000 and uses directed selection to discover
beneficial teams of microbes to improve agricultural crop performance. The
transition from single cell engineering to multicellular engineering started
as a hierarchical design of distributing loads among different clones of E.
coli, our model organism (Brenner et al., 2007); however, as our ability to
observe the microbial communities has exponentially improved, it has be-
come increasingly apparent that the choices of microbes that compose mi-
crobiota are crucial to the outcome in the target environment. To this end,
genetic manipulation frameworks have been developed for many ecologi-
cally important microbes (Shepherd et al., 2018; Brophy et al., 2018) identi-
fied in observational studies (Thompson et al., 2017; Banerjee et al., 2018).
The knowledge of synthetic biology does not only apply to the de novo
construction of multicellular circuits, but also can be utilized in designing
and analyzing an assortment of unmodified microbes inspired from natural
probiotic consortia. Systematic characterization of a community member
per communication channel (multiple orthogonal chemicals act as separate
communication channels) can be done similarly to genetic parts, as long as
the input(s) and the output of the communication channel are identified.
This field of synthetic biology is still nascent and demonstration of applica-
tions is limited to well-studied fields such as biofuel production (Poszytek
et al., 2016). Yet, early systematic and quantitative studies on microbial in-
teractions and ecological outcomes strongly suggest that rational assembly
of functional community is possible, and can be utilized in a broad range
of applications from agriculture (Herrera Paredes et al., 2018) to human
gut (Ophelia S Venturelli et al., 2018). This new area of synthetic ecology is
very exciting and promising. The multicellular networks with additional di-
mensions to consider are much more complicated than intracellular GRN,
but their analysis would unravel higher-order design principles of func-
tional organization. The outcome of the network can be more impactful
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than the single cellular engineering case, as structured and diverse commu-
nities have been shown to be more efficient and resilient than single-strain
populations (Boetius et al., 2000; Volke et al., 2018; Hays et al., 2017).

1.1.4 Interconnection between Design Levels

Design Levels One and Two –the metabolite and gene regulatory networks–
both occur at intracellular level. Many implementations of intracellular cir-
cuits mix some components of gene regulations and some enzymatic path-
ways, which causes confusion in mechanistic understanding of the network
as the design levels of the components are different. Dissection of gene
regulatory network into biophysical processes is possible with careful sub-
strate incorporation (H. G. Garcia et al., 2011; Phillips, 2017). For perfectly
modular processes, we can analyze gene regulations and enzymatic path-
ways independently. For other cases, we can also interconnect different de-
sign levels via ad hoc functions. For example, the gene response function
y = f(α, x) can have a metabolite-dependent parameter α = h(a), where a is
the intracellular metabolite concentration that affects the gene y expression.
The obvious limitation of these ad hoc functions is the empiricality of the
analysis due to the lack of biophysical mechanism. Whether you analyze
your system at the chemical or genetic design level depends on your ob-
jectives. Biophysical model is preferred for extensible analysis and genetic
level for application-specific analysis.

Between Design Levels Two and Three, the well-characterized QS sys-
tems have been conveniently used to connect intercellular GRNs (Basu et
al., 2005; Tamsir et al., 2011; Y. Chen et al., 2015). Analysis of intercellu-
lar network introduces new dimensions to analyze GRN–cell density and
cell arrangement. The effects of cell density and growth competition can be
implemented using enzyme-substrate kinetics for nutrient (Pai et al., 2009)
or Generalized Lotka-Volterra (GLV) model (Ophelia S. Venturelli et al.,
2017). The effects of cell arrangement and community structure can be in-
corporated by either full or derived models of partial differential equations
(PDEs).

Finally, global platforms such as KBase (Arkin et al., 2018) would aid
designing synthetic network at any design level as they encompass data
and analysis tools at scales raging from the biomolecular to the ecological.
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1.2 Rationale of this Dissertation

Engineering biological systems using synthetic genetic circuits has many
promising applications in bioenergy, medicine, and natural computing. For
my Ph.D., I designed and implemented various biological circuits in mi-
crobes, and evaluated functions of the systems both theoretically and exper-
imentally through computational modeling and quantitative measurement
of cellular dynamics.

First, I have engineered a tunable delay-generating circuit for biocom-
puting purposes. Delay is an important building block to construct dy-
namic regulatory networks such as pulses and oscillations which find utility
in cellular timers and delivering controlled doses of synthesized materials.
Delays can also can be applied for time derivative calculation which is use-
ful for gradient sensing, such as in bacterial chemotaxis. Notably, it can
be helpful to delay production of a valuable synthetic product until there
are enough cells in a population to redirect resource allocation to maximize
production without sacrificing yield.

This links into the next project where we look into redirection and op-
timization of cellular resource allocation (doi:10.1038/ncomms15128) to-
wards bioenergy applications. Synthetic circuits embedded in host-cells
compete with cellular processes for limited intracellular resources. We
showed that funneling of cellular resources to a synthetic circuit, after global
transcriptome degradation by the sequence-dependent endoribonuclease
MazF, can increase production of a high-valued metabolite.

These technologies, especially the resource allocation strategy with
MazF, are readily available to test out in the commercial processes. Be-
yond this thesis, one of my future research goals is to optimize MazF ex-
pression in industrial strains to improve the yield of high-valued chem-
icals produced in current processes, given the characteristics of MazF to
halt host-cell biomass synthesis and increase production from recombinant
genes. Further, I aim to apply the model-guided framework of engineer-
ing single cell gene circuit to design synthetic ecology, where cells work in
cooperation to achieve more complex social behavior.

As a first step towards my future goals, I demonstrate in this thesis syn-
thetic pattern formation using quorum sensing-based lateral inhibition in an
engineered microbial community. Pattern formation is fundamental to de-
velopmental processes in complex systems, and cell fates are determined by
both their memory and cues from the environment during embryo. Lateral
inhibition, which occurs when spatially adjacent units inhibit each other,
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facilitates diverging cell fates among neighbors in multicellular organisms.
Mathematical and biological implementation of lateral inhibition system in
simple microbial communities elucidates the theoretical and experimental
design principles of diverging pattern formation and cell fate decisions.

To expand the diversity of the members of possible synthetic com-
munities, better gene expression tools are required to engineer microbes
outside model organisms. For my final part of my thesis (Chapter 5), I
am developing well-characterized gene regulatory elements for predictable
heterologous gene expression in diverse bacterial hosts, including plant
pathogens, plant-growth promoting, and bioremediation bacteria. Utiliz-
ing fluorescence-activated cell sorting (FACS) and HTS, I aim to provide
extensive registry of gene regulatory elements with gradient levels of tar-
get gene expression, which is currently only available for limited organisms
such as E. coli. Through generation of the registry and statistical modeling
on the high-throughput sequencing data, I also intend to uncover nature’s
design principles for gene expression in host-cell processes.

Overall, I am passionate about engineering synthetic microbial commu-
nities in diverse applications in agriculture, medicine, and bioenergy. I be-
lieve the resource allocation tool has further utility in bioenergy production
when incorporated in polyclonal or differentiated population. Engineering
a large synthetic pathway in a single host has risks of high mutation rates
and escape mutants due to technical difficulty of gene-editing and selection
pressure from high metabolic load. The differentiated cells in a population
each can have a part of overall biofuel production pathway, and passage
the intermediates to neighboring cells for complete production. Similarly,
I would like to optimize probiotic microbes for production of high-utility
metabolites in plant symbiosis and human gut microbiota for applications
in agriculture and health. I believe my expertise in these different projects
gives me a unique perspective that is the fine integration of assorted ex-
periences to meet the current and future trend in modern science and to
generate great discoveries in synthetic biology.
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Chapter 2

Design and optimization of a
programmable genetic timer

2.1 Introduction

A genetic timer is a module that controls the delay-to-onset of the target
gene expression upon receiving the input signal. Due to its controllable de-
lay, it is a fundamental building block that can be used to construct and
tune dynamic regulatory circuits. For instance, oscillatory behavior can be
generated by combining a constant delay, set by the timer with a negative
feedback loop, which works by modifying the stability of the equilibrium.
Another example of this behavior can be seen when a pulse whose inter-
val equals to the duration of the delay can be generated when a delay is
combined with AND and NOT gates with step-input (Mangan et al., 2003).

Other than being an important component in dynamic circuits, pure de-
lays themselves also have applications in synthetic biology. Temporal regu-
lation of gene expression resolves tasks such as organization of hierarchical
structures and separation of incompatible processes. For instance, delayed
self-destruction of genetically modified strains will be useful for biocontain-
ment purposes (Chan et al., 2016). The genetic timer can be optimized to
allow the cells just enough time to complete its work and self-destruct sub-
sequently, minimizing risk of harmful mutations or over-proliferation. Con-
trolled delays enable sensing-independent dynamic regulation, thus the us-
age can be more generic compared to sensing-dependent system such as
transcriptionally regulated promoters that respond to specific metabolites
(Dahl et al., 2013).

Similarly, in nature, genetic timers have been evolved to benefit the
species, as exemplified in phage infection of bacteria. In the lambda phage,
a combination of sensing-dependent and sensing-independent timers is
used to transition from a lysogenic state to a lytic state, and then to a final
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host cell lysis. Lambda phage has a mechanism to detect the host cell DNA
damage and switches from the lysogenic to the lytic state, via a transcrip-
tion factor cI; once the phage transitions into the lytic state, an autonomous
timer system delays the timing of host cell lysis, which involves the expres-
sion of lysis-inducing protein called holin (S105) and its antagonist (S107)
(Oppenheim et al., 2005; Chang et al., 1995). S107 dimerizes with S105 and
inhibits the formation of S105 oligomers that makes “holes” on bacterial cell
membrane for lysis. Why do natural systems employ autonomous timers in
some cases and sensing systems in the other cases? Engineering a synthetic
timer will provide insight into the advantages and limitations that distin-
guish these two classes of timing mechanisms and why nature has selected
a particular circuit for controlling the temporal response of gene expression.

The previous efforts in synthetic biology community to implement a
timer include lengthening the transcriptional cascade (Hooshangi et al.,
2005), tuning the mutually inhibitory network to monostable regime (Ellis
et al., 2009), and tuning the AHL accumulation rate of recombinant quorum
sensing systems (Gupta et al., 2017). However, for the cases of transcrip-
tional cascade and mutually inhibitory network, the duration of delay is
fixed for a given circuit motif. Only for the quorum sensing-based timer
is it possible to replace the promoter of AHL synthase with an inducible
one to control AHL accumulation rate; however, this implementation is de-
pendent on increasing cell density to generate a delay, which may not be
applicable for some dynamic regulatory system such as cells in chemostat
cultures that maintain the same density.

As exemplified in monostable mutually inhibitory switch, a few net-
works can generate delays where duration of the delay can be tuned by
parameters. Rather than optimizing a specific timer network, theoretical
exploration of the full space of possible networks enables identification of
the solution space, which would provide insight in the mathematical prin-
ciples of genetic timer design (W. A. Lim et al., 2013).

In this chapter, we demonstrate the optimization of genetic timer net-
work by enumerating circuit motifs and computationally simulating with
biologically reasonable parameter sets. The systematic search for the con-
trollable timer revealed three types of delay generating mechanisms, and
we identified sequestration-based timer to generate the most controllable
and extensible delays out of the entire network motifs investigated com-
putationally. Then we implemented the sequestration-based timer using
orthogonal σ and anti-σ factors in E. coli and demonstrated that the onset
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timing of the target gene expression can be regulated using chemical induc-
ers.

2.2 Materials and Methods

2.2.1 ODE simulation

The simulation of time-responses was coded in MATLAB. The details of
model development are discussed in 2.3. The units were normalized so that
steady-state expression becomes 1 for the reporter and 10 KD for the inter-
mediate genes. Protein dilution rate was set to be a typical E. coli growth
rate in 37 degree Celsius, which is around half an hour. Input variable was
set to be 100 logarithmically spaced points ranged over five orders of mag-
nitude.

2.2.2 Strain and plasmid construction

E. coli strain DH10β (NEB) was used for cloning. PCR amplifications were
performed using Phusion High-Fidelity DNA Polymerase (Thermo) and
oligonucleotides (IDT). BsaI (NEB) and T7 DNA ligase (NEB) were used
to construct plasmids using parts obtained from the MIT Registry of Stan-
dard Biological Parts, JBEI registry T. Lee et al., 2011, or synthesized gBlocks
(IDT). The list of strains and plasmids can be found in Table 2.1.
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TABLE 2.1: Plasmids used for the sequestration-based timer circuits

Name Resistance Origin Description
pN565 Strep oriV Attenuated T7 RNA polymerase,

IPTG inducible (Rhodius et al., 2013)
pVRa03_1198 Amp ColE1 ECF3 under T7 promoter, IPTG

inducible (Rhodius et al., 2013)
pVRa11_987 Amp ColE1 ECF11 under T7 promoter, IPTG

inducible (Rhodius et al., 2013)
pVRa14_1324 Amp ColE1 ECF14 under T7 promoter, IPTG

inducible (Rhodius et al., 2013)
pVRa15_436 Amp ColE1 ECF15 under T7 promoter, IPTG

inducible (Rhodius et al., 2013)
pVRa16_3622 Amp ColE1 ECF16 under T7 promoter, IPTG

inducible (Rhodius et al., 2013)
pVRa20_992 Amp ColE1 ECF20 under T7 promoter, IPTG

inducible (Rhodius et al., 2013)
pVRa22_4450 Amp ColE1 ECF22 under T7 promoter, IPTG

inducible (Rhodius et al., 2013)
pVRa27_4265 Amp ColE1 ECF22 under T7 promoter, IPTG

inducible (Rhodius et al., 2013)
pVRa33_423 Amp ColE1 ECF33 under T7 promoter, IPTG

inducible (Rhodius et al., 2013)
pVRa38_1322 Amp ColE1 ECF38 under T7 promoter, IPTG

inducible (Rhodius et al., 2013)
pVRb03_up1198 Kan pSC101 GFP under ECF3 promoter (Rhodius

et al., 2013)
pVRb11_3726 Kan pSC101 GFP under ECF11 promoter

(Rhodius et al., 2013)
pVRb26_up601 Kan pSC101 GFP under ECF14 promoter

(Rhodius et al., 2013)
pVRb15_up436 Kan pSC101 GFP under ECF15 promoter

(Rhodius et al., 2013)
pVRb16_3622 Kan pSC101 GFP under ECF16 promoter

(Rhodius et al., 2013)
pVRb20_992 Kan pSC101 GFP under ECF20 promoter

(Rhodius et al., 2013)
pVRb22_up1147 Kan pSC101 GFP under ECF22 promoter

(Rhodius et al., 2013)
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pVRb33_375 Kan pSC101 GFP under ECF33 promoter
(Rhodius et al., 2013)

pVRb38_up1322 Kan pSC101 GFP under ECF38 promoter
(Rhodius et al., 2013)

pVRc03_1198 Chlor p15A AS3 under plux promoter, AHL
inducible (Rhodius et al., 2013)

pVRc11_987 Chlor p15A AS11 under plux promoter, AHL
inducible (Rhodius et al., 2013)

pVRc14_1324 Chlor p15A AS14 under plux promoter, AHL
inducible (Rhodius et al., 2013)

pVRc15_436 Chlor p15A AS15 under plux promoter, AHL
inducible (Rhodius et al., 2013)

pVRc16_3622 Chlor p15A AS16 under plux promoter, AHL
inducible (Rhodius et al., 2013)

pVRc20_992 Chlor p15A AS20 under plux promoter, AHL
inducible (Rhodius et al., 2013)

pVRc22_4450 Chlor p15A AS22 under plux promoter, AHL
inducible (Rhodius et al., 2013)

pVRc27_4265 Chlor p15A AS27 under plux promoter, AHL
inducible (Rhodius et al., 2013)

pVRc33_423 Chlor p15A AS33 under plux promoter, AHL
inducible (Rhodius et al., 2013)

pVRc38_1322 Chlor p15A AS38 under plux promoter, AHL
inducible (Rhodius et al., 2013)

pMT9_03 Chlor p15A lacI(W220F ); pLlacO →ECF03; tetR;
pLtetO →AS03

pMT9_11 Chlor p15A lacI(W220F ); pLlacO →ECF11; tetR;
pLtetO →AS11

pMT9_14 Chlor p15A lacI(W220F ); pLlacO →ECF14; tetR;
pLtetO →AS14

pMT9_20 Chlor p15A lacI(W220F ); pLlacO →ECF20; tetR;
pLtetO →AS20

pMT9_22 Chlor p15A lacI(W220F ); pLlacO →ECF22; tetR;
pLtetO →AS22

pMT9_33 Chlor p15A lacI(W220F ); pLlacO →ECF33; tetR;
pLtetO →AS33

pMT9_38 Chlor p15A lacI(W220F ); pLlacO →ECF38; tetR;
pLtetO →AS38
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pMT13c_11 Chlor p15A lacI(W220F ); pLlacO →ECF11; tetR;
pLtetO/phlFO →AS11

pMT15g_11 Kan pSC101 GFP and PhlF under ECF11 promoter
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TABLE 2.2: Strains used for the sequestration-based timer circuits

Name Background Plasmids
OV-52 BW27783 pVRa03_1198+pVRb03_up1198+pVRc03_1198+pN565
OV-53 BW27783 pVRa11_987+pVRb11_3726+pVRc11_987+pN565
OV-54 BW27783 pVRa16_3622+pVRb16_3622+pVRc16_3622+pN565
OV-55 BW27783 pVRa22_4450+pVRb22_up1147+pVRc22_4450+pN565
OV-56 BW27783 pVRa27_4265+pVRb31_34+pVRc27_4265+pN565
OV-66 BW27783 pVRa20_992+pVRb20_992+pVRc20_992+pN565
OV-67 BW27783 pVRa14_1324+pVRb26_up601+pVRc14_1324+pN565
OV-68 BW27783 pVRa33_423+pVRb33_375+pVRc33_423+pN565
OV-69 BW27783 pVRa38_1322+pVRb38_1322+pVRc38_1322+pN565
MT264 BW27783 pMT9_03+pVRb03_up1198
MT265 BW27783 pMT9_11+pVRb11_3726
MT266 BW27783 pMT9_14+pVRb26_up601
MT267 BW27783 pMT9_20+pVRb20_992
MT268 BW27783 pMT9_22+pVRb22_up4450
MT269 BW27783 pMT9_27+pVRb31_34
MT270 BW27783 pMT9_33+pVRb33_423
MT271 BW27783 pMT9_38+pVRb38_1322
MT375 BW27783 pMT13c_11+pMT15g_11

2.2.3 Plate reader assay

Overnight cultures of cells in LB were diluted to fresh LB culture to 1:100
ratio and were either pre-induced by 100 ng/mL aTc or 0 for 8 hours in
the incubated shaker at 37 ◦C. Cells were washed three times and diluted
to OD600 of 0.025 in a 96 well flat clear bottom black polystyrene mi-
croplate (Corning) containing 192 µL LB and appropriate concentrations
of aTc (Sigma-Aldrich) dissolved in 4 µL of ethanol for and IPTG (Sigma-
Aldrich) in 4 µLwater. Synergy 2 (Biotek Instruments) was used to measure
cell density (OD600) and fluorescence of growing culture every 8 min for 18
hours at 37 ◦C. The BioTek excitation and emission wavelengths were 485
nm, 528± 20 nm for sfGFP and 560 nm, 620± 20 nm for mRFP1.
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2.3 Results

2.3.1 A long and tunable delay is the hallmark of an ideal
genetic timer

First, we define the criteria for good genetic timer to facilitate quantitative
assessment of each circuit topology for delay-generating performance. Fig-
ure 1 represents an example expression of a target gene over time in re-
sponse to a step input signal at time t = 0. A timer works to alter the
duration in off state of the target gene expression after receiving the step
input.

The measurable criteria for a good timer are defined as long and tunable
delay (δ), tight control on off state during the delay (yoff), tunable gain (yon),
fast rise time (dy

dt
), small noise ratio in delay (N

δ
), and minimal energetic

burden (Fig. 2.1). Multi-criteria optimization can be achieved by defining
the weight for each of these criteria and obtain a scalar objective function.
For our search, we focused on the length and controllability of δ, as the delay
generation activity is the core of a timer circuit, while the rest of criteria can
be optimized subsequently.

In order to compare multiple motifs, we defined and fixed the input
for the delay to be an inducible promoter. Unlike the prior demonstra-
tions of timer by the depth of cascade or different constitutive promoter
pairs (Hooshangi et al., 2005; Ellis et al., 2009), inducible promoter pro-
vides dynamic tuning of the delay without changing the circuit configura-
tion. Hence, the input of every circuit is defined to be the fixed range of
inducer concentrations, and the output to be measured is the duration for
the target gene expression to be in the off state. The objective functions to be
optimized are both the range and tunability of the delay. The range ‖δ‖ can
be expressed as ‖δ‖ ≡ δmax − δmin as the difference between the maximal
and minimal delays δmax and δmin. Tunability of delay with respect to in-
put inducer concentration can be assessed by a measure of input sensitivity,
such as the the maximal slope dδ

dx
, where x is the input inducer variable. The

objectives are to satisfy both large ‖δ‖ and small max dδ
dx

at the same time.

2.3.2 Three-nodes-motif spans the feasible basis of regula-
tory networks

Complex cellular circuits might be abstracted into simpler core networks
(W. A. Lim et al., 2013). A complex network could potentially be composed

17



Chapter 2. Design and optimization of a programmable genetic timer

Time

T
a

rg
e

t 
g

e
n

e
 l
e

v
e

l

A.

Z-d
u

d

Inducer

Input signal

Time

B.

FIGURE 2.1: Definition of a timer module described in a time-response curve of a tar-
get gene expression and a block diagram. (A) The measurable criteria for a good timer
depicted on an example time-response curve. The target gene expression delayed by δ.
(B) A timer module in a block diagram. The part takes two inputs; one input (u) is con-
nected to an ON/OFF switch and the other (d) is to a variable concentration of external
inducer. The inducer level controls the delay, which is represented by different colors in
the time-response of the output gene expression.

of several sub-network modules, each with a simpler core function. For
our computational search, we limit our design space to be motifs that can
be expressed less than three regulators. Network enumeration provides a
solution close to global optimum. We enumerated a broad class of circuit
motifs and modeled with ordinary differential equations (ODEs). Dynamics
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of the target gene expression is simulated using biologically realistic values
as model parameters to elucidate the mechanism of the delay (Table 2.3).
We then evaluated the timer function based on the aforementioned criterion
(programmability and length of the delay).

In detail, for our design space, we limit the network nodes to be regu-
lators, which can be implementable by a synthetic genetic circuit, and the
number of regulators to be in the range of one to three. The synthetic circuit
should be orthogonal to host physiology to be extensible for applications
that require host-independent processes. We focus on well-characterized
parts to be the choice of regulators, including transcriptional factors, small
RNAs, and activator/sequestrator pairs.

For the parameters, we assume the host has the same protein dilution
rate and the same mRNA degradation rate regardless for any gene. Fur-
thermore, to remove part-specific bias during comparison of network mo-
tifs, we assumed all the regulators to have the same steady-state concentra-
tions, and all the transcriptional factors to have the same Hill coefficients
and dissociation constant of KD. The off state, thus the length of the delay,
is defined to be the time between the point of induction of the circuit and
the point where the reporter gene expression exceed KD

10
of the steady-state

value.
The transcriptional activation and repression are described by a Hill

function as follows:

d[mx]

dt
= αm

[pA]n

[pA]n +Kn
D

− βm[mx] (2.1)

for activation where mx is the mRNA of gene x regulated by a transcrip-
tional activator pA, αm is the maximal transcription rate, KD is the dissocia-
tion constant of pA to bind to the operator of the regulon, n is the apparent
Hill coefficient, and βm is the mRNA degradation rate, and

d[mx]

dt
= αm

1

[pR]n +Kn
D

− βm[mx] (2.2)

for transcriptional repressor pR. A linear ordinary differential equation
(ODE) is used for protein concentration

d[px]

dt
= αp[mx]− βp[px], (2.3)
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TABLE 2.3: Biologically acceptable values of parameters chosen for ODE simulations

Parameter Value
Maximum transcription rate (αm) 10(̇βm + βp)

mRNA degradation rate (βm) 0.25 min−1

Translation rate (αp) βp
Protein dilution rate (βp) 0.025 min−1

Dissociation constant (KD) 1 nM
Hill coefficient (n) 2

Diffusion-limited rate constant (kon) 100 nM−1 min−1

Reverse rate constant (koff) 1 min−1

where αp and βp are the translation and dilution rate of protein px, respec-
tively. Mass action kinetics are used for the case where concentrations of
two molecules binding and unbinding are known, such as for sequestration
and induction processes:

d[pA]
dt

= αp[mA]− kon[pA][pB] + koff [pApB]− βp[pA],
d[pB ]
dt

= αp[mB]− kon[pA][pB] + koff [pApB]− βp[pB],
d[pApB ]

dt
= kon[pA][pB]− koff [pApB]− βp[pApB].

(2.4)

2.3.3 Computational search reveals three mechanisms of
tunable delay generation

ODE simulations of circuit motifs consisting one to three regulators showed
two types of timers based on the intermediate regulator behaviors. One
is count-up timer, where the activating regulator of the target gene needs
to accumulate above certain threshold, and the other is countdown timer,
where the repressive regulator of the target gene needs to decrease below
certain threshold (Levine et al., 2014).

Motifs of two nodes with activator, and three nodes with double
activators or double repressors cascade lead to overall activation of the
target gene expression with increasing inducer concentrations. Here, the
external inducer controls the rate of accumulation of the molecule in charge
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of the activation module, and the delay is generated as the threshold
concentration divided by the rate of accumulation of the regulator (Fig.
2.2A).

Motifs with a repressor regulating the target gene require pre-induction
of the repressors. Unlike the count-up timers where the delay was con-
trolled by the rate, since we assumed all conditions to have the same di-
lution and degradation rates of proteins or RNAs across all motifs, the
delay of this countdown timer is controlled by the concentration of pre-
induced repressor (Fig. 2.2B). Sequestration-based timers fit both defini-
tions of count-up and countdown timers. The delay generating mechanism
is similar to the repressor case where the concentrations of pre-induced se-
questration molecules are varied; hence the delay can be generated inde-
pendent of the rate of activator accumulation rate. Here, the concentration
of free sequestration molecules decreases upon accumulation and binding
of activator molecules, resembling to the case of diluting repressor (Fig.
2.2B, C).

The feedback loop of nodes creates a toggle-switch-like timer. The pre-
induction of the first repressor switches the timer to one state. The variable
induction of the second repressor turns off the expression of the first re-
pressor as well as directly induces the target gene expression. The delay is
due to compounded effects of the second repressor accumulation to repress
transcription of first repressor and dilution of the first repressor when in-
duction level is low, and essentially no delay when induction level is high
as excess inducer completely inactivates the first repressor that regulates the
target gene directly (Fig. 2.2 D).

2.3.4 IO characterization enables circuit motif discovery
with optimal range and tunability of the delay

The computer modeling and simulation result of each circuit motif is shown
in Fig. 2.3. Input-output (IO) responses were characterized by recording the
delay δ at given input inducer concentration ranging across five orders of
magnitude and the fixed parameter set listed in Table 2.3). The performance
of various circuit motifs is evaluated by ‖δ‖ (range) and dδ

dx
(tunability) (Fig.

2.3).
The countdown timers based on sequestration and repressor-dilution, as

well as simple activation exhibited similar range and tunability of the delay.
The bistable activator had the broadest range of delay, but was susceptible
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Figure 2.2: Four mechanisms of delay generation identified from circuit topology enu-
meration. (A) Count-up timer by activator accumulation. (B) Count-down timer by re-
pressor dilution. (C) Sequestration-based timer. Count-down timer of free sequestration
molecule. (D) Count-down timer with feedback regulation.

to input variation. Long transcriptional cascades were also identified with
noise propagation property (Hooshangi et al., 2005). Between the seques-
tration and repressor-dilution based timers, the repressor-dilution based
timer has advantage over sequestration for the tunable gain yon, but is sen-
sitive to stochasticity due to low repressor concentration toward the end of
delay. Protein-protein sequestration timer is most promising architecture of
delay generation not only because it has best range and tunability of delay,
but also it has additional tuning knob of activator accumulation rate besides
the sequestration molecule induction for delay generation.

We then further tested the delay generation of sequestration systems
with different parameter ranges. For the original simulation, the dissoci-
ation constant between the sequestration molecule and the activator is one
order of magnitude lower than the dissociation constant between the ac-
tivator to the operator. The higher affinity of the sequestration molecule
to the activator improves the maximum delay to nearly 8 hours, with the
trade-off with the steady state target gene expression (Fig. 2.4A). With an
additional regulator, we can incorporate a positive feedback loop on the tar-
get gene to control yon independently from sequestrator induction level (Fig.
2.4B). Although the maximal attainable delay appear shorter as the thresh-
old concentration of yon

10
is reached at earlier stage of target gene expression,
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Figure 2.3: The delay performance evaluation plot. The delay performance of circuit
motifs listed 1 to 12 are simulated and plotted for maximal slope dδ

dx in the horizontal axis
and range of delay ‖δ‖ in the vertical axis.

the delay generated by sequestration remains unchanged by incorporation
of the positive feedback loop.
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Figure 2.4: Optimization of the sequestration-based timer. (A) Sequestration-based
timers evaluated with varying dissociation constants between the activator and sequestra-
tor. The rest of parameters are fixed as provided in Table 2.3. (B) Circuit diagram (top) and
simulation result (bottom) of a sequestration-based timer with a positive feedback loop.
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2.3.5 Sequestration-based timer is implemented using or-
thogonal sigma and anti-sigma factors

Among many known activator and anti-activators known in bacteria, or-
thogonal pairs of σs, anti-σs, and promoters have been identified from
genomes of diverse bacteria and tested in E. coli (Rhodius et al., 2013). In
their study, five sets of extracytoplasmic function (ECF) σs anti-σs, and pro-
moters showed orthogonal expression to native E. coli σ factors and to each
other. The availability of multiple sets of orthogonal parts expands the pos-
sibility of dynamic gene regulation and builds toward more complex circuit
construction consisting multiple timers.

Nine pairs of ECFs in groups 03, 11, 14, 16, 20, 22, 27, 33, and 38, con-
trolled by AHL and IPTG as shown in Fig. 2.5A, were first tested in plate
reader assay for delay-generating ability. At time t < 0, varying concentra-
tions of AHL were added to the media to pre-induce the cells with anti-σ
factors. At time t = 0, IPTG was added as the onset signal for σ-factor
accumulation. The target gene sfGFP was regulated by the corresponding
σ factor promoter. The fluorescence over time exhibited promising time-
response curves (Fig. 2.5C).

Next, we transferred eight of the ECF pairs in groups 03, 11, 14, 20, 22,
27, 33, and 38 in a single plasmid expression system, and replaced the regu-
lator of anti-σ factor from luxR to tetR (Fig. 2.5B), as we suspected the leaky
expression from the luxR-regulated promoter would restrict the attainable
concentrations of anti-σ factor and thus narrow the range of delays. The sin-
gle plasmid expression system caused loss of sequestration in ECF groups
of 20, 22, 27, and 38. ECF 11 showed the best time-response of sfGFP with
long tunable delays and high yon. ECF 11 was further implemented with a
feedback system to decouple yon from the delay and enable the independent
control on the gain of the timer module (Fig. 2.6). Unfortunately, this im-
plementation showed significant delay in growth and unpredictable time
responses such as uncorrelated yon and the inducer levels. This is likely due
to cyto-toxicity of anti-σ factor observed in the prior study (Rhodius et al.,
2013).
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Figure 2.5: Comparison of three-plasmids and single-plasmid ECF expression systems.
(A) Circuit diagram of the ECF expression system from (Rhodius et al., 2013). (B) Circuit
diagram of the ECF expression system of single plasmid system. (C,D) Plate reader flu-
orescence readings over time from expression system of A and B, respectively. Different
inducer concentrations for anti-sigma expression were added to the media 5 hours before
the experiment. At t = 0, 500 µM IPTG is added to the media to start sigma factor accu-
mulation.

2.4 Discussion

The work shown here can be expanded on by [investigating XXX future
work] (Commenting on promise and excitement about work on timers).
Among the many possible modules in a genetic circuit and in synthetic
biology, the timer function and associated frequency-selectivity remains a
fundamental building block. This is similar to electronics where the basic
parts such as inductors and capacitors serve as frequency-selective or delay
components to perform critical functions such as noise filtering, resonant
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Figure 2.6: Comparison of the circuit diagram, GFP expression, and growth measure-
ments of the two ECF expression systems. Different inducer concentrations were added
to the media at time 0. Fluorescence and OD600 were measured by plate reader. (A) The
original ECF expression system. (B) ECF expression system with feedback loop.

amplification as well as for the smoothing of signals. We believe that con-
tinued research into designing and improving genetic timers will be invalu-
able for future genetic circuits.

2.5 Conclusions

The circuit motif enumeration allows optimization of a genetic circuit over
different mechanisms toward a desired outcome within the search space.
For the delay-generating objective, we found sequestration-activation sys-
tem to constitute the best timer structure within the tested motif of three
or less regulators. Implementation of the sequestration-based timer using
ECF σ and anti-σ factors from various microbes demonstrated tunable de-
lays. The optimization of the sequestration timer was deadlocked as the
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time response and steady state expression became unpredictable at higher
anti-σ factor induction levels. Strong correlation of anti-σ factor induction
level and host growth repression suggests undesirable host-circuit interac-
tion contributing to the unpredictability and loss of modularity of the timer
circuit.
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Chapter 3

Programming mRNA decay to
modulate synthetic circuit resource
allocation

3.1 Attribution

This chapter is based on a co-authored publication in Nature Communica-
tions:
Venturelli OS, Tei M, Bauer S, Chan LJG, Petzold CJ, Arkin AP. Pro-
gramming mRNA decay to modulate synthetic circuit resource alloca-
tion. Nature Communications. 2017 Apr 26;8:15128. Available from:
http://dx.doi.org/10.1038/ncomms15128
Author contributions are detailed as follows:
O.S.V. and A.P.A. designed the research. O.S.V. and M.T. carried out the ex-
periments. O.S.V. and M.T. performed the computational modelling. O.S.V.,
M.T. and A.P.A. discussed data analyses and O.S.V. and M.T. performed the
analyses. O.S.V., M.T. and A.P.A. wrote the manuscript. S.B. performed
gluconate measurements and L.J.G.C. and C.J.P. implemented shotgun pro-
teomics.

3.2 Introduction

When designing synthetic biological circuits, it must not be forgotten that
these circuits exist within a biological entity that needs basic cellular pro-
cesses to keep alive. As such, a core challenge is to optimize the distribution
of the limited energy or resource quota between synthetic circuit functions
and basic cell functions (Ophelia S Venturelli et al., 2016; Gyorgy et al., 2015;
Dong et al., 1995; Shachrai et al., 2010). However, unlike gene expression
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which can be controlled by many techniques like CRISPR (Qi et al., 2013;
Zalatan et al., 2015; Gertz et al., 2009) or engineered promoters (Mutalik et
al., 2013), there are limited methods to globally redistribute resources and
reprogramme cellular state.

In this chapter, we investigate the use of RNA decay for synthetic circuit
resource redistribution in E. coli. To achieve this, we repurposed a sequence-
specific ribonuclease MazF15 (Y. Zhang et al., 2003) whose recognition site
‘ACA’ is present in 96% of E. coli coding sequences. The MazF recognition
site can be eliminated from the synthetic circuit while preserving the amino
acid content, allowing cellular resources to be reallocated towards synthetic
gene expression by eliminating competing processes.

3.3 Materials and Methods

3.3.1 Cloning and strain construction

mazF was deleted from the E. coli BW25113 strain using lambda-red recom-
bination and verified by colony PCR. MazF was introduced into an inter-
genic region referred to as SafeSite 1 (chromosomal position 34715) under
control of an aTc-inducible promoter (PTET). PCR amplifications were per-
formed using Phusion High-Fidelity DNA Polymerase (NEB) and oligonu-
cleotides (IDT) for cloning and strain construction were obtained from In-
tegrated DNA Technologies. Standard cloning methods were used to con-
struct plasmids. Plasmids were derived from previously generated con-
struct library (T. Lee et al., 2011). A list of plasmids and strains used in this
study can be found in Table 3.1.

3.3.2 Growth conditions and plate reader experiments

For plate reader experiments, cells were grown at 37 oC for∼6–8 h, and then
diluted to OD600 of 0.01 in a 96-well plate (Corning) in LB Lennox media
(Sigma). In 96-well plates, cells were grown in 200 ml volumes at 37 oC cov-
ered by a gas-permeable seal (Fisher Scientific) in a M1000 (Tecan) or Syn-
ergy 2 (BioTek) plate reader. Cells were cultured for 1–2 h in the plate reader
before inducer administration. The method measured cell density (OD600)
and fluorescence every 10 min for 15 h. The M1000 excitation and emission
wavelengths were 485, 510 nm for GFP and 587, 610 nm for RFP (5 nm band-
width). The BioTek excitation and emission wavelengths were 485, 528nm
for GFP and 560, 620 for RFP (20 nm bandwidth). The M1000 and Synergy 2
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TABLE 3.1: List of strains and plasmids used.
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TABLE 3.2: List of qPCR primers and probes

measured absorbance at 600 nm (OD600) to quantify total biomass. For each
experiment, the minimum value of fluorescence or OD600 across all condi-
tions was subtracted from fluorescence or OD600 measurements. Normal-
ized fluorescence was computed by dividing by the maximum value across
conditions. Normalized fluorescence divided by total biomass (OD600) was
computed by dividing total fluorescence by OD600 and then normalizing
to the maximum value across conditions. For plate reader experiments,
biological replicates consisted of cells inoculated into different wells in a
96-well plate that were exposed to equivalent inducer concentrations.

3.3.3 qPCR measurements

Oligonucleotides for quantitative real-time PCR (sequences are listed in Ta-
ble 3.2) were designed using Integrated DNA Technologies. Total RNA
of 500 ng was reverse transcribed using the iScript complementary DNA
(cDNA) synthesis kit (Bio-Rad). The reaction mix contained 5 ml of SsoAd-
vanced Universal Probes Supermix (Bio-Rad), 0.5 ml primer and probe cor-
responding to 250nM primers and 125nM probe (20× stock) and 0.5 µl of
cDNA. qPCR measurements were performed using a CFX96 real-time PCR
machine (Bio-Rad). The relative expression levels were determined by a
2∆∆G method. Each sample was normalized by the cycle threshold geomet-
ric mean using reference genes rrsA and cysG (Zhou et al., 2011). Biological
replicates consisted of three E. coli cultures exposed to equivalent inducer
concentrations (0 or 5 ng ml−1). Three qPCR technical replicates were per-
formed and averaged for each sample.
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3.3.4 Gluconate measurements

KTS022IG mazF::∆ (strain S1 in Table 3.1) strains bearing pBbA6c-gdh-X
(plasmid P8-9 in Table 3.1) and pBbS2k-mazF-U (plasmid P1) were grown in
LB medium at 37oC overnight and used to inoculate a 10ml culture the next
morning at an OD600 of 0.05. At OD600 of 0.3, 1.5% glucose, 1mM IPTG
and 5 or 0 ngml−1 were administered to the cultures. 1ml samples were
collected at the specified times and centrifuged at 5,000g for 5min to iso-
late the supernatant. The supernatant samples were analysed for gluconic
acid using a 1,200 Series liquid chromatography system (Agilent Technolo-
gies) coupled to an LTQ-XL ion trap mass spectrometer (Thermo Scientific)
equipped with an electrospray ionization source. Aliquots of the diluted
samples were injected onto a Rezex ROA-Organic Acid H + (8%) (150mm
× 4.6 mm) column (Phenomenex) equipped with a Carbo-H + (4 × 3mm2)
guard column (Phenomenex). Gluconic acid was eluted at 55 oC at ∼3.5
min with an isocratic flow rate of 0.3 ml min1 of 0.5% (v/v) formic acid in
water. Precursor ion m/z 195.1 was selected in negative ion mode using an
isolation window of m/z 2 and was fragmented with a normalized collision
energy of 35. Fragment ions were analysed in the range of m/z 50–200. m/z
128.5–129.5 was selected as pseudo-MRM transition for compound quantifi-
cation. Resulting peak areas were compared to an external standard calibra-
tion in the range of 0.2–200 µM. The source parameters were ion spray volt-
age: 4 kV; capillary temperature: 350 o C; capillary voltage: 2V; tube lense
voltage: 40 V; sheath gas flow: 60; auxiliary gas flow: 5; and sweep gas flow:
10 (all arbitrary units). Technical replicates were performed by measuring
the sample three independent times. The experiment was repeated three in-
dependent times. These experiments showed that the MazF-induced cells
expressing Gdh-P yielded the highest gluconate concentrations compared
to uninduced cells and MazF-induced cells expressing Gdh-U.

3.3.5 Proteomics

BW25113 mazF::∆, SafeSite1::tetR-PTET-mazF (strain S2 in Table 3.1) was
grown overnight in LB at 37oC and then diluted to an OD600 of 0.05 in a
500 ml LB culture. At OD600 of 0.5, cell populations were induced with
5 ngml−1 aTc and 40 ml of the cultures were collected approximately ev-
ery hour and centrifuged for 5min at 4,300g. Proteomic samples were pre-
pared for analysis by lysing the cell pellets and extracting the proteins using
the chloroform/methanol precipitation method (González Fernández-Niño
et al., 2015). The proteins were resuspended in 100mM AMBIC with 20%
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methanol and reduced with tris(2-carboxyethyl) phosphine for 30 min, fol-
lowed by addition of iodoacetamide (IAA; final conc. 10mM) for 30 min
in the dark, and then digested overnight with MS-grade trypsin (1:50 w/w
trypsin: protein) at 37oC. Peptides were stored at 20oC until analysis. Sam-
ples were analysed on an Agilent 1290 UHPLC—6550 QTOF liquid chro-
matography mass spectrometer (LC–MS/MS; Agilent Technologies) system
and the operating parameters for the LC–MS/MS system were described
previously (González Fernández-Niño et al., 2015). Peptides were separated
on a Sigma-Aldrich Ascentis Express Peptide ES-C18 column (2.1×100mm2,
2.7mm particle size, operated at 60oC) and a flow rate of 0.4 ml min−1. The
chromatography gradient conditions were as follows: from the initial start-
ing condition (98% buffer A containing 100% water, 0.1% formic acid and 2%
buffer B composed of 100% acetonitrile, 0.1% formic acid) the buffer B com-
position was held for 2min then increased to 10% over 3min; then buffer B
was increased to 40% over 117 min, then increased to 90% B over 3min and
held for 8min, followed by a ramp back down to 2% B over 1min, where
it was held for 6min to re-equilibrate the column to the original condi-
tions. The data were analysed with the Mascot search engine version 2.3.02
(Matrix Science) and filtered and validated using Scaffold v4.3.0 (Proteome
Software Inc.) (González Fernández-Niño et al., 2015). Replicates consisted
of four aliquots of an E. coli culture exposed to 5 ngml−1 aTc for different
lengths of time. Shotgun proteomics was performed independently on each
sample.

3.3.6 RNA-seq library construction and sequencing

BW25113 mazF::∆, Safe- Site1::tetR-PTET-mazF (strain S2 in Table 3.1) was
grown overnight in LB at 37 oC and then diluted to an OD600 of 0.05 in a
10ml LB culture. At an OD600 of 0.5, cells were induced with 5 ngml−1 aTc.
Samples were collected as follows: 200 ml of the cell cultures were added
to 400 ml of RNAprotect (Qiagen) to stabilize the RNA, incubated for 5min
at room temperature and then spun down for 10 min at 5,000g. Total RNA
was isolated using RNeasy purification kit and treated with DNAase I (Qi-
agen). The Functional Genomics Lab (FGL), a QB3-Berkeley Core Research
Facility at UC Berkeley, constructed the sequencing libraries. At the FGL,
Ribo-Zero rRNA Removal Kits (Illumina) were used to remove ribosomal
RNA and ERCC RNA Spike-In Control Mixes (Ambion by Life Technolo-
gies) were added to the samples. The library preparation was performed

33



Chapter 3. Programming mRNA decay to modulate synthetic circuit
resource allocation

on an Apollo 324 with PrepX RNAseq Library Prep Kits (WaferGen Biosys-
tems, Fremont, CA), and 18 cycles of PCR amplification was used for index
addition and library fragment enrichment. Biological replicates consisting
of two E. coli culture aliquots exposed to 5 ng ml−1 aTc were collected at the
specified times. RNA-seq libraries were constructed independently from
each sample.

3.3.7 RNA-seq data analysis

The read counts were mapped onto the MG1655 genome using Bowtie
1 (Langmead et al., 2009) on the galaxy webserver (Afgan et al., 2018). Reads
per kilobase of transcript per million (RPKM) was computed by multiplying
the number of mapped reads by 109 and then dividing by the gene length
and median number of total reads for each condition. For clustering analy-
sis, the correlation coefficient (r = 0.9) between two biological replicates as
a function of time was used as a threshold to remove genes that exhibited
variability between replicates. The log2 fold change was partitioned into
clusters using the K-means algorithm (MATLAB). To determine an optimal
number of clusters, the sum of squared errors was computed for each data
point from the corresponding cluster centroid across a range of K-values (1–
10). The Elbow method was used as a heuristic to select the optimal number
of partitions that minimizes the sum of squared errors. The Fisher’s exact
test (P = 0.05) was used to evaluate enrichment of genes based on TIGRFAM
annotation (MicrobesOnline) or transcription factor network (RegulonDB).
Table 3.3 contains a list of genes in the enriched categories.

3.3.8 Computational modeling

We used custom code for computational modelling and data analysis in
MATLAB (Mathworks) and Python.

For the mathematical model, we constructed an ordinary differential
equation (ODE) model that interrogated the role of MazF on ribosome
competition. The model included mRNA and protein concentrations of
all species. Major protein species (Table 3.1 contains a complete list of
model species) included the unprotected cellular proteome (p), ribosomes
(r), MazF monomer (mazFp) and dimer (mazFpd), MazE (mazEp) and a
protected gene (FP ). For simplicity, we assumed that nutrient levels, cellu-
lar energy and RNA polymerase concentrations were constant as a function
of time. We assumed that MazE was not expressed (αe = 0) for modeling
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TABLE 3.3: Functional (TIGRFAM) and regulatory (Regulon DB) enrichments in RNA-seq
clustering analysis. *Not statistically significant (p = 0.051)
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analyses except Supplementary Fig. 16. Table 3.5 contain a description
of model species and parameters and Supplementary Fig. 12 shows the
molecular interactions in the model. The Supplementary Software contains
MATLAB code for simulation of the model. Parameters were based on pre-
vious literature (see Table 3.5). Unknown parameters were estimated using
physiologically relevant values for E coli. We focused on qualitative circuit
behaviors, which were robust to small variations in free parameters. The
growth rate function was based on a previous model of growth and gene
expression. Here, growth rate is defined as λ = ktransP

−1
tot ([rp] + [rr]). For

steadystate analyses, the model was first simulated to steady-state (t = 278
hr) from an initial condition corresponding to 1 nM for all species. Second,
the steady-state species concentrations from the first simulation were used
as the initial condition for a second simulation. This two-stage simulation
mirrored our experimental design, whereby cells were grown for a period
of time prior to inducer administration. The equations are detailed in Fig-
ure 3.4.

3.3.9 Characterization of cell viability

A BW25113 mazF::D strain (strain S3 in Table 3.1) transformed with pBbS2k-
mazF-U or pBbS2k-mazF-P (plasmid P1-2 in Table 3.1) was grown overnight
at 37 oC in LB media and then diluted to an OD600 of 0.01 in 5ml LB media.
At an OD600 of 0.3, 5 ngml−1 aTc dissolved in 100% ethanol was used to in-
duce the cells and an equivalent volume of 100% ethanol was administered
to the uninduced cell populations. Following 0 and 7 h, cells were prepared
for fluorescent microscopy using the LIVE/DEAD Baclight Bacteria Viabil-
ity Kit (Thermo Fisher) to characterize the fraction of viable cells across the
population. Microscope images were collected using a Zeiss Axio Observer
D1 and Plan-Apochromat 63/1.4 Oil Ph3 M27 objective (Zeiss). Cells were
imaged using excitation BP 470/40 and emission BP 525/50 (Filter Set 38
High Efficiency) or excitation 560/40 and emission BP 630/75 (Filter Set
45). Images were captured with a Hamamatsu ORCA-Flash4.0 using the
ZEN Software (Zeiss). Cell Counter (Fiji)63 was used to analyse the images
and quantify the number of viable and dead cells. Technical replicates con-
sisted of aliquots of E. coli cultures that were independently prepared for
microscopy using the LIVE/DEAD protocol.
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TABLE 3.4: Equations used in the MazF resource allocation model

42



Chapter 3. Programming mRNA decay to modulate synthetic circuit
resource allocation

TABLE 3.5: Parameters used in the MazF resource allocation model
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3.3.10 Statistics

Statistical analyses and sample sizes for each experiment are described in
the figure legends and Methods subsections. Data represent the mean ± 1
s.d., unless noted otherwise. P = 0.05 was considered significant.

3.3.11 Code Availability

The authors declare that all computer code supporting the findings of this
study is available on request. Data availability. The RNA-seq data in this
study have been deposited in the National Center for Biotechnology In-
formation (NCBI) Gene Expression Omnibus (GEO) with accession code
GSE94998.

3.4 Results

3.4.1 MazF allocates intracellular resources from host pro-
cesses to synthetic pathways

To explore whether manipulation of resource allocation could predictably
modulate circuit behaviour, we needed to develop a comprehensive re-
allocation mechanism that preserved core processes required for a target
function, while downregulating competing pathways. MazF is a sequence-
dependent and ribosome-independent endoribonuclease that cleaves the
recognition site ‘ACA’ in single-stranded RNA (Y. Zhang et al., 2003; Y.
Zhang et al., 2005). Approximately 96% of E. coli coding sequences contain
at least one MazF recognition site (Figure 3.2a). Thus, induction of MazF
should inhibit cellular processes other than those protected from its action.

We characterized the impact of MazF on expression of a target gene
mCherry that contained nine recognition sites in the coding sequence
(mCherry-U) or was recorded to not contain any sites using alternative
codons (mCherry-P). mazF was introduced into an intergenic genomic site
under control of an aTc-inducible promoter (PTET ) in an E. coli strain deleted
for mazF (strain S2 in Table 3.1). The total fluorescence of mCherry-P and
mCherry-U were similar in the absence of MazF, indicating that recoding
the transcript did not modify expression (Fig. 3.2b). The MazF induction
ratio is a metric used to quantify resource redistribution activity, and is de-
fined as the ratio of total mCherry-P fluorescence in the presence to absence
of MazF. Following 10 h of induction with 0 or 5 ng ml−1 aTc, the MazF
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Figure 3.1: MazF recognition sites in E. coli coding sequences. (a) Distribution of MazF
recognition sites in E. coli coding sequences. 96% of coding sequences contain at least one
recognition site. (b) Relationship between gene length and the square root of the number
of recognition sites for each transcript. Expected relationship based on the GC content of
the E. coli genome (blue line) and observed relationship (black line) using robust linear
regression. mazF is highlighted (green data point) and contains a larger number of MazF
sites than predicted. Scatter plot of gene length vs. square root of the number of sites across
a limited range of values (inset)

induction ratio was < 1 for mCherry-U and 5 for mCherry-P (Fig. 3.2c).
The sequence protection ratio of total fluorescence, defined as the ratio of
mCherry-P to mCherry-U, was∼ 1 or 19 in the absence or presence of MazF
(Fig. 3.2d). Altogether, these data show that MazF significantly enhanced
protected and inhibited unprotected gene expression.

To map the relationship between MazF expression and resource redis-
tribution activity, growth and mCherry-X (X denotes U or P) expression
were measured across a broad range of aTc concentrations. The total flu-
orescence of mCherry-U driven by an arabinose-inducible promoter (PBAD)
was reduced up to 4-fold in response to aTc (Figure 3.3). In the presence of
aTc, the MazF induction ratio of total fluorescence was enhanced (Fig. 3.2e),
whereas the total biomass was lower (Figure 3.4a). The MazF induction
ratio of fluorescence divided by OD600 increased with aTc and arabinose
(Fig. 3.4b). While the biomass normalization factor altered the quantitative
value of the induction ratio, the qualitative relationship between MazF ac-
tivity and protected gene expression was unmodified (Fig. 3.2e and Fig. 3.3
and Fig. 3.4b). These data highlight that mCherry-P expression and biomass
synthesis were inversely correlated in response to MazF. In sum, our results
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Figure 3.2: Redistributing resources in E. coli by programming mRNA decay. (a)
Schematic diagram of the MazF resource allocator. Host-cell transcripts containing MazF
recognition sites (‘ACA’) are targeted for cleavage. The MazF site can be removed from tar-
get genes while preserving the amino acid sequence. As such, MazF down-regulates tran-
scripts that compete with the protected synthetic circuit for limiting resources, yielding an
increase in protected gene expression. (b) MazF and protected mCherry (mCherry-P) were
controlled by an aTc and arabinose-inducible promoter (top), respectively. Time-series
measurements of total fluorescence normalized to the maximum steady-state value (t = 10
h) across conditions for cells expressing unprotected mCherry (mCherry-U) or mCherry-P
in the presence (5 ngml−1 aTc) or absence (0 ng ml−1 aTc) of MazF. Cells were induced
with 0.05% arabinose. Bar plot showing the steady-state normalized mCherry fluorescence
(inset). (c) MazF induction ratio, defined as the total fluorescence of mCherry-X in the
presence (5 ng ml−1 aTc) to absence (0 ng ml−1 aTc) of MazF. Cells were induced for 10 h
with 0.05% arabinose. (d) Sequence protection ratio, defined as the total fluorescence ratio
of mCherry-P to mCherry-U in the presence (5 ng ml−1 aTc) or absence (0 ng ml−1 aTc) of
MazF. Cells were induced for 10 h with 0.05% arabinose. (e) Heat-map of MazF induction
ratio of total fluorescence following 10 h of induction across a range of arabinose and aTc
concentrations. Error bars represent 1 s.d. (n = 3).
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suggest that the enhancement of the protected gene mCherry-P in MazF-
induced cells is due to augmented synthesis.

Figure 3.3: Relationship between the concentration of MazF and the expression of an
unprotected fluorescent reporter (mCherry-U). mazF and mCherry-U were regulated by
an aTc-inducible promoter (PTET) and arabinose-inducible promoter (PBAD), respectively.
Total fluorescence or fluorescence divided by OD600 was normalized to the maximum
value across conditions. Cells were induced with 0.05% arabinose for 14.2 hr. Error bars
represent 1 s.d. (n = 4).

To interrogate the temporal variation in expression in MazF-induced
cells, cell populations were induced with mCherry-P at three time points
following exposure to MazF. To account for variability in biomass across
conditions, we evaluated fluorescence divided by OD600 since the quali-
tative relationships were not altered by the biomass normalization factor
(Fig. 3.2b,e; Figs 3.3 and 3.4b). To compare expression across conditions, flu-
orescence divided by OD600 was normalized to the maximum expression
level across all conditions following 12 h of induction with 5 ngml−1 aTc. In
the absence of MazF, delayed induction by 2 h reduced mCherry-P expres-
sion by 85% (Fig. 3.5a), whereas cells induced with MazF displayed a 34%
decrease in mCherry-P expression (Fig. 3.5b). These data indicate that het-
erologous expression was significantly attenuated by delayed induction in
the absence of MazF, presumably by the transition from exponential to sta-
tionary phase. By contrast, delays in the induction of mCherry-P reduced
expression by a smaller magnitude in the presence of MazF, indicating that
MazF-induced cells preserved high-metabolic activity for a period of time.

To distinguish whether transcriptional or translation activity dominated
the enhancement of mCherry-P in response to MazF, mCherry-P mRNA
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Figure 3.4: MazF activity inhibited growth and enhanced the expression of a protected
fluorescent reporter (mCherry-P). MazF and mCherry-X were regulated by an aTc (PTET)
and arabinose-inducible (PBAD) promoter, respectively. (a) OD600 at saturation across a
range of aTc and arabinose concentrations. Cells were induced for 10 hr. (b) MazF induc-
tion ratio of mCherry-P fluorescence divided by OD600 across a range of arabinose and aTc
concentrations. Cells were induced for 10 hr. We measured the expression of mCherry-P
divided by OD600 in the presence and absence of MazF induction. The induction ratio is
defined as the division of the former quantity by the latter.

Figure 3.5: Relationship between the timing of induction of mCherry-P and timere-
solved measurements of gene expression in the presence (5 ng/mL aTc) or absence (0 ng
/mL aTc) of MazF. mCherry-P and MazF were controlled by an IPTG (PLAC) and aTc-
inducible promoter (PTET). mCherry-P was divided by OD600 and normalized to maxi-
mum steady-state expression value across all conditions. (a) Normalized mCherry-P ex-
pression as a function of time for uninduced cells (0 ng/mL aTc). 1 mM IPTG was adminis-
tered to different cell populations at three times highlighted by the dashed lines (t1 = 0 hr,
t2 = 1 hr and t3 = 2 hr). Bar plot of normalized mCherry-P expression for the t1, t2 and t3
conditions following 12 hours of induction (inset). (b) Normalized mCherry-P expression
as a function of time for cells induced with MazF (5 ng/mL aTc). Cells were induced with
IPTG at three times highlighted by the dashed lines. Bar plot of normalized mCherry-P
expression for the t1, t2 and t3 conditions following 12 hr of induction (inset). Error bars
represent 1 s.d. (n = 4).
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was measured using quantitative real-time PCR (qPCR). The mCherry-P
mRNA fold change following 56 min of induction with 0 or 5 ngml−1 aTc
relative to mCherry-P mRNA abundance at the beginning of the experiment
(t = 0) was similar in the presence or absence of MazF (Fig. 3.6). These data
show that MazF did not significantly alter the mCherry-P transcription rate
over this period of time. Therefore, these results suggest that MazF activity
augmented the translation rate of mCherry-P.

3.4.2 Gluconate activity is enhanced during MazF-induced
resource allocation

The gluconate pathway competes directly with biomass synthesis by redi-
recting glucose into gluconate via glucose dehydrogenase (Gdh, Fig. 3.8a).
To determine the impact of MazF on metabolic flux, biomass and gluconate
were measured as a function of time (see Methods) in cells expressing
protected Gdh (gdh-P) or unprotected Gdh containing 10 MazF recogni-
tion sites (gdh-U) controlled by a PLAC promoter. These experiments were
conducted in a strain background that contained genetic modifications to
inhibit gluconate metabolism and decouple glucose phosphorylation and
transport to efficiently utilize glucose as a substrate for target metabolic
pathways (strain S1 in Table 3.1) (Solomon et al., 2012). As expected, cell
growth was inhibited by MazF induction whereas the uninduced popula-
tion continued to grow as a function of time (Fig. 3.8b). Cells bearing gdh-P
driven by a PLAC promoter displayed up to a three-fold higher gluconate
concentration and five-fold higher gluconate per unit time in the presence of
MazF compared to cells that were not induced with aTc (Fig. 3.8c; Fig. 3.7a).
The gluconate titre was 85% higher for cells induced with MazF compared
to cells that were not induced following 18.25 h (Fig. 3.8d). A protected flu-
orescent reporter sfGFP (sfGFP-P) N-terminally fused to Gdh-U or Gdh-P
increased up to 3.3 and five-fold as a function of aTc (Fig. 3.7b). These data
demonstrated that the MazF resource allocator could enhance metabolic
flux by protecting genes in a target metabolic pathway.

3.4.3 Protection of host-factors to enhance resource alloca-
tion

Synthetic circuits depend on a dense network of host-genes including the
transcriptional and translational machinery. Therefore, MazF-mediated de-
cay of host factors could impact circuit functions. To investigate whether
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Figure 3.6: mCherry-P mRNA fold change measured by qPCR in the absence (0 ng/mL
aTc) or presence (5 ng/mL aTc) of MazF following 56 min of induction. Cells were in-
duced with 0.05% arabinose. MazF and mCherry-P were controlled by an aTc (PTET) and
arabinose-inducible (PBAD) promoter, respectively. Error bars represent 1 s.d. (n = 3).

Figure 3.7: MazF resource allocator significantly enhanced gluconate flux and the ex-
pression of a protected fluorescent protein fusion (sfGFP-P) to glucose dehydrogenase
(Gdh). MazF was regulated by an aTc-inducible promoter (PTET). The protected and un-
protected versions of Gdh and sfGFP-Gdh were controlled by an IPTG-inducible promoter
(PLAC). (a) Change in gluconate concentration per unit time for cell populations express-
ing an unprotected version of Gdh (gdh-U) or protected Gdh (gdh-P) driven by an IPTG-
inducible promoter (PLAC) in the presence (5 ng/mL aTc) or absence of MazF (0 ng/mL
aTc). The media was supplemented with 1.5% glucose and 1 mM IPTG. (b) MazF induction
ratio of an N-terminal fusion of sfGFP-P to Gdh-U or Gdh-P as a function of aTc following
12.2 hr of induction with 1 mM IPTG. The media was supplemented with 1.5% glucose.
We measured the expression of sfGFP-P divided by OD600 in the presence and absence of
MazF induction. The induction ratio is defined as the division of the former quantity by
the latter. Error bars represent 1 s.d. from the mean of three technical replicates (n = 3).
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Figure 3.8: The MazF resource allocator enhanced gluconate production. (a) Schematic
diagram of the circuit design (top) and gluconate metabolic pathway (bottom). Glucose de-
hydrogenase (Gdh) transforms glucose into gluconate and competes directly with biomass
synthesis. MazF and glucose dehydrogenase (gdh) were controlled by an aTc (PTET) and
IPTG-inducible (PLAC) promoter, respectively. (b) OD600 as a function of time for cells
expressing Gdh that contained 11 (Gdh-U) or 0 recognition sites (Gdh-P) in response to 5
or 0 ng ml−1 aTc (below). All cultures were induced with 1mM IPTG and supplemented
with 1.5% glucose. (c) Gluconate titre as a function of time. (d) Gluconate titre following
18.25 h of induction. Error bars represent 1 s.d. from the mean of technical replicates (n =
3).

protection of support genes could improve the performance of the resource
allocator, we tested whether protection of an orthogonal RNA polymerase
T7 could enhance the circuit output. A protected (T7-P) or unprotected T7
RNA polymerase (T7-U containing 50 MazF sites) controlled by an IPTG-
inducible promoter (PLAC) was used to drive the expression of mCherry
(Fig. 3a). The combination of T7-P and mCherry-P yielded a 21 or 7.6-fold
higher expression level of mCherry compared T7-P, mCherry-U or T7-U,
mCherry- P in the presence of MazF (5 ng ml−1 aTc) and 1mM IPTG. T7- P
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regulating an N-terminal fluorescent protein fusion of mCherry-P to Gdh-
P (mCherry-P-Gdh-P) exhibited a 1.4 and 15-fold higher expression com-
pared to T7-P, mCherry-P-Gdh-U or T7-U, mCherry-P-Gdh-P (Fig. 3.10).
The mCherry expression level of the T7-X, mCherry-X (Fig. 3a) and T7-
X, mCherry-X-Gdh-X (Fig. 3.10) circuits were differentially enhanced by
protection of T7 RNA polymerase or the reporter gene (mCherry-X or
mCherry-X-gdh-X) in the presence of MazF. Thus, the quantitative value
of the enhancement by protection of specific genes in a circuit depended on
the circuit composition.

Defining translation factors in need of protection is challenging since
the basic translation machinery consists of 78 factors including ribosomal
proteins and aminoacyl-tRNA synthases (Gil et al., 2004). To identify can-
didates, the proteome of MazF-induced cells was measured as a function of
time. The majority of the proteome (216 measured proteins) and 91% of 35
detectable ribosomal proteins varied by < 10% following 5 h of induction,
demonstrating that highly abundant proteins were stable for hours follow-
ing exposure to MazF (Fig. 3.11a). Ribosomal protein subunits S9, S20 and
L17 decreased by B20% and an essential elongation factor EF-Ts decreased
by approximately 80% following 5 h of induction with MazF (Supplemen-
tary Fig. 8b). In the presence of MazF, a protected version of EF-Ts (EF-Ts-P)
driven by an IPTG-dependent promoter (PLAC ) significantly enhanced the
expression of mCherry-P compared to cells that were not induced with EF-
Ts-P (Fig. 3.9b). These results indicated that genome-wide measurements
could be used to discover support genes in need of protection to augment
resource redistribution activity.

Global mRNA decay could generate imbalances in the expression lev-
els of genes in a regulatory network. For example, high concentrations of
truncated mRNA fragments could saturate exonucleases that process these
fragments into mononucleotides (Deutscher, 2006). Further, mRNA cleav-
age generates ribosome stalling at the 30 end of the mRNA, referred to as
non-stop complexes, which require the action of ribosome recycling factors
to rescue the ribosomes (Keiler, 2015). RNase R is a multifunctional protein
that exhibits ribonuclease and ribosome recycling factor activities (Richards
et al., 2006). Co-expression of MazF and protected version of RNase R
(RNase R-P) significantly enhanced the expression of mCherry-P compared
to cells expressing only MazF (Fig. 3.9b). However, co-expression of EF-
Ts-P and RNase R-P did not yield an additional enhancement in the level
of mCherry-P in the presence of MazF compared to cells expressing either
of the single support genes, RNase R or EF-Ts-P (Fig. 3.12). These results
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suggested that epistasis among support genes could potentially limit incre-
mental improvement of resource redistribution activity.

Figure 3.9: Improvement in resource redistribution activity via protection of key sup-
port genes and evaluation of the role of the MazF mRNA-decay negative feedback
loop. (a) Schematic of the orthogonal T7 RNA polymerase resource allocator circuit (top).
MazF, T7 RNA polymerase (T7-X) and mCherry-X were controlled by an aTc (PTET), IPTG
(PLAC) and T7 (PT7) regulated promoter, respectively. Normalized fluorescence divided
by OD600 as a function of aTc for cells expressing combinations of T7-U or T7-P and
mCherry-U or mCherry-P following 8.3 h of induction with 1 mM IPTG (bottom). Er-
ror bars represent 1 s.d. (n = 3). (b) Schematic of support gene (SG-P) circuit (top). The
support genes included protected host factors RNase R-P and EF-Ts-P. MazF, protected
support genes and mCherry-X were controlled by PTET, PLAC and PBAD, respectively.
We measured the expression of mCherry-P divided by OD600 in the presence and absence
of MazF induction. The induction ratio is defined as the division of the former quantity by
the latter. The sequence protection ratio is defined as the ratio of mCherry-P OD600−1 to
mCherry-U OD600−1 in the presence or absence of MazF. Sequence protection ratio (mid-
dle) and MazF induction ratio (bottom) in the presence (5 ngml−1 aTc, 125uM IPTG) or
absence (0 ng ml−1 aTc, 0 ngml−1 IPTG) of IPTG or aTc. Cells were induced with 0.05%
arabinose for 8.3 h. Error bars represent 1 s.d. (n = 4). (c) Schematic of MazF mRNA-
decay feedback loop (top). MazF induction ratio of fluorescence divided by OD600 for
cells expressing mazF transcripts that varied in the number of recognition sites (P37-43 in
Table 3.1). mCherry-P was regulated by a IPTG-inducible promoter (PLAC). Cells were
induced with 0 or 5 ng ml−1 aTc and 1 mM IPTG for 9.2 h. Error bars represent 1 s.d. (n =
4).
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3.4.4 MazF mRNA-decay feedback loop is important in sta-
bilizing cell vitality

The mazF transcript is enriched for recognition sites (Fig. 3.1b), establishing
an mRNA-decay negative feedback loop. We suspected that protection of
MazF could enhance circuit performance. However, the feedback loop may
modulate the regulatory dynamics of MazF and therefore influence resource
redistribution activity. To investigate this possibility, we probed the role of
the mRNA-decay feedback in the MazF resource allocator. Cells (strain S3
in Table 3.1) bearing mazF-U on a low copy plasmid (plasmid P1 in Ta-
ble 3.1) controlled by an aTc-inducible promoter (PTET ) and induced with
5ng/mL aTc exhibited a lower steady-state mazF mRNA level compared to
cells expressing mazF-P (Fig 3.13a), demonstrating that the feedback loop
was actively regulating the abundance of the mazF transcript. Corroborat-
ing this result, a 35% lower threshold of aTc was required to inhibit growth
in a strain expressing MazF-P compared to MazF-U (Fig 3.13b), suggesting
that protection of mazF mRNA yielded a higher MazF protein level. The
Hill coefficients of OD600 as a function of aTc following 11.2 h of induc-
tion were 2.6 and 5.9 for cells induced with MazF-U or MazF-P, revealing
an ultrasensitive relationship between MazF activity and biomass synthesis
that was significantly increased in the absence of the MazF mRNA decay
feedback loop.

Contrary to expectation, cells expressing MazF-U displayed significantly
higher mCherry-P expression compared to cells expressing MazF-P across
a broad range of aTc concentrations, highlighting that the negative feed-
back loop was a critical regulatory feature for the MazF resource alloca-
tor (Fig. 3.13c). To further investigate the quantitative relationship between
feedback loop strength and resource redistribution activity, we examined
growth and protected reporter gene expression in cells (strain S3 in Ta-
ble 3.1) bearing mazF sequences that varied in the number of recognition
sites (Fig. 3.9c; Fig. 3.15). The MazF induction ratio of fluorescence divided
by OD600 increased with the number of sites and the wild-type mazF se-
quence (nine sites) generated nearly the highest output expression level
(Fig. 3.9c). In sum, these results indicated that the activity of the mRNA-
decay feedback loop was a tunable knob that could be used to modulate
circuit performance.

A mechanistic computational model of cellular resource allocation was
constructed to provide insight into the role of the mRNA-decay negative
feedback loop on circuit behavior. The dynamic model represented the
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Figure 3.10: Protection of T7 RNA polymerase (T7-P) enhanced the expression of
mCherry-P N-terminally fused to Gdh-X (X represents U or P) following MazF induc-
tion. Fluorescence divided by OD600 was normalized to the maximum expression across
all conditions. Cells were induced with 0 or 5 ng ml−1 aTc and 1 mM IPTG for 10.8 hr. The
media was supplemented with 1.5% glucose. Error bars represent 1 s.d. (n = 6). Strain S2
(Table 3.1) was used for this experiment. T7-X and mCherry-X were controlled by an IPTG
(PLAC) and T7 (PT7) regulated promoter, respectively.

mRNA and protein levels of key species involved in the MazF resource
allocator (Fig. 3.16), which compete for limiting ribosome pools including
ribosomes (r), unprotected proteome (p), MazF (mazFp) and a protected
reporter gene (FP). The growth rate (λ) function was based on a previous
coarsegrained mechanistic model of gene expression and growth (Weiße et
al., 2015). A detailed description of the model and parameters are in Ta-
bles 3.2 and 3.3.

The relationship between the mazF transcription rate αf and the FP
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Figure 3.11: Time-series proteomics measurements of cell populations (strain S2 in Ta-
ble 3.1) induced with MazF (5 ng ml−1 aTc). (a) Scatter plots of log2 transformed protein
abundance (normalized total spectra) of 216 proteins prior to induction with MazF (x-axis)
vs. exposure to MazF for 1-5 hr (y-axis). Ribosomal proteins are highlighted in blue. (b)
Representative proteins that significantly decreased (top row) or increased (bottom row) in
response to aTc administration (5 ng ml−1). Error bars represent 1 s.d. (n = 4).

translation rate (ktransFP = ktrans[rFP ]) is non-monotonic (Supplemen-
tary Fig. 13a), indicating that there is an optimal expression level of MazF
to maximize resource redistribution activity. The model shows that the
strength of the feedback loop, represented by the dissociation constant of
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Figure 3.12: Co-expression of support genes protected RNAse R (RNAse R-P) and EF-Ts
(EF-Ts-P) did not improve the resource redistribution activity compared to cells induced
with a single protected support gene RNAse R-P or EF-Ts-P (Figure 3.9b).

Figure 3.13: Characterization of aTc-inducible MazF-U or MazF-P on mazF mRNA dy-
namics, growth and mCherry-P expression. MazF and mCherry-P were regulated by an
aTc (PTET) and arabinose-inducible promoter (PBAD). (a) mazF mRNA fold change mea-
sured by qPCR as a function of time for cells induced with MazF-P or MazF-U. Error bars
represent 1 s.d. (n = 2). (b) Saturating cell density (OD600) as a function of aTc follow-
ing 11.2 hr of induction. Error bars represent 1 s.d. (n = 4). (c) Normalized expression of
mCherry-P as a function of aTc. Cells were induced with 0.05% arabinose and a range of
aTc concentrations for 11.2 hr. Strain S3 and plasmids P1-2,4 were used for this experiment.
Error bars represent 1 s.d. (n = 4).
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MazF dimer (mazFpd) to the mazF transcript mf (KDf = krffk
−1
f ), is in-

versely correlated with the dose-response ultrasensitivity of total steady-
state MazF concentration (mazFT = 2 × [pf ]ss + 2 × [rf ]ss + 2 × [ff ]ss +
2 × [fe]ss + 2 × [mazFpd]ss + [mazFp]ss, where ss denotes steadystate) as
a function of αf (Fig. 4a,b). Molecular mechanisms that realize ultrasensi-
tivity include MazF dimerization (G.-Y. Li et al., 2006), molecular seques-
tration (Buchler et al., 2008; Ophelia S Venturelli et al., 2012) of mRNAs by
ribosomes (De Vos et al., 2011) or positive feedback (Ferrell Jr et al., 2014).
In addition, thresholded control of l by mazFT, which was observed in our
experimental and modelling data (Fig. 3.14d; Fig. 3.13b), could contribute
to ultrasensitivity in the network. For high KDf corresponding to the open
loop system, the model exhibits bistability manifesting as two stable steady
states across a range of αf values (Supplementary Fig. 13b). Since mp and
mr compete for limiting ribosome pools (Supplementary Fig. 13c), bistabil-
ity could arise via positive feedback (Ophelia S Venturelli et al., 2012) estab-
lished by an increase in the synthesis rate of r as a consequence of MazF-
dependent mp decay. The MazF mRNA-decay negative feedback loop en-
ables proportional adjustment of the mazFT (Nevozhay et al., 2009) and
reduces the potential for bistability by abolishing ultrasensitivity (Ophelia
S Venturelli et al., 2012; Tiwari et al., 2012) (Fig. 3.14b). As such, mazFT con-
centration could be tuned to operate in the regime that maximized resource
redistribution activity.

For a fixed value of αf , ktransFP is inversely related to KDf (Fig. 4c),
qualitatively recapitulating the increase in mCherry-P with the number of
binding sites in the mazF transcript (Fig. 3c). λ and the total concentration
of the unprotected gene p decrease as a function of αf , mirroring the exper-
imental data that showed lower OD600 and mCherry-U in the presence of
aTc (Figs 3.3, 3.4a and 3.13b; Fig. 3.14d,e). The increase in ultrasensitivity
of the dose response of mazFT versus λ as a function of KDf (Fig. 3.14d)
qualitatively reflected the enhanced ultrasensitivity of the steady-state dose
response of aTc versus biomass (OD600) for cells expressing MazF-P com-
pared to MazF-U (Fig. 3.13b). The negative feedback loop strength is in-
versely related to the range of αf values that enhance total steady-state r
concentration (rT, Fig. 3.14f). Above a threshold value of KDf , rT decreases
monotonically with αf . The mRNAdecay negative feedback has important
implications for resource allocator design by enabling precise tuning of the
MazF operating point by establishing a proportional relationship between
αf and mazFT. Indeed, this negative feedback may provide an evolutionary
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Figure 3.14: Probing the role of the MazF negative feedback loop in a dynamic computa-
tional model of resource allocation. This model demonstrates that the MazF mRNA-decay
feedback loop established proportional control of MazF in the absence of MazE (αe = 0).
(a) Total MazF concentration at steadystate (mazFT, t=278 h) as a function of the transcrip-
tion rate of mazF (αf ) across a range of dissociation constants (KDf) in units of nM of MazF
to mazF mRNA (mf ). Here, mazFT = 2 × [pf ]ss + 2 × [rf ]ss + 2 × [ff ]ss + 2 × [fe]ss +
2× [mazFpd]ss+ [mazFp]ss, where ss denotes steady-state. (b) Maximum logarithmic sen-
sitivity (ultrasensitivity) of the dose response of af versus mazFT across a range of KDf
values. (c) Steady-state translation rate of a protected gene FP (ktransFP = ktrans[rFP]ss)
as a function of KDf in the presence (αf = 2.8 nMmin−1) or absence (αf = 0 nMmin−1)
of MazF. (d) Steady-state growth rate (l) as a function of αf for different values of KDf. (e)
Steady-state total unprotected proteome (pT) concentration as a function of αf for differ-
ent values of KDf. (f) Steady-state total ribosome concentration (rT) as a function of αf for
different values of KDf.

advantage for cells by preventing the deleterious effects of MazF overex-
pression that accelerated cell death (Fig. 3.18).

3.4.5 MazE feedback loop impacts growth and circuit prop-
erties.

Transcriptional profiling and proteomics measurements of MazF-induced
cells (strain S2 in Table 3.1) revealed that the mazE transcript (Fig. 3.20a)
and MazE protein (Fig. 3.20b) were up-regulated by aTc administration.
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MazE is a stoichiometric inhibitor of MazF activity by sequestering MazF
into an inactive complex (Kamada et al., 2003). Stimulation of MazE syn-
thesis in response to MazF activity establishes a molecular sequestration
negative feedback loop. The protein abundance of MazF significantly ex-
ceeded MazE, explaining the lack of MazF inhibition in these conditions
(Supplementary Fig. 3.20b). Since MazE could be used to control the activ-
ity of the MazF resource allocator, we examined the impact of MazE activity
on growth and circuit properties in the model.

The transcription rate of mazE was a function of active MazF (mazFpd)
in the model to capture the coupling between MazF induction and MazE
synthesis. Increasing the maximum mazE transcription rate αe reduced
the total active MazF concentration (total active MazF concentration was
defined as [pf ]ss + [rf ]ss + [ff ]ss + [fe]ss + [mazFpd]ss, where ss denotes
steady-state; Fig. 3.21a). As a result, a higher αf was required to fully in-
hibit cell growth in the presence of MazE (Fig. 3.21b). Increasing αe shifted
the regime of maximum resource redistribution activity towards higher
αf values (Fig. 3.21c). Ultrasensitivity in the steady-state dose response
of αf versus total MazF (mazFT = 2 × [pf ]ss + 2 × [rf ]ss + 2 × [ff ]ss +
2 × [fe]ss + 2 × [mazFpd]ss + 2 × [cef ]ss + [mazFp]ss) was moderately en-
hanced by up to ∼ 23% in a narrow parameter regime corresponding to
high KDf and intermediate αe values, presumably via molecular seques-
tration (Fig. 3.21d) (Buchler et al., 2008). However, ultrasensitivity was sig-
nificantly reduced across a broad range of αe values. The range of αf that
mapped to high resource distribution activity could be adjusted by modu-
lating both the MazE and MazF mRNA-decay feedback loops. However, in
contrast to the mRNA-decay feedback, increasing the strength of the MazE
feedback moderately reduced the parameter range that mapped to optimal
circuit performance ( Fig. 3.21c). In sum, MazE is a key control parameter
for the MazF resource allocator that can be used to rapidly modulate growth
and resource redistribution activity (Amitai et al., 2004).

3.4.6 Transcriptional profiling of MazF-induced cells show
suppression on replication activity

To evaluate the genome-wide variation in transcript abundance following
MazF exposure, RNA-seq measurements of MazF-induced cells were col-
lected every 2 min for a total of 8 min using strain S2 induced with 5 ng
ml−1 aTc (Supplementary Table I). The majority of the 192 endogenous pro-
tected genes increased or remained constant following induction with MazF
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Figure 3.15: Saturating cell densities (OD600) of cell populations in the absence (0 ng
ml−1 aTc) or presence (5 ng ml−1 aTc) of induction with a set of mazF variants. MazF was
regulated by an aTc-inducible promoter (PTET ). The x-axis indicates the number of MazF
recognition sites in the mazF mRNA sequence (plasmids P37-43 in Table 3.1). Cells were
induced with 0.05% arabinose for 9.2 hr. Error bars represent 1 s.d. (n = 4).

Figure 3.16: Schematic of the MazF resource allocator circuit.
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for 8 min (Fig. 3.19a). A balance between synthesis and decay catalysed by
RNases and MazF determines transcript abundance. Therefore, it is chal-
lenging to directly decipher the MazF-dependent transcript decay rates.
Nevertheless, the number of MazF sites was negatively correlated with the
mean log2 fold change of transcript abundance following 8 min of induction
with aTc, indicating that on average the number of MazF sites predicted the
fold change across the transcriptome (Fig. 3.19b,Fig. 3.22).

Partitioning the transcriptome fold change dynamics into three clusters
(see Methods) revealed three temporal patterns in transcript abundance in
response to MazF induction: downregulation (K1, 460 genes), pulsatile re-
sponse characterized by an increase in transcript abundance at early times
and decrease following a delay (K2, 148 genes) or up-regulation (K3, 331
genes, Fig. 3.19c). We evaluated functional or regulatory enrichment (P
< 0.05 using the Fisher’s exact test) in each cluster to provide insights
into the physiological impact of MazF exposure (Table 3.5). Cell envelope
and genes regulated by Fur, MraZ and LexA were enriched in the K1 clus-
ter (Fig. 3.19c; Fig. 3.23). MraZ is a transcriptional repressor that controls
many genes involved in cell division and cell wall biosynthesis (Mengin-
Lecreulx et al., 1998). In addition, the cell division regulator minE mRNA
decreased significantly in the RNA-seq data (Fig. 3.19a), corroborating a
link between MazF activity and inhibition of cell division (Hale et al., 2001;
Eraso et al., 2014). The K2 cluster was enriched for genes regulated by
NikR, GlpR, GcvA, IHF, IscR and RstA and amino acid and anaerobic
metabolism (Fig. 3.23). K2 contained numerous regulatory categories (Ta-
ble 3.5), suggesting that the pulsatile transcript dynamics could be estab-
lished by an early increase in synthesis rates and delayed down-regulation
due to mRNA-decay at a threshold concentration of MazF. Genes regulated
by ArgR were enriched in the up-regulated cluster K3. In addition, 11 TCA
cycle enzymes were up-regulated in the RNA-seq data (P = 0.051 enrich-
ment in K3), suggesting that MazF-induced cells exhibited high metabolic
activity (Fig. 3.24; Table 3.5).

Previous work has demonstrated that fumarate production increased
the frequency of persister cells following antibiotic exposure (J.-S. Kim et
al., 2016). A closer examination of the catabolic pathway revealed that fu-
marate producing enzymes were significantly induced, illustrating a con-
nection between MazF activity and persistence via enhancement of fu-
marate flux (Mok et al., 2015; Tripathi et al., 2014) (Fig. 3.24).
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Figure 3.17: Non-monotonic circuit performance, trade-offs and bistability in the dy-
namic resource allocation model in the absence of MazE.

Figure 3.18: Characterization of cell viability using the LIVE/DEAD assay. Strain S3
bearing plasmid P1 or P2 were used in this experiment (Table 3.1). (a) Representative
fluorescence microscopy images of cells uninduced (0 ng ml−1 aTc) or induced (5 ng ml−1

aTc) with MazF-U or MazF-P for 0 or 7 hr. Red (propidium iodine) and green (SYTO 9)
represents cells with compromised and intact membranes, respectively. Scale bars repre-
sent 10 µm. (b) Ratio of the number of cells with compromised membranes over the total
number of cells for each condition following 0 (n = 3502, 3413, 4844 cells from left to right)
or 7 hr of induction (n = 2455, 1706, 1653 cells from left to right). Error bars represent 1 s.d.
(n = 2).
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Figure 3.19: Time-series RNA-seq measurements of MazF-induced cells. The mean
RPKM value (n = 2) was log2 transformed. (a) Scatter plot of log2 transformed RPKM
measurements before induction with MazF versus induction with MazF (5 ng ml−1 aTc)
for 8 min. Grey and red data points denote unprotected or protected transcripts larger
than 80 nucleotides, respectively. Dashed lines represent a two-fold threshold in transcript
abundance. cspABCGEF, mazF and minE transcripts are highlighted. (b) Scatter plot of
the number of mazF sites for each gene versus mean log2 fold change following induc-
tion with 5 ngml−1 aTc for 2 or 8 min. A 5-point moving average was applied to the data.
Lines represent fitted exponential functions to the data. (c) K-means clustering of log2 fold
change of 939 genes (left) that exhibited correlated dynamics between biological replicates.
Box plots (right) of representative functional or regulatory enrichments in the K1 and K3
clusters according to the Fisher’s exact test (Po0.05). On each box, the red line indicates the
median, the bottom and top edges represent the 25th and 75th percentiles and ‘þ’ denote
outlier data points. n represents the number of genes in each category (Supplementary
Table V)

Cold-shock genes are selectively expressed in response to cold stress
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and perform diverse functions including unwinding of RNA secondary
structures, modulation of ribosome and DNA/RNA chaperone activ-
ity (Gualerzi et al., 2003). The transcriptional profiling data revealed sig-
nificant shifts in cold-shock cspBCEFG and associated rbfA, rhlB, rhlE and
deaD transcript abundance as a function of time (Fig. 3.25). IF-3, one of the
major translation factors in E. coli, has been shown to mediate cold shock
translational bias in response to cold stress (Giuliodori et al., 2007; Gualerzi,
2011). IF-3 increased over four-fold in the proteomics data (Fig. 3.11b) fol-
lowing 5 h of MazF induction, whereas the abundance of infC mRNA did
not change significantly in response to MazF activity (Fig. 3.19a). Future
work should interrogate the molecular mechanisms and functional connec-
tion among MazF activity, up-regulation of IF-3, and significant shifts in
cold-shock transcript abundance.

As cold-shock transcripts were up-regulated in response to MazF ac-
tivity, these sequences were promising candidates for engineering MazF-
responsive promoters. To test the modularity of cold-shock induction by
MazF, we constructed a tandem promoter composed of PLAC upstream of
the cspB or cspG promoter, UTR and the first 14 amino acids of CspG or
CspB N-terminally fused to sfGFP-P. MazF induction increased sfGFP-P by
a maximum of 20 or 80-fold, demonstrating that the cspB and cspG regula-
tory sequences are modular control elements that directly respond to MazF
activity as an input.

3.4.7 MazF cleavage efficiency is position and frequency de-
pendent of the recognition sequence

A quantitative understanding of the mapping between MazF site place-
ment and cleavage efficiency could enable tuning of the timing and degrees
of protection to inform resource allocator design. Previous work demon-
strated that MazF activity was inhibited by strong secondary structures and
ribosomes enhanced cleavage efficiency by unwinding mRNA secondary
structures during translation (Christensen-Dalsgaard et al., 2008). To ex-
plore the dominant parameters that influence MazF cleavage efficiency, we
varied the number and position of MazF recognition sites in the mCherry
transcript (plasmids P21-36) in the S2 background strain (Table 3.1).

To map the relationship between position and cleavage efficiency, a sin-
gle MazF site was inserted at 14 positions in mCherry-P (Fig. 3.26). These
mCherry sequences exhibited a broad range of expression levels in response
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to MazF (Fig. 3.26a). The output was correlated with the predicted sec-
ondary structure Gibbs free energy (∆G) 38–47 bp upstream of the recogni-
tion site (ρ ranged between -0.7 to -0.5, P < 0.05 using the Student’s t-test)
computed using NUPACK (Fig. 3.26b,c). For sequences spanning upstream
and downstream of the MazF site, mCherry expression was correlated (ρ
= -0.6, P = 0.05 using the Student’s t-test) with ∆G (39–40 bp, Fig. 3.26d).
However, the ∆G of the sequence downstream of the recognition site was
not correlated with the expression level of mCherry across a broad range
of window sizes (Fig. 3.26e). Therefore, MazF cleavage efficiency could be
predicted using the folding energy of the local mRNA secondary structure
upstream or across the recognition site.

To provide insight into the programmability of MazF cleavage efficiency,
we interrogated whether measurements of mCherry variants containing a
single MazF site (Fig. 3.26a) could predict the expression of mCherry se-
quences containing combinations of sites. mCherry expression decreased
as a function of the number of recognition sites in the presence of MazF
(Fig. 3.26f). The product of the single site mCherry expression levels could
predict the expression of the multi-site variants (P <4e-6 using the Stu-
dent’s t-test), suggesting that combinations of MazF recognition sites could
be used to modulate the degree of transcript protection.

3.5 Discussion

A major goal of synthetic biology and metabolic engineering is to develop
strategies to control the resource economy of cells for switching between
modes of growth and production (Venayak et al., 2015). During a produc-
tion phase, cellular energy and resources are focused on specific pathways,
while minimizing resource expenditure towards nonessential cellular op-
erations. Towards these objectives, previous work leveraged tunable en-
zymatic degradation of a metabolic hub that determines the direction of
metabolic flux to augment the yield and titre of a metabolic pathway two-
fold (Brockman et al., 2015). While this strategy provided localized con-
trol of metabolic flux, it does not modulate the global allocation of sub-
systems such as transcription and translation. On a larger scale, inducible
regulation of RNA polymerase subunits was recently used to control E. coli
growth (J.-S. Kim et al., 2016). However, this mechanism cannot be gener-
ally applied to redirect resources towards engineered networks.
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Figure 3.20: Temporal variation in the transcript and protein levels of MazE and MazF
in cells (strain S2 in Table 3.1) induced with 5 ng ml−1 aTc. MazF is regulated by an
aTc-inducible promoter (PTET ).

Figure 3.21: The MazE negative feedback loop influences circuit properties and growth.
(a) Steady-state total active MazF. The binding affinity of MazF to the mazF transcript (KDf)
was equal to 116.6 nM. (b) Steady-state growth rate (λ) as a function of αf and αe forKDf =
116.6 nM. (c) Steady-state translation rate of a protected gene FP (ktransFP ) across a range
of αf and αe values for KDf = 116.6 nM. (d) Maximum logarithmic sensitivity (ultrasensi-
tivity) of the dose response of αf vs. total steady-state MazF (mazFT) concentration across
a range of αe and KDf values.

67



Chapter 3. Programming mRNA decay to modulate synthetic circuit
resource allocation

Here, we showed that synthetic circuits could exploit shifts in cellular
physiological state due to MazF activity, suggesting that intracellular re-
sources could be diverted via programmable mRNA decay. This approach
could be harnessed for diverse applications by protecting genes in an en-
gineered network and systematically discovering key support factors be-
yond the engineered pathway in need of protection. Recent advancements
in DNA synthesis technologies will facilitate large-scale recoding of support
genes to protect from MazF activity. A utility of this approach is to enhance
target functions that compete directly with biomass synthesis, such as ex-
ploiting microbes as ‘cell factories’ to synthesize chemicals or biomolecules
of interest. Further, MazF activity could potentially minimize unintended
environmental impact due to cell proliferation, while allowing engineered
cells to carry out a desired function in a complex environment. Coupling
this strategy to dynamic regulation of MazE would enable periodic resus-
citation of cellular sub-systems and maintain metabolic activity over longer
time scales. MazF regulates orders of magnitude more genes simultane-
ously compared to other technologies such as CRISPRi (Peters et al., 2016;
Yao et al., 2015). Homologues of MazF that recognize 3, 5 and 7-bp recogni-
tion sites have been identified in diverse bacterial species (Yamaguchi et al.,
2011; J. H. Park et al., 2011; Yamaguchi et al., 2012).

Active site mutations have been shown to modify the MazF sequence
specificity, suggesting that protein engineering could be used to expand the
diversity of MazF recognition site sequences (Ishida et al., 2013). The vari-
ation in recognition sequence specificity could be used to tune the number
of genes targeted by MazF. In addition to the unknown myriad effects of
MazF-induction on network activities, there are several limitations to op-
timizing the MazF resource allocator. MazF activity increased the abun-
dance of a set of host-cell transcripts (cluster K3 in Fig. 5c), which se-
questers resources away from engineered circuits. However, this activation
programme could be exploited by repurposing regulatory elements that re-
spond to MazF activity to expand the resource allocator design. In addition,
MazF activity has been shown to yield a heterogeneous ribosome pool by
targeting a specific site of the 16S rRNA (Vesper et al., 2011), which could
manifest as translation bias for selected transcripts (Sauert et al., 2016). De-
cay of the unprotected proteome occurs on the time scale of hours, thus
limiting the time scale required to shift metabolic flux. To rapidly ma-
nipulate metabolic flux, induction of MazF could be coupled with pro-
teases (Cameron et al., 2014) for targeted control of protein abundance. As
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Figure 3.22: Scatter plot of the number of mazF sites vs. mean log2 fold change in
transcript abundance following administration of 5 ng ml−1 aTc for 8 min to strain S2

Figure 3.23: Functional (TIGRFAM) and regulatory (RegulonDB) gene enrichment us-
ing a Fishers exact test in RNA-seq clusters shown in Figure 3.19c. (a) Box plots showing
the RNA-seq log2 fold change (y-axis) as a function of time (x-axis) for each category. On
each box, the red line indicates the median, the bottom and top edges represent the 25th
and 75th percentiles and ‘+’ denote outlier data points. n denotes the number of genes in
each category. (a) Functional enrichments in clusters (p < 0.05 using the Fisher’s exact
test). (b) Regulatory enrichments in clusters (p < 0.05 using the Fisher’s exact test).
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the proteome decays, stoichiometric relationships required for protein activ-
ity must be maintained (Amitai et al., 2004). Further, MazF has been shown
to establish a futile cycle of continuous RNA synthesis and decay, resulting
in energy dissipation (Mok et al., 2015). To minimize an energy deficit, or-
thogonal T7-P could be used to drive the engineered pathway, while at the
same time inactivating native RNA polymerases.
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Figure 3.24: Schematic of the glycolysis and TCA cycle metabolic network highlighting
the RNA-seq log2 fold-change following 8 min of induction with MazF

Figure 3.25: RNA-seq log2 fold change of transcript abundance of cold-shock associated
genes as a function of time.
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Figure 3.26: The expression levels of 14 mCherry sequences containing a single MazF
recognition site at different positions were correlated with local secondary structure up-
stream or across the recognition site. P and U denote mCherry-P or mCherry-U. MazF
and respectively. (a) mCherry variants containing a single MazF recognition site at differ-
ent positions exhibited a broad range of expression levels in response to MazF. (b) The ex-
pression levels of mCherry variants were correlated with the Gibbs free energy (∆G) of the
predicted RNA secondary structure calculated using NUPACK (c) Scatter plot of the corre-
lation coefficient between ∆G vs. mCherry expression across a range of upstream window
sizes. Shaded regions denote a statistically significant correlation coefficient (p < 0.05 us-
ing the Student’s t-test). (d) Scatter plot of the p-values of the correlation between ∆G and
mCherry expression across a range of window sizes spanning upstream and downstream
of the MazF recognition site. (e)Scatter plot of the p-values of the correlation between ∆G
and mCherry expression across a set of window sizes downstream of the MazF recogni-
tion site. (f) Comparison of experimental measurements and predicted expression levels of
mCherry sequences containing multiple MazF recognition sites.
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Cells have evolved numerous feedback mechanisms to optimize ribo-
some concentrations to match changes in environmental conditions, includ-
ing nutrient quality and abundance (Klumpp et al., 2009; M. Scott et al.,
2010). These growth-rate dependent couplings to cellular processes includ-
ing transcription, translation and replication can influence the behaviour
of synthetic circuits. In MazF-induced cells, the consequences of growth
rate inhibition on cellular sub-systems remain unresolved. The stringent
response is not activated in MazF-induced cells, which allows cells to main-
tain ribosome synthesis and cellular maintainence (Germain et al., 2015). A
detailed understanding of network activities and resource partitioning in
MazF-induced cells will allow for exploitation of this unique physiologi-
cal state for diverse biotechnological applications. Top-down approaches
such as MazF could be used to discover host factors that preserve high
metabolic activity in the absence of growth. Genome engineering could
be used to protect these pathways from MazF activity (Bassalo et al., 2016).
Optimal regulatory strategies should be designed to balance enhancement
of resource redistribution activity and degradation of cellular support sub-
systems over long time scales. For example, MazF could be transiently in-
duced until energy degrades to a threshold that triggers rapid inhibition of
MazF activity via MazE and allows rebalancing of the proteome (Rebbapra-
gada et al., 1997). Altogether, advances in regulatory control strategies and
large-scale recoding may enable the design of protected and unprotected
orthogonal sub-genomes that dynamically switch between cellular opera-
tions.

3.6 Conclusions

In conclusion, we demonstrated that MazF activity induces a global cellular
physiological shift that can be exploited to enhance synthetic circuit expres-
sion. These results suggest that the MazF resource allocator controllably
redistributed core cellular subsystems to support a synthetic circuit and an
engineered metabolic pathway. The former is further enhanced by protec-
tion of specific host-cell factors and use of the orthogonal RNA polymerase
from T7 bacteriophage (T7 RNA polymerase) to transcribe genes in the syn-
thetic circuit. We used shotgun proteomics to identify a host factor in need
of protection to prevent loss of translational efficiency following MazF in-
duction.
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Our results demonstrate that the activity of the mRNA-decay feedback
loop is a critical parameter for the resource allocator. In sum, these results
suggest a platform for global manipulation of resource pools as a key pa-
rameter for modulating synthetic circuit behaviour. This will be a step for-
ward in expanding the synthetic biology toolbox towards achieving optimal
resource distribution in synthetic circuits.
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Chapter 4

Designing spatially distributed
gene regulatory networks to elicit
contrasting patterns

4.1 Attribution

This chapter is based on a first-authored publication in ACS Synthetic Biol-
ogy:
Tei M, Perkins M, Hsia J, Arcak M, Arkin AP. Designing spatially distributed
gene regulatory networks to elicit contrasting patterns. ACS Synthetic Biol-
ogy 2019.

4.2 Introduction

Over the last two decades, synthetic biologists have sought to engineer mi-
crobes and their consortia to execute ever more complex tasks. These range
from the relatively straightforward production of valuable chemicals to the
computation of complex logics that allow the microbes to make sophisti-
cated decisions to optimize such production (Bokinsky et al., 2011; Dahl et
al., 2013) or release therapeutics in situ (J. C. Anderson et al., 2006; C. J. An-
derson et al., 2007). There has been sustained interest in both expanding
the intrinsic size of these “circuits” for implementation of even more ambi-
tious functions and spreading these circuits among different members of a
population that distributes the production load (Klavins, 2014; Tsoi et al.,
2018), allows reuse of components (Tamsir et al., 2011), or better utilizes
space (Fernandez-Rodriguez et al., 2017; Prindle et al., 2012) and growth
(Kong et al., 2018). Certainly, in nature, microbial populations and con-
sortia spatially arrange themselves to form specialized structures that have
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mechanical, developmental, and chemical advantages over homogeneous
distributions (Mousa et al., 2016).

Ideally, spatial patterning arises in a self-organized fashion from con-
trol among individual cells, but shaping communities of cells remains a
challenge to engineer. In natural systems, this organization often relies on
highly specific communication among cells and/or among highly spatially
constrained signaling such as cell contact-mediated mechanisms (Toda et
al., 2018). In bacteria, intercellular signaling systems like AHL used in
QS (Federle et al., 2003) tend to be fairly non-specific and long range, while
contact-mediated systems like Cdi-A/B (Morse et al., 2012; E. C. Garcia et
al., 2016) are not easily programmable. However, it is possible to exper-
imentally explore the principles of spatial organization among microbial
populations by imposing external constraints on communication.

Here, we formulate a simple extensible modeling framework that pro-
vides a systematic way to represent the dynamics of multi-strain commu-
nities, and design a compartmentalized culturing platform to control the
spatial arrangement of bacterial colonies harboring different genetic circuits
constrained to communicate through specified channels on the device. We
demonstrate the utility of the approach by applying the framework to the
canonical example of lateral inhibition (Collier et al., 1996) to predict the
emergence of stable contrasting patterns.

4.3 Materials and Methods

4.3.1 Bacterial strains, plasmid construction, and growth
conditions

E. coli strain DH10B (NEB) was used for cloning. PCR amplifications were
performed using Phusion High-Fidelity DNA Polymerase (Thermo) and
oligonucleotides (IDT). BsaI (NEB) and T7 DNA ligase (NEB) were used to
construct plasmids using parts obtained from the MIT Registry of Standard
Biological Parts, JBEI registry (T. Lee et al., 2011), or synthesized gBlocks
(IDT). RBS calculator (Salis et al., 2009) was used to generate balanced RBS
strengths for luxI and lasI . TR117 (gift of Thomas L. Ruegg) is a DH10B
variant with genomically integrated mRFP1 driven by a constitutive pro-
moter. MOPS EZ Rich Medium (Teknova) and MOPS with 1.5 % UltraPure
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agarose (Thermo) were used for liquid and solid medium. When appro-
priate, 50 µg/mL Kanamycin or 20 µg/mL Chloramphenicol were added to
medium.

Figure 4.1: Plate reader assays of output steady-state TetR-sfGFP fluorescence in re-
sponse to input AHL concentration for the reception modules of Strains A and B in
liquid (a) and solid (b) medium. The strains used for reception module characterization
lack ptet → luxI or lasI . Steady-state sfGFP fluorescence (t = 10 h) divided by OD600
in liquid medium and steady-state sfGFP fluorescence (t = 10 h) at the center of colonies
on solid medium were each normalized to the maximum steady-state values across strains
and input AHL conditions. Strain A receiver showed similar threshold AHL concentra-
tions regardless of medium and Strain B receiver showed more AHL-sensitive response in
solid than in liquid medium. In both conditions, the approximated Kd of Strain A recep-
tion module was higher than Strain B, suggesting higher sensitivity of plas in Strain B than
plux in Strain A. Error bars show standard deviation and solid circles show the average of
the measurement (n = 2). The solid curves show best-fit models when measurements were
fit to activation Hill functions in the form of a [AHL]

([AHL]+Kn
d

, where a denotes the maximal pro-
duction of TetR-sfGFP, Kd denotes the apparent dissociation constant of AHL binding to
the promoter and n denotes the apparent Hill coefficient. The following equation parame-
ters were used for the best-fit models: a = 1 (Strain A) and 0.771 (Strain B), Kd = 47.5 nM
(A) and 8.33 nM (B), n= 1.91 (A) and 1.83 (B) for liquid medium, a= 0.9423 (A) and 0.6269
(B), Kd = 34.71 nM (A) and 0.577 nM4(B),n=4 1.088 (A) and 1.556 (B) for solid medium.

4.3.2 Plate reader assays

Overnight cultures of cells in MOPS were washed three times and diluted
to fresh MOPS at OD600 of 0.3. After 8 hours in 30oC at 750 rpm, cells were
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Figure 4.2: Plate reader assays of output ptet → mRFP1 fluorescence in response to
input TetR-sfGFP fluorescence for the repression modules of Strains A (a) and B (b). The
strains used for repression module characterization contain ptet driving mRFP1 instead of
AHL synthases. Steady-state sfGFP fluorescence and steady-state mRFP1 fluorescence (t
= 10 h) were divided by OD600 and then each fluorescence was normalized to the max-
imum steady-state values across all conditions within the same strain. Different levels of
input TetR-sfGFP were induced by AHL to repress mRFP1. As the leaky expression of
tetR − sfGFP caused significant repression of mRFP1 even in the absence of any AHL, a
range of aTc was added to the medium to sequester basal level of TetR. Re-measurement of
mRFP1 fluorescence showed a broad output range when at least 3.1 ng/mL aTc was added
to medium. Unexpectedly, aTc also repressed TetR-sfGFP production in Strain A at high
concentrations, which constrained viable aTc concentration to be less than 10 ng/mL. Solid
circles show the average and error bars show standard deviation of the measurements (n =
2). The solid curve represents the best-fit model when the measurements were fit to repres-
sive Hill function in the form of 1

1+xmax
[TetR]/Kt

1+[aTc]/KaTc
.n

, where KaTc = 0.098 nM , KaTc = 0.27

nM as determined in Table 4.3. The resulting fit had a range of Hill coefficient between 1.7
to 2.8 and xmax ranged from 1100 nM to 1621 nM across different aTc concentrations.

washed three times and diluted to OD600 of 0.025 in a 96 well flat clear bot-
tom black polystyrene microplate (Corning) containing 196 µL MOPS and
appropriate concentrations of AHLs (Sigma) dissolved in 4 µL of dimethyl
sulfoxide (DMSO) for Fig. 4.1, or 192 µL MOPS and appropriate concentra-
tions of AHLs in 4 µL DMSO and anhydrotetracycline (aTc) (Sigma) in 4 µL
ethanol for Fig. 4.2. Synergy 2 (Biotek Instruments) was used to measure
cell density (OD600) and fluorescence of growing culture every 8 min for
12 hours at room temperature. The BioTek excitation and emission wave-
lengths were 485 nm, 528 ± 20 nm for sfGFP and 560 nm, 620 ± 20 nm for
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mRFP1.

4.3.3 Flow cytometry

Overnight cultures of Strains A and B in MOPS were washed three times
and diluted to OD600 of 0.03 in fresh MOPS added with 5 ng/mL aTc and
0 or 1 µM AHL for pre-induction. After 6 hours of shaking at 750 rpm
in 30 oC, cells were washed three times and diluted to OD600 of 0.025 in
a 96 well deep well plate (Green BioResearch) containing 196 µL MOPS, 5
ng/mL aTc, and appropriate concentrations of AHLs (Sigma). After 8 hours
of shaking at 750 rpm in 30 oC, cells were analyzed using BD LSRFortessa
(BD Biosciences). Blue (488 nm) and green (561 nm) lasers were used in
combination with 530/30 nm and 610/20 nm filters.

4.3.4 Construction of DLI device

The compartments and channels in the patterns were cut into 1/8 inch
acrylic sheet (McMaster Carr) using a laser cutter (Universal Laser Sys-
tems) and then filled with SYLGARD 182 Silicone Elastomer (Dow Corn-
ing). PDMS molds were attached to the bottom of 6 well clear flat bottom
cell culture plate (Falcon), and 3.4 mL of MOPS solid medium was poured
into each mold to create DLI devices as illustrated in Fig. 4.3. aTc in ethanol
was added to the final concentration of 5 ng/mL.

4.3.5 DLI assays

Overnight cultures of Strains A and B in MOPS were washed three times
and diluted to OD600 of 0.03 in fresh MOPS added with 5 ng/mL aTc and 0
or 1 µM AHL for pre-induction. After 8 hours of shaking at 750 rpm in 30oC,
cells were washed three times and rediluted to OD600 of 2.0 in fresh MOPS.
0.5 µL of the culture was seeded onto each compartment of the DLI devices.
Gel Doc XR+ System (Bio-rad) was used to image bacterial colonies every
30 min for 12 hours in room temperature. The blue epi illumination at 488
nm and 530/28 nm filter was used for sfGFP and the green epi illumination
at 532 nm and 605/50 nm filters were used for mRFP1. Camera exposure
time of 100 ms was used for all images.
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Figure 4.3: Sketch of DLI device preparation. (a) PDMS molds are attached to the bottom
of a culture plate and 3.4 mL of 1.5 % agarose-mixed medium is poured into the devices.
After solidifying, 0.5 µL of 2.0 OD600 cells are pipetted at the center of each compartment
and allowed to grow for 10-12 hours in room temperature to study pattern formation. (b)
Various spatial configurations are prepared as PDMS molds. A central compartment with
different number of neighbors can be manufactured.

4.3.6 Computational modeling and simulation

We used custom code for computational modeling and data analysis in
MATLAB (Mathworks). Details about the model construction are provided
in Supplementary Theory. Model species and parameters are described in
Table 4.2 and 4.3.
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TABLE 4.1: Biochemical species (state space variables) whose behavior is represented by
system ODEs.

Variable Description
XA 3OC12HSL in A (produced by A)
XB 3OC12HSL in B (diffused from A)
YA 3OC6HSL in A (diffused from B)
YB 3OC6HSL in B (produced by B)
mRA

tetR mRNA in A
mRB

tetR mRNA in B
RA TetR in A
RB TetR in B
mIA lasI mRNA in A
mIB luxI mRNA in B
IA LasI in A
IB LuxI in B
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TABLE 4.2: Parameter definitions and values used in the toy system with even parameters,
i.e., corresponding parameters between types A and B are equal.

Parameter Description Value
DX/Y diffusion constant of AHLs 5× 10−4

l length of channels 5× 10−5

d edge weight constant := D
l2

µ dilution due to growth 0.1
γX/Y decay rate of AHL + drainage 0.01
νX/Y production rate of AHLs 1
VRA/B

transcription rate of tetR 1
NRA/B

copy number of tetR 1
C concentration constant 1
Kd AHL dissociation constant 10
nX/Y Hill coefficient for AHL 2
lRA/B

leakiness of plux/plas 0
γmRA/B

decay rate of tetR mRNA 0.105
εRA/B

translation rate of TetR 1
γRA/B

decay rate of TetR µ

KRA/B
dissociation constant of TetR

to ptet
10

nRA/B
Hill coefficient for TetR to ptet 4

lIA/B
leakiness of ptet 0

γmIA/B
decay rate of lasI/luxI

mRNA
0.01

εIA/B
translation rate of LasI/LuxI 1

γIA/B
decay rate of LasI/LuxI µ
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TABLE 4.3: Parameter definitions and values used in the ODEs for an experimental imple-
mentation using the orthogonal QS systems LuxI/LuxR and LasI/LasR.

Parameter Description Value Reference
D diffusion constant

of AHLs
4.9× 10−4

mm2 s−1

(Cunningham
et al., 2011)

l length of channels 4.5 mm Section 4.8.7
d edge weight

constant
2.42× 10−5 D

l2

λ doubling time for
E. coli

1.65× 103

s
(M. Scott et al.,

2010)
µ dilution rate due

to growth
4.20× 10−4

s−1

log 2
λ

γX decay rate of
3OC12HSL

3.07×10−5
s−1

(Kaufmann
et al., 2005)

γY decay rate of
3OC6HSL

4.77×10−6
s−1

(Kaufmann
et al., 2005)

νX production rate of
3OC12HSL

1× 10−5
s−1

Fig.4.1

νY production rate of
3OC6HSL

8× 10−5
s−1

Fig.4.1

VRA
max transcription

rate from plux
0.0308 s−1 (Gotta et al.,

1991)
VRB

max transcription
rate from plas

0.0238 s−1 Fig.4.9

N plasmid pSC101*
copy number

4 copies (Lutz et al.,
1997)

C concentration
constant

1 -

KX apparent Kd of
plas

47.5 nM Fig.4.9

KY apparent Kd of
plux

8.33 nM Fig.4.9

nX apparent Hill
coefficient of plas

1.83 Fig.4.9

nY apparent Hill
coefficient of plux

1.91 Fig.4.9

lRA
apparent

leakiness of plux
0.0208 Fig.4.9
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lRB
apparent

leakiness of plas
0.0261 Fig.4.9

εR translation rate of
TetR

0.0320 s−1 (Dalbow et al.,
1975)

γR decay rate of TetR 3.07× 10−4

s−1

(Andersen
et al., 1998)

VIA max transcription
rate of lasI

0.0690 s−1 (Gotta et al.,
1991)

VIB max transcription
rate of luxI

0.0722 s−1 (Gotta et al.,
1991)

KR Kd of TetR for ptet 30 nM K[TetR−O1] ·
[aTc]

K[aTc−TetR]

nR Hill coefficient of
ptet

2 Fig.4.3

lIA/B
leakiness of ptet 1.98×

1010−4

(Lutz et al.,
1997)

γmRA/B,IA/B
decay rate of

mRNA
0.002 s−1 (H. Chen et al.,

2015)
εIA translation rate of

LasI
0.0718 s−1 (Dalbow et al.,

1975)
εIB translation rate of

LuxI in B
0.0751 s−1 (Dalbow et al.,

1975)
γIA/B

decay rate of LasI
or LuxI

4.20× 10−4

s−1

µ

K[aTc−TetR] Kd of TetR and
aTc

0.098 nM (Scholz et al.,
2000)

K[TetR−O1] Kd of TetR and tet
operator

0.27 nM Estimated
from (Bintu
et al., 2005)
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4.4 Results

4.4.1 Spatial distribution introduces a new control knob to
the conventional gene regulatory network

To explore the effects of spatial configuration on a gene regulatory network,
we propose a structured bacterial communication device consisting of com-
partments and channels (Fig. 4.6a). Bacterial colonies harboring diffusible
signal sensing/producing circuits grow in segregated compartments, and
channels establish specific cell-cell communication between the connected
colonies. In this section, we develop a mathematical model of this sys-
tem that permits analysis of the dynamic gene regulation distributed across
colonies. A classical intracellular gene regulatory network with two inter-
acting biochemical molecules x and y can be modeled by:{

dX
dt

= −γxX + f1(X, Y ),
dY
dt

= −γyY + f2(X, Y ),
(4.1)

where γx, γy are the linear decay rates of x and y, and functions f1, f2 char-
acterize inhibition or activation of a species’ production.

Intercellular communication between compartments for our case intro-
duces spatially descriptive control parameters such as diffusivity, channel
length, and the configuration of compartments (“geometry”). Cells secrete
diffusible molecules that transmit along constrained paths to reach other
cells, creating biological reaction networks that span multiple cells. For
this application, we model physiologically responsive non-growing pop-
ulations of cells whose physical locations are constrained within compart-
ments and only signaling molecules diffuse through the channels between
the compartments. Each compartment is assumed to consist of a single
strain that produces only a single species of diffusible molecule, either x or
y. While this work focuses on single-channel communication, the model can
also be extended to multi-channel communication, where multiple species
of diffusible molecules are present.

In a two-compartment system, we describe the one-dimensional transit
of signaling molecules by introducing three new parameters: the channel
length l and the diffusivities Dx, Dy for molecules x and y, respectively.
We approximate the full continuous-space diffusion model to be a compart-
mental model, with the concentration of biochemical species assumed to be
constant at all points within the same compartment (Supplementary Theory
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Figure 4.4: Modularized representation of the two-compartment system. Individual
modules are represented by boxes, and their steady-state responses can be experimentally
characterized. The subscript A or B indicates whether the box represents an event in cell
type A or B. The “transmission modules” txA→B and txB→A encapsulate AHL synthesis
and diffusion. The “reception modules” rxA and rxB encapsulate TetR production acti-
vated by cognate AHL. The “repression modules” HA and HB encapsulate AHL synthase
production repressed by TetR. Y is the vector denoting concentrations of 3OC6HSL, and X
denotes 3OC12HSL concentrations. Rs denote intracellular TetR concentrations. Is denote
intracellular AHL synthase concentrations.

Figure 4.5: Network of the biochemical species in the two-compartment system. Sharp
arrows indicate activation, or positive parity; flat arrows indicate inhibition/repression, or
negative parity. A cycle is any undirected sequence of edges and nodes beginning at one
element and ending at the same element (i.e., ignoring direction of arrows). The parity of
a cycle is the parity of the product of the signs of all edges traversed to complete the cycle.
Since every cycle in the graph is positive in parity, the closed-loop system is monotone.
To ensure that the corresponding open-loop system is strongly monotone we require a
directed path (i.e., following the arrows) to exist between the input node and every other
node, and between every node and the output node. The input and output nodes are
determined by where the feedback loop is broken (see Section 4.8.34.8.3). In this system
every element is reachable from every other element, so these conditions will be satisfied
regardless of where the cycle is broken. Hence the open-loop (input-output) system is also
monotone.
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Section 1). In doing so, we trade off accuracy in spatial and temporal dy-
namics for a set of analytically tractable equations that are reasonable when
channels are narrow and the volume of compartments and channels is neg-
ligible. Then the equations for x and y produced in separate compartments
A and B, respectively, are given by

dXA

dt
= −γXXA + Dx

l2
(XB −XA) + f1(XA, YA),

dXB

dt
= −γXXB + DX

l2
(XA −XB),

dYA
dt

= −γY YA + DY

l2
(YB − YA),

dYB
dt

= −γY YB + DY

l2
(YA − YB) + f2(XB, YB),

(4.2)

where XA, YA and XB, YB designate the concentrations of x and y in com-
partments A and B. Increasing diffusivity or decreasing channel length in-
creases the practical strength and rate of communication between neighbor-
ing compartments.

Channeled diffusion permits the design of arbitrary networks whose
dimensions increase with each added compartment by the number of
biochemical species present within that compartment. To model high-
dimensional networks, we use matrices to represent connections between
compartments. Given a system with NA compartments producing x and
NB compartments producing y, we define the vector XA ∈ RNA for the
concentrations of x in compartments A, and the vector XB ∈ RNB for the
concentrations of x in compartments B. The vectors YA and YB are defined
similarly for molecule y. We then introduce the Laplacian matrix L to rep-
resent connections between compartments (Fig. 4.6a). The entries of L are

[L]ij =


1
l2ij
, if there is a channel,

0, if there is no channel,
−
∑

k 6=i[L]ik, if i = j,

where lij = lji is the length of the channel between compartments i and j.
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The full biochemical dynamics are therefore described by

[
dXA

dt
dXB

dt

]
= −γX

[
XA

XB

]
+DXL

[
XA

XB

]
+

[
f1(YA)

0

]
,

[
dYA
dt
dYB
dt

]
= −γY

[
YA

YB

]
+DYL

[
YA

YB

]
+

[
0

f2(XB)

]
.

(4.3)

Formulation of the L matrix and the simulated gene expression behavior of
an example network are shown in Fig. 4.6a&b.

Figure 4.6: A spatially distributed gene regulatory network established by intercellu-
lar communication between bacterial subpopulations separated by compartments. (a)
Example of the Laplacian matrix constructed from an arbitrary network. ∆x refers to the
length of the channel connecting adjacent compartments. (b) Simulated steady-state pat-
tern from the example network when cross-repressive interactions are used between the
two cell types. Color represents concentrations of repressor in cell types A and B, normal-
ized to the maximum concentration across all colonies. The parameters are as given in
Table 4.2 where corresponding biochemical parameter values are equal between strains. (c)
Examples of reducible spatial configurations (see text).
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4.4.2 Dimensionality reduction enables steady-state analy-
sis of multi-compartmental cross-repressive networks

To apply our mathematical model to a canonical example, we focus subse-
quent analyses on cross-repression in multi-compartmental networks. Lat-
eral inhibition, or the mutual inhibition between adjacent units, is a com-
mon mechanism to generate contrasting patterns. Here, f1(Y ) and f2(X)
are Hill functions describing repression on the production of the diffusible
molecules by the opponent molecules.

Using dimensionality reduction, we can identify the existence of sta-
ble contrasting steady-state patterns in systems with a particular class of
spatial configurations for which all channels are the same length, compart-
ments of one cell type are connected only to compartments of the other cell
type (“neighbors”), and the number of neighbors is the same for all com-
partments of the same type. Arbitrarily large multi-compartmental systems
with this structure can be reduced in dimension to two-compartmental sys-
tems with multiplicative factor adjustments to the diffusion (Fig. 4.6c, Sup-
plementary Theory Section 3). In particular, if each compartment of type A
has q1 neighbors and each compartment of type B has q2 neighbors, then the
concentrations of repressors in each of the representative compartments A,
B evolve as Eq. 4.2 with DX/Y replaced by q1DX/Y in A (for XA and YA) and
by q2DX/Y in B (for XB and YB). These adjustments corroborate the intu-
ition that a compartment with more neighbors experiences higher diffusive
in- and out-flux of the signaling molecules. We use “diffusion-mediated lat-
eral inhibition” (DLI) to refer to multi-compartmental cross-repressive net-
works that satisfy the geometric constraint permitting reducibility. The DLI
system is analogous to contact-mediated lateral inhibition mechanisms such
as Notch-Delta, with the crucial distinction that DLI acts through diffusion
rather than direct contact. Contact-mediated systems can be modeled by re-
placing the Laplacian matrix with an adjacency matrix weighted by contact
area (Arcak, 2013) as described in Supplementary Theory Section 3D.
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Figure 4.7: Patterning mechanism and contrast level determined by biochemical param-
eters and geometries in simulation. (a) Star geometries with varying numbers of surround
compartments. Throughout the figure, ratios of colony numbers are given as NA : NB . (b)
Character legend for plots in c and d. (c) Overlaid stability plots show biochemical pa-
rameter ranges for which the system is monostable (white) and bistable (shaded, colors
corresponding to center compartment of appropriate geometry in a). Parameters on the
axes are maximum steady-state production rates for LasI (x-axis) and LuxI (y-axis). Re-
maining parameters are as given in Table S2 where corresponding biochemical parameter
values are equal between strains. As the number of points in the star changes, the shape
of the bistable region remains the same (relative to log-scale axes) but shifts relative to the
exact biochemical parameter values (insets show the full shape of the bistable region). ×
indicates an arbitrary set of fixed biochemical parameters that is bistable in the 1:1 and 4:1
cases but monostable for the 8:1 case. (d) For the biochemical parameters indicated by ×
in c, a graphical test reveals that contrast may arise from a bistable system (1:1 and 4:1)
or from a monostable system with imbalance (8:1) between the input/output characteris-
tics of strains in the reduced systems. Steady states are indicated by N (high expression)
and H (low expression) for the bistable case or � for the monostable case. In the bistable
case with imbalance (4:1), the contrast level (↔) is greater when expression in the center
compartment (dashed red) is high than when expression in the surrounding compartments
(solid blue) is high. Small insets show corresponding configurations and possible steady-
state solutions.
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The DLI system can be experimentally implemented using two strains of
bacteria that communicate via orthogonal QS systems (S. R. Scott et al., 2016;
Grant et al., 2016) and internal inverters (repression circuits). One strain
of bacteria is seeded in each compartment with connected compartments
alternating between strain types. In this implementation, x is the diffusible
AHL produced by Strain A and y is the orthogonal AHL produced by Strain
B.

To facilitate the choice of genetic circuit components, we expand Eqs. 4.1,
4.2, 4.3 to model the dynamics of mRNA transcription/degradation, pro-
tein translation/degradation, and AHL synthesis/degradation (Supplemen-
tary Theory Section 1). The equilibrium solutions of the augmented model
are equivalent to the equilibrium solutions of the original model in Eq. 4.3
when f1 is given by

f1(u) =
εIANIA

γIA
a1h1

(
εRA

NRA

γRA

a2h2(u)

)
. (4.4)

Here, h1 is a Hill function for repressor inhibiting the transcription of AHL
synthase and h2 is a Hill function for AHL activating the transcription of
the repressor in the other strain. The Hill coefficients, dissociation constants
(Kd), and leakiness of h1 and h2 are set by the choice of QS and repres-
sor molecules. Independently, we can change the promoter copy numbers
NIA/B

, NRA/B
as well as the translation rates εIA/B

, εRA/B
and degradation

rates γIA/B
, γRA/B

of AHL synthases and repressors. The composite param-
eters α1 and α2 incorporate the remaining parameters that we cannot easily
vary, including maximal transcription rates, mRNA decay rates, and the
synthesis rates of AHL by the synthases. The function f2 is structured sim-
ilarly except that the order of h1 and h2 is reversed (Supplementary Theory
Section 1).

4.4.3 Graphical analysis of a DLI circuit predicts two mech-
anisms of contrasting pattern formation

Steady states for the two-compartment diffusion system in Eq. 4.2—and
hence for the reduced system—can be found graphically by plotting the
steady-state output XA (or YB) for constant input XA (or YB) and locating
intersections with a line of slope one, since at steady state the output equals
the input for the closed-loop system. The graphical test also reveals the sta-
bility of the equilibria: one intersection implies the system is monostable
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Figure 4.8: Schematic designs of the DLI system. Arrow-headed lines indicate activation
and bar-headed lines indicate inhibition. (a) Genetic circuit diagram of cross-repressive
strains. (b) Channel length l is chosen such that AHL diffusion establishes communica-
tion between adjacent compartments, but not between non-adjacent compartments with
distance ≥ 2l. (c) Each compartment of the DLI device is inoculated with one strain type.
PDMS mold (indigo) is placed on a tissue culture plate to shape solid medium (yellow) into
compartments and channels. Contrasting patterns emerge when two strains have different
sfGFP-tagged TetR levels, either high (represented by green or magenta colored colonies)
or low (represented by gray colonies).

while three intersections imply the system is bistable with an unstable ho-
mogeneous equilibrium (see Supplementary Theory Section 2).

Contrasting patterns result from disparity in the steady-state target gene
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expression between cross-repressive strains in a DLI system. Using graph-
ical analysis to assess system equilibria, we construct two-dimensional bi-
furcation diagrams to reveal two different mechanisms for contrasting pat-
tern generation (Fig. 4.7). One mechanism originates from bistability, in
which the system parameters allow two alternative stable states of x and
y production based on initial conditions and possible intrinsic or extrinsic
noise/perturbations. The second mechanism occurs in a monostable system
when one strain always expresses higher levels than the other.

Ultrasensitivity (cooperativity) in f1 and f2 is necessary for bistable con-
trast. Proper kinetic rate matching ensures that ultrasensitivity is preserved
in the feedback loop (Fig. S3) (Hooshangi et al., 2005). In addition to ultra-
sensitivity, DLI systems must have sufficiently similar inhibition strength
between strains to be bistable. When the system loses bistability due to un-
balanced inhibition strengths, monostable contrast emerges, with the extent
of the contrast depending on the degree of imbalance (Supplementary Theory
Section 5B). Changing spatial configuration triggers a bifurcation by modi-
fying the effective inhibition strength between strains (Fig. S4).

4.4.4 DLI network design and implementation require dif-
fusible cross-repression and a geometric culturing
platform

Two Escherichia coli strains, A and B, were constructed using a pair of or-
thogonal QS systems and a highly cooperative repressor, tetR (Fig. 4.8a). In
both strains, tetR is translationally fused to the green fluorescent protein re-
porter, sfGFP , with LAA ssrA degradation tag in the C-terminus to allow
dynamic tracking of the cell state (Flynn et al., 2001).

The length of the channel (l) between compartments determines the
AHL concentration in the neighboring compartments as well as the inter-
compartmental communication lag time (Fig. 4.8b). A partial differential
equation (PDE) model of AHL production, degradation, and diffusion is
used to optimize l for sufficient diffusion of AHL to the immediate neigh-
bors while preventing communication between nonadjacent compartments
(Fig. 4.9a, Supplementary Theory Section 6). Since AHLs can be stable with a
half-life of 6 hours up to days (Kaufmann et al., 2005), an efflux channel is
added to each compartment to match the dilution rate of AHL to the degra-
dation rates of other proteins in the DLI circuit (Fig. 4.9b, Table 4.3). We
use polydimethylsiloxane (PDMS) as the mold to shape solid medium into
compartments and channels in specific geometries (Fig. 4.8c, Fig. 4.3).
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Figure 4.9: PDE simulation for DLI device design to optimize the inter-compartmental
channel length (l) and the channel length connecting a compartment and reservoir (lres).
(a) Graphical representation of constraints on l. The inter-compartmental channel length
should allow sufficient AHL diffusion in directly adjacent compartments while keeping
the AHL concentration in the second closest compartments (distance 2l) to be below the
threshold (Kd of AHL-inducible promoters). A constraint can be represented as an area
under or above a function, and the l values where all areas overlap indicates appropriate
channel length range. The smallest l value satisfying the criteria is optimized for shortest
communication time, while largest l value is optimized for longest non-neighbor commu-
nication time. 4.5mm < l < 9 mm satisfies the criteria with the experimentally evaluated
parameters given in Table 4.3. (b) Characterization of lres length and decay time. The
channel length connecting a compartment and a reservoir adds extra decaying mechanism
for AHL by allowing AHL efflux from every compartment to the bulk solid medium of
AHL ' 0. The efflux diffusion rate from the compartment to medium depends on the
length of the channel. The left plot shows the portion of AHL diffused out with respect
to time, normalized to the AHL concentration inside the compartment at t = 0. The right
plot shows the time constant it takes for a portion of the AHL concentration inside the
compartment to diffuse outside with respect to the channel length.

4.4.5 Bistable and contrasting gene expression was ob-
served for DLI circuit in liquid coculture

Before testing pattern formation in compartmental structures, we verified
the predicted bistability of the constructed circuits in liquid coculture. Nu-
merical parameters required for the biochemical model Eq. 4.4 were deter-
mined by experimental measurements of individual modules of AHL re-
ception/activation, transcriptional repression, and AHL synthesis and dif-
fusion in the DLI circuit (Figs. 4.1, 4.2, 4.10).

Single-cell reporter gene expression was measured using flow cytome-
try. To examine the existence of two stable steady states, the cocultures were
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Figure 4.10: Plate fluorimeter assay of AHL production and reception by Strains A and
B. On a well of 3.4 mL of MOPS EZ Rich solid medium with 5 ng/mL aTc, the complete
strains with different ptet promoter strength (Mutalik et al., 2013) were seeded at the cen-
ter, surrounded by receiver strains (Strain A receiver in horizontal direction and Strain B
receiver in vertical direction). The top row is seeded with Strain A variants at the center
and the bottom row is seeded with Strain B variants at the center. The promoter strength
of ptet seems to have little effect on AHL production, as receiver strains showed similar
levels of activation regardless of promoter variants within the same strain type.

biased with varying external concentrations of 3OC6HSL or 3OC12HSL.
While the external AHL inductions in monocultures of Strains A (Fig. 4.11a
diamonds and the solid line for the Hill equation fit) and B (Fig. 4.11b
diamonds and the solid line for the Hill equation fit) resulted in gently
sloped sigmoid responses, the coculture showed a sharp transition in steady
state at 10 nM 3OC6HSL (Fig. 4.11 squares), which is a characteristic for a
bistable feedback loop (Gardner et al., 2000).

Another characteristic of bistable systems is hysteresis. To investi-
gate whether our system can reach two heterogeneous steady states in the
same culture condition depending on initial conditions, we pre-conditioned

96



Chapter 4. Designing spatially distributed gene regulatory networks to
elicit contrasting patterns

Figure 4.11: Steady states of the cross-repressive circuit characterized using flow cy-
tometry measurements in liquid cultures. Strain B was identified using constitutively
expressed mRFP1. Varying concentrations of (a) 3OC6HSL or (b) 3OC12HSL were exter-
nally added to the liquid medium (x-axis) and the medians of sfGFP fluorescence after 8
hours of growth were recorded (y-axis). Error bars represent 1st and 3rd quartiles of sfGFP
fluorescence. All of the multi-strain cocultures, each indicated by �, ◦,×, exhibited con-
trasting expression profiles between Strains A and B. While the monocultures of strains
A and B showed gently sloped responses to external AHL with Hill function fits of Kd '
50 nM and Kd ' 20 nM (solid lines), the two-strain coculture showed a switch-like re-
sponse at threshold [3OC6HSL] = 10 nM . Hysteresis was tested by pre-inducing one of
the strains with appropriate AHL prior to washing and mixing the strains into a coculture
with fresh medium. The two-strain cocultures maintained pre-induced states after 8 hours
of growth even without external AHL whereas the monocultures lost their pre-induction
states. Bottom scatter plots show similarity in gene expression patterns between Strain-A-
biased coculture (ψ, δ) and Strain-A-pre-induced coculture at 8 hours of growth after re-
moving external AHL (α, β), and Strain-B-biased coculture (ζ, η) and Strain-B-pre-induced
coculture at 8 hours of growth after removing external AHL (γ, ε).

Strains A and B monocultures with the saturated concentration (1 µM ) of ei-
ther 3OC6HSL or 3OC12HSL prior to mixing them into a coculture. The co-
cultures maintained the distinct gene expression states determined by pre-
conditions over time, while the similarly pre-induced monocultures lost the
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Figure 4.12: Contrasting pattern formation in various DLI devices. The fluorimeter im-
ages were taken after 12 hours of growth in room temperature. ∗indicates pre-induced
strains with 1 µM AHL and † indicates strains that were biased to be fluorescent by ex-
ternally added AHL in medium. (a) 1:1 spatial configuration seeded with cells that had
different initial conditions and strain combinations. Devices were seeded with a pair of
complementary strains (left), negative controls consisting a single strain (middle), and pos-
itive controls of complementary strains where either 1 µM 3OC6HSL or 1 µM 3OC12HSL
was mixed in solid medium (right). (b,c) 1:1, 1:4, and 1:6 spatial configurations seeded
with Strain A at the center surrounded by Strain B (b) or Strain B surrounded by Strain A
(c). Top panel shows the fluorimeter images and the bottom panel shows predicted steady-
state pattern from computational simulations with the parameter values given in Table S3.
When multiple equilibria exist, the predicted patterns are plotted in the order of “A high”,
“B high”, and “unstable”. (d) Simulated one-dimensional bifurcation diagram in which the
ratio of compartments of Strain A:B is used as the bifurcation parameter. The remaining
parameters are given in Table S3. Brighter color indicates higher steady-state [sfGFP].

pre-conditioned state and exhibited the sigmoid induction curves when the
cultures were transferred in the fresh media (Fig. 4.11 asterisks).

The appearance of both the sharp transition and hysteresis confirms that
cross-repression between Strains A and B produces an effective intercellular
bistable switch.

4.4.6 Bifurcation is observed for cells grown on the geomet-
ric culturing platform

Theoretically, the DLI system in a linear geometry (one-to-one compart-
ments) with proper channel length should behave similarly to the liquid co-
culture. To investigate bistability and hysteresis in the geometric platform,
we plated Strains A and B pre-conditioned with either 1 µM 3OC6HSL or
1 µM 3OC12HSL on solid medium after washing of the pre-conditioning
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media and observed their gene expression over time using the plate fluo-
rimeter. The linear geometry plated with two strains maintained the pre-
conditioned states over 12 hours whereas the single-strain systems on the
same setup quickly lost the pre-induced gene expression (Fig. 4.12a). When
3OC6HSL pre-induced Strain A was seeded adjacent to Strain B, Strain A
showed high reporter expression while Strain B showed basal expression
comparable to the single-strain control, and this persisted in time. Simi-
larly, 3OC12HSL pre-induced Strain B seeded adjacent to Strain A showed
high reporter expression in Strain B and low reporter expression in Strain
A, indicating that contrasting patterns depended on initial conditions.

Next, we evaluated DLI systems in star geometries (Fig. 4.12b&c). We
experimentally observed that the system that was bistable in the linear ge-
ometry became monostable as the number of outer compartments of Strain
B surrounding Strain A increased to four or more (Fig. 4.12b). The monos-
table contrasting pattern exhibited high reporter fluorescence in the center
Strain A regardless of the initial cell states. Strain B, on the other hand, did
not shift from monostable to bistable in our experimentally tested geome-
tries, but rather augmented the bistable expression as the number of sur-
rounding A increased. Although the experimental setup cannot physically
accommodate > 6 compartments, the mathematical simulation suggests
that further increasing the number of surrounding compartments would
shift the system from bistable to monostable contrast with Strain B express-
ing high reporter (Fig. 4.12d).

Our results show that we can easily control the geometry of the DLI
system to affect the circuit behavior and trigger a bifurcation. Geometry
may also offset imbalance in biochemical parameters (such as difference in
f1 and f2 in Eq. 4.3, Fig. S11) and improves the stability of bistable steady
states (Fig. 4.12c).

4.5 Discussion

Recent advancement in high-throughput sequencing has revealed that an
astonishing range of microbial biodiversity may exist in a single ecosys-
tem (Thompson et al., 2017). While this paper focuses on spatial inter-
cellular interactions between two strains of bacteria with two signaling
molecules, the theory may be generalized to handle an arbitrary num-
ber of diffusible biochemical species. A system with {m1,m2, . . . ,mn}
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diffusible molecules produced respectively in {Nm1 , Nm2 , . . . , Nmn} com-
partments, where the numbers of communication channels connected to
each of the compartments are {dm1 , dm2 , . . . , dmn}, can be modeled with∑n

i=1 Nmi
+ dmi

equations when assuming communications among only im-
mediate neighbors. The number of equations increases to m × N when
diffusion among non-immediate neighbors is accounted for and becomes
even more if non-diffusible species internal to the compartments must be
included in the model. Hence, arbitrary compartmental systems are gen-
erally high in dimension and difficult to analyze in full, although symme-
tries in spatial configuration—such as the alternating-neighbor pattern—
may enable mathematical reductions to simplify the search for particular
solutions (Rufino Ferreira et al., 2013).

For the analyzed DLI system, we explored the role of geometry in system
behavior. Although the implementation was done in multi-strain bacterial
colonies, our theory can be applied to isogenic populations as well. Here,
the units of interest are individual cells rather than colonies and commu-
nication must be contact-mediated since diffusion-based signaling would
form self-loops. Dimensionality reduction still applies when cells can be
categorized into two separate “classes” by virtue of spatial configuration.
Replacing the Laplacian matrix with the adjacency matrix (Supplementary
Theory Section 3D) simulates cell-to-cell contact rather than diffusion. The
remainder of the analysis then proceeds as before. Extensive and detailed
research has been performed to accurately model the developmental pro-
cesses in metazoans (Amonlirdviman et al., 2005; Samoilov et al., 2006;
Arcak, 2013), and a handful of recent studies have highlighted that spa-
tially relevant parameters such as the number of neighbors or the contact
area between them can influence patterning activity even in genetically iso-
genic cell populations (S. S. Lee, 2016; Guisoni et al., 2017; Matsuda et al.,
2015). Our work offers a unified interpretation of these results with respect
to the imbalance in transfer functions between pairs of representative cells.
With sufficient imbalance (Supplementary Theory Section 5B), the system be-
comes monostable, essentially guaranteeing the fate of the involved cells,
and in fact only spatial control knobs can introduce monostable contrast
in isogenic populations, since changes to biochemical parameters affect all
cells equally. Furthering our understanding of micro-scale pattern forma-
tion would require experimental implementation of controllable contact-
based systems. In bacteria, several contact-dependent inhibition systems
have been discovered (E. C. Garcia et al., 2016; Morse et al., 2012) in which
potential harnessing strategies have been discussed (D. Chen, 2014).
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Genetic circuit design and implementation are hampered by context-
dependent gene expression (Cardinale et al., 2013). Spatial control has ad-
vantages over biochemical parameter modification in that it can linearly
modulate the effective interaction strength (Fig. 4.12D) via the number of
connected channels, and the modulation is robust to intracellular condi-
tions. Furthermore, physical separation of the composite strains reduces
resource competition among different strains (H. J. Kim et al., 2008) to sta-
bilize the intercellular network. Spatial control is constrained by structural
limitations, such as the maximum number of compartments that fit on the
mold or whether the layout of the desired communication network can be
laid out without channels intersecting each other. Thus, synthetic biologists
should exploit both biochemical and spatial control knobs for precise design
of microbial consortia engineering.

4.6 Conclusions

In this work, we present a computational method for simulation of physi-
cally separated microbial colonies each implementing different gene regu-
latory networks. We validate our theory by experimentally demonstrating
control over gene expression patterns in a diffusion-mediated lateral inhibi-
tion circuit. We highlight the importance of spatial arrangement as a control
knob for modulating system behavior. Our systematic approach provides
a foundation for future applications that require understanding and engi-
neering of multi-strain microbial communities for sophisticated, synergistic
functions.
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4.8 Supplementary Theory

4.8.1 Modeling dynamics of two-compartment system

Consider two cell types A and B. Each cell produces a product along with an
associated signaling molecule that diffuses to the opposite cell and inhibits
that cell’s production of its product and signaling molecule. Depending on
factors such as the strength of inhibition and the proximity of the two cells,
over time one cell may be “dominated” by the other, which produces vastly
more product. If either cell could theoretically become the dominant cell,
then such a system is considered bistable. There are many biological ex-
amples of such bistable systems, perhaps most famously the Notch/Delta
signaling pathway (Greenwald et al., 1992).

Since quantitative factors determine whether a system of cross-
repression is monostable or bistable, it can be difficult to experimentally
implement a bistable system without theory that numerically describes and
predicts the system’s behavior. We present here an adaptation of the the-
ory developed by Ferreira et al. (Rufino Ferreira et al., 2015) for a general
compartmental system of lateral inhibition to the specific case of quorum
sensing between colonies of synthetically engineered bacterial cells.

4.8.2 Setup

We consider a two-compartment system of cross-repression comprising two
colonies of bacterial cells of type A and B (Fig 4.8a in main text). The full
system employs orthogonal quorum-sensing (QS) systems. Ultrasensitivity
is necessary for bistability, but most QS systems alone are not ultrasensitive,
therefore we introduce a repressor such as TetR that binds a promoter with
an ultrasensitive response. A channel between the two compartments al-
lows diffusion of AHL between the colonies. To prevent AHL buildup due
to its slow decay rate, we allow the possibility of adding an extra “drain”
channel of the same length as the other channels that connects each com-
partment to a reservoir with zero concentration AHL. We incorporate this
drainage into the overall decay rate for AHL.

In exponentially growing populations of bacteria, the volume at which
a cell divides increases with the growth rate such that the increase in vol-
ume outpaces the increase in protein, leading to a net decrease in protein
concentration with growth (Klumpp et al., 2009; Shahrezaei et al., 2015).
Such dilution contributes to the effective decay rate of products within the
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cell. In our model we assume colonies are diluting biochemical species con-
centration similarly to during exponential phase of growth and incorporate
dilution directly into the decay rate of mRNA and protein within cells.

Ordinary differential equations (ODEs)

The cross-repression system is divided into three modules per cell type,
each describing a particular function of signal reception, repression, and
signal production & diffusion (Fig.4.4). The state space variables are listed
in Table 4.1. The test parameters are defined and values provided in Table
4.2.

The repression module HA describes LasI production by A for a given
input concentration of TetR and is modeled by a repressive Hill function:

HA :


ṁIA = VIANIAC

 1

1+

(
RA

KRA

)nRA
+ lIA

− γmIA
mIA

İA = εIAmIA − γIAIA

. (4.5)

The steady-state concentration of synthase for a constant input R∗A is then

I∗A =
εIAVIANIAC

γIAγmIA

 1

1 +
(

R∗
A

KRA

)nRA
+ lIA

 . (4.6)

The transmission module txA→B encapsulates the catalysis of 3OC12HSL
by LasI and the diffusion of 3OC12HSL to B. It accepts an input IA, the con-
centration of LasI produced by cell A, and outputs a vector X = [XA, XB]T ,
where the first entry is the concentration of 3OC12HSL in A and the sec-
ond is the concentration of 3OC12HSL in B after diffusion. The equations
governing the behavior of this module are

txA→B :

{
ẊA = d(XB −XA)− γXXA + νXIA

ẊB = d(XA −XB)− γXXB

(4.7)

where d(XB−XA) represents the diffusion balancing of 3OC12HSL between
A and B (the term d := D

l2
includes the diffusion coefficient D and the chan-

nel length l). The steady-state concentration of XB in response to constant
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input I∗A is then

X∗B =
dνY I

∗
A

γX(γX + 2d)
. (4.8)

The reception module rxB captures TetR production in B as a function of
XA. The activation of repressor mRNA transcription by 3OC12HSL binding
to LasR is modeled by a Hill function:

rxB :

ṁRB
= VRB

NRB
C

( (
XB
KX

)nX

1+
(

XB
KX

)nX + lRB

)
− γmRB

mRB

ṘB = εRB
mRB

− γRB
RB

. (4.9)

The complementary modules are identical in structure to those above,
and are included here only for completeness. The repression module HB

describes LuxI production by B:

HB :


ṁIB = VIBNIBC

 1

1+

(
RB

KRB

)nRB
+ lIB

− γmIB
mIB

İB = εIBmIB − γIBIB

. (4.10)

The transmission module txB→A covers catalysis of 3OC6HSL by LuxI and
the diffusion of 3OC6HSL to A. The output vector Y = [YA, YB]T stores the
concentrations of 3OC6HSL in A and B respectively:

txB→A :

{
ẎA = d(YB − YA)− γY YA
ẎB = d(YA − YB)− γY YB + νY IB

. (4.11)

The reception module rxA describes repressor production in A as a function
of YA:

rxA :

ṁRA
= VRA

NRA
C

( (
YA
KY

)nY

1+
(

YA
KY

)nY + lRA

)
− γmRA

mRA

ṘA = εRA
mRA

− γRA
RA

. (4.12)

The steady-state concentration of repressor for a constant input Y ∗A is given
by

R∗A =
εRA

VRA
NRA

C

γRA
γmRA


(
Y ∗
A

KY

)nY

1 +
(
Y ∗
A

KY

)nY
+ lRA

 . (4.13)
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The steady-state solutions differ from their complements only in parameter
values.

4.8.3 Evaluating bistability

Depending on the exact parameter values, the same system of ODEs may
describe a monostable or bistable system. For the cross-repression circuit
that we have described, one way to determine whether a certain parameter
set yields a bistable system is to count the number of steady-state points: If
there is one point and it is stable, then the system is monostable; if there are
three points total, one unstable and two stable (one each corresponding to
the dominance of A or B), then the system is bistable. While steady-state
points may be located using a convenient graphical method, it can be more
difficult to analytically determine whether they are stable. Fortunately, if
the system satisfies a set of technical conditions that classify it as monotone,
then the graphical method will also reveal whether the equilibria are stable.
Here, we show that our system is monotone and therefore we may use the
graphical method to evaluate bistability.

Monotonicity

Consider the complete system as shown in Fig.4.4. The entire unit com-
prises twelve differential equations, two per each of the six modules. In
vector form, we represent the entire system with state space

Z :=



mIA

IA
XT

mRB

RB

mIB

IB
Y T

mRA

RA


as Ż = f(Z). Let J(·) be the Jacobian of f(·).

For the system to be monotone, evolution of the system with time
must preserve ordering in the state space, i.e., for solutions φ(·, ·) to the

105



Chapter 4. Designing spatially distributed gene regulatory networks to
elicit contrasting patterns

differential equation, x1(0) �K x2(0) =⇒ φ(t, x1(0)) �K φ(t, x2(0))
for all t ≥ 0. The ordering is defined with respect to some positivity
cone K in a Euclidean space. Although physical concentrations cannot
be negative, due to the presence of inhibition our system is not mono-
tone with respect to the positive orthant, but rather to a combination of
positive and negative orthants. If we redefined the state space as Z̃ :=
[−mIA , −IA, −XT , −mRB

, −RB, mIB , IB, Y
T , mRA

, RA]T , then Z̃ would
be monotone with respect to R12

+ . Hence Z is monotone with respect to the
cone K spanned by all vectors Z̃ corresponding to feasible Z (i.e., Z ∈ R12

+ ).
To see that the system is monotone, we apply a graphical method de-

scribed in (Angeli et al., 2004b) for systems with state, input, and output
spaces defined by orthants. We proceed by constructing an incidence graph
(signed digraph) where each node is a species and each edge describes the
relationship between two distinct species: no edge if no direct interaction;
+ if one promotes the other; and − if one inhibits the other (Fig.4.5). By Zj
promotes Zi we mean Jij := ∂fi

∂Zj
= ∂2Zi

∂t∂Zj
≥ 0 for all Zi, Zj ∈ R+ whereas by

Zj inhibits Zi we mean Jij ≤ 0 for all Zi, Zj ∈ R+.
Because each biochemical species in the system directly affects only one

other species in the system in a sequential fashion, the Jacobian for this sys-
tem is sparse. We consider the entries corresponding to HA, txB→A, and
rxA; because of the symmetry of the system, we know the entries corre-
sponding to HB, txA→B, and rxB will differ only in exact parameter val-
ues. Then the nonzero entries in the Jacobian (except those corresponding
to one species’ influence on its own concentration, which do not appear in
the incidence graph) are

HA :


∂ṁIA

∂RA
= VIANIAC

−nRA

(
RA

KRA

)nRA
−1

KRA

(
1+

(
RA

KRA

)nRA
)2 ≤ 0

∂İA
∂mIA

= εIA ≥ 0

txB→A :


∂ẎB
∂IB

= νY ≥ 0
∂ẎA
∂YB

= d ≥ 0
∂ẎB
∂YA

= d ≥ 0

(4.14)

rxA :


∂ṁRA

∂YA
= VRA

NRA
C

nY

(
YA
KY

)nY −1

KY

(
1+

(
YA
KY

)nY
)2 ≥ 0

∂ṘA

∂mRA

= εRA
≥ 0

,
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along with the corresponding entries for the complementary modules.
From a conceptual standpoint, monotonicity means that regardless of

context, an element always has the same qualitative effect on itself after
its influence is propagated through the network; i.e., the influence of the
element on itself is “consistent”. From the graph for this system (shown in
Fig.4.5) we see that there is only one cycle and it is positive in parity; that
is, the product of the signs of each edge traversed to complete one cycle is
positive, regardless of the direction of travel around the cycle. This implies
that the graph is consistent, and hence the system it describes is closed-loop
monotone.

Finding steady-state solutions

By Theorem 3 in (Angeli et al., 2004b) and (Angeli et al., 2004a), the equilib-
ria of a closed-loop monotone system (system with feedback) can be found
by examining an open-loop (input-output, or I/O system) monotone sys-
tem formed by “breaking” the feedback of the original system. For fixed
points to exist, the I/O system must have a static input-output characteris-
tic.

In our case, we can define TA, or RA → RB, as the cascade of the three
modules HA, txA→B, and rxB having input RA and output RB. With TB

defined similarly for the other three modules, then the entire system “bro-
ken” at RA is the cascade of TA and TB. This new I/O system accepts an
input u ∈ R+ and produces an output y ∈ R+. If the I/O system admits
a static input-output characteristic, then the points where u = y are the
steady-state solutions to the closed-loop system.

Since HA and the combined cascade of txA→B and rxB each has a
unique steady-state solution that is a global and asymptotically stable hy-
perbolic equilibrium (see Section 4.8.6), then the cascade of the three sys-
tems, i.e., TA, also has a static input-output characteristic. TB is similarly
endowed. Therefore the cascade of TA and TB also has a static input-output
characteristic, and because the I/O system is also monotone, then its fixed
points and the equilibrium points of the closed-loop system correspond.

Define TA(·) : R → R to be the static I/O characteristic of TA, i.e., for
constant input R∗Ai

, TA produces constant output R∗Bo
= TA(R∗Ai

), and de-
fine TB(·) : R → R to be the static I/O characteristic of TB for constant
input R∗Bi

and output R∗Ao
. Then the static I/O characteristic for the cas-

cade of TA and TB is TB(TA(·)), which maps constant input R∗Ai
to output

R∗Ao
. The function TB(TA(·)) is nonnegative and sigmoidal, meaning that
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there must be exactly one or three intersection points between y = u and
y = TB(TA(u)) (the fixed-point solutions to the I/O system where u = y or
R∗Ai

= R∗Ao
). If there is only one intersection then the I/O characteristic at

the intersection must have a slope less than unity (T ′
B(TA(y∗))T ′

A(y∗) < 1
where y∗ is the intersection point), implying that the corresponding equilib-
rium is stable. If there are three intersections, then the middle intersection
must have a slope greater than one while the higher and lower intersections
must have slopes less than one, implying that the middle equilibrium is un-
stable and the other two equilibria are stable (Angeli et al., 2004b). Hence
determining bistability amounts to graphically counting the intersections
between y = u and y = TB(TA(u)). We could also carry out the above
analysis with equivalent results for TA(TB(·)) mapping R∗Bi

to R∗Bo
.

4.8.4 Multicompartmental systems with symmetry

Up to this point we have considered a system of only two compartments,
one each of types A and B. The formation of an interesting pattern, however,
requires more than two elements. To that end we will now consider a class
of systems with multiple compartments of each type, where each compart-
ment of type A is connected to the same number of compartments of type
B, and vice versa. In other words, each compartment of type A or B is es-
sentially indistinguishable from any other. The symmetry present in such a
system will allow us to apply the graphical method of analyzing bistability
to sets of compartments arranged in particular geometries.

The discussion presented here is not intended as a complete overview
of multicompartmental systems of lateral inhibition, but rather as a supple-
ment to our specific experiments. We refer the interested reader to (Rufino
Ferreira et al., 2015) for a more generalized treatment.

Edge weight matrix

The interior mechanics of all compartments of the same type are the same,
so the ODEs governing the behavior of the reception modules rx and re-
pression modules H , as defined in Section 4.8.14.8.2, are the same for
compartments of the same type. Adding more compartments does, how-
ever, change the concentration of diffusible signaling molecules that reach
the compartments, and therefore changes the behavior of the transmission
modules tx.
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We begin by noting that if we define the 2× 2 matrix

L2 := d

[
−1 1
1 −1

]
then we can reformulate (4.11) as

Ẏ = L2Y − γY Y +

[
0

νY IB

]
(4.15)

with steady-state solution

Y ∗ = (−L2 + γY I)−1

[
0

νY I
∗
B

]
. (4.16)

The matrix L2 contains information on the diffusion of AHL between com-
partments. We now generalize to systems with N compartments and the
corresponding N × N matrix LN (which we will henceforth designate as
simply L). If all compartments in the system are numbered from 1 to N ,
then the element [L]ij represents the connection strength between compart-
ments i and j. Conceptually, the connection strength is the diffusion into
compartment j from compartment i (or vice versa) if i 6= j, and the total
diffusion out of a given compartment to all other compartments if i = j.
Each element [L]ij is directly proportional to the diffusivity D of AHL and
inversely proportional to the square of the distance between i and j. In
the special case where there are only two compartments, the connection
strength between them is identical, hence the elements in L2 are all of mag-
nitude d.

Mathematically, we can represent the multicompartmental system as an
undirected graph where each vertex is a compartment and each edge is a
channel. Let dij be the edge weight between vertices i and j. L is the Lapla-
cian of this graph:

[L]ij =

−
N∑
j=1

dij i = j

dij i 6= j

.

Let NA be the number of compartments of type A and NB the number
of compartments of type B such that NA +NB = N . Assume the diffusivity
of AHL is constant, all channels have the same length, and compartments
of the same type are not connected to each other. Then dij = 0 if i, j are of
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the same type and dij = d between connected compartments i, j of opposite
types. Assume each compartment of type A is connected to qB compart-
ments of type B and each compartment of type B is connected to qA com-
partments of type A.

Let the first NA entries of a row or column of L ∈ RN×N designate com-
partments of type A and the lastNB entries designate compartments of type
B. Then L has the form

L = d

[
−qBINA×NA

F
F T −qAINB×NB

]
where F is anNA×NB matrix for which [F ]ij = 0 indicates that the ith com-
partment of type A and the jth compartment of type B are not connected by
a channel, and [F ]ij = 1 indicates that they are.

As shown in the following sections, the assumed structure of the system
allows us to reduce our N -dimensional system to a two-dimensional one,
which greatly simplifies the calculations for a steady-state contrasting pat-
tern and enables us to use the graphical method detailed in Section 4.8.34.8.3
to determine when the overall system is bistable.

Model reduction

We use the assumptions and notations from the previous subsection. Define
M ∈ RN×2 as

M :=

[
1NA

0NA

0NB
1NB

]
(4.17)

where 1n designates a length-n vector of all ones and 0n designates a length-
n vector of all zeros. Then because all compartments of the same type have
the same number of connections to compartments of the opposite type,
there exists some L̄ ∈ R2×2 such that

LM = ML̄.

Let dA := dqB be the (nonnegative) total outgoing edge weight for a com-
partment of type A and dB := dqA be the (nonnegative) total outgoing edge
weight for a compartment of type B. Because we have assumed no connec-
tions between compartments of the same type, L̄ has the form

L̄ =

[
−dA dA
dB −dB

]
. (4.18)
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We would like to solve for the steady-state value of X = [XA, XB]T ∈ RN

in txA→B:

(−L+ γXIN×N)X =

[
νXIA1NA

0NB

]
. (4.19)

We restrict our search to a subset of solutions for which the variables of
interest are identical among compartments of the same type, i.e.,

X = M

[
xA
xB

]
(4.20)

for xA, xB ∈ R. Let x := [xA, xB]T . We can then rewrite (4.19) as

(−L+ γXIN×N)Mx = M

[
νXIA

0

]
=⇒ M

(
−L̄+ γXI2×2

)
x = M

[
νXIA

0

]
which implies that solutions x∗ to

(
−L̄+ γXI

)
x∗ =

[
νXI

∗
A

0

]
=⇒ x∗ =

(
−L̄+ γXI

)−1
[
νXI

∗
A

0

]
(4.21)

provide solutions to (4.19) by way of (4.20). In other words, x∗A is the steady-
state concentration ofX in any compartment of type A and x∗B is the steady-
state concentration ofX in any compartment of type B for constant input I∗A.
The derivation for txB→A proceeds similarly.

Now recall from (4.18) that the matrix L̄ has form

L̄ =

[
−dA dA
dB −dB

]
.

Then the inverse matrix in (4.21) can be directly evaluated, yielding

(
−L̄+ γXI

)−1
=

1

(dA + γX)(dB + γX)− dAdB

[
dB + γX dA
dB dA + γX

]
=

1

γX(γX + dA + dB)

[
dB + γX dA
dB dA + γX

]
.
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Since dA, dB > 0, the matrix is always invertible provided that γX 6= 0.
In essence, the new multicompartmental system is identical to the two-

compartmental system with a revision to the transmission modules:

txB→A :

{
ẎA = dA(YB − YA)− γY YA
ẎB = dB(YA − YB)− γY YB + νY IB

and similarly for txA→B. Since dA, dB > 0 the Jacobian equations from
(4.14) maintain their parity and the analysis developed in Section 4.8.34.8.3
holds. In Section 54.8.6 we show that the local stability or instability of a
steady state in the reduced system implies local stability or instability of
the state in the full system, and therefore we can therefore continue to use
the graphical intersection method to determine when the system admits a
solution where all cells of the same type are identically (and reversibly) high
or low.

Finite differences within the channel

Thus far, implicit in our definition of L is that we approximate diffusion
between compartments using the method of finite differences for a step size
of l, the channel length. Specifically, we have taken Fick’s diffusion equation
in one dimension

dX

dt
= D

d2X

dr2

where X is the concentration of some species and r is distance. Under the
finite differences approximation, we discretize space along r and approxi-
mate the change in concentration at each point as

dX

dt
≈ D

(X(r + ∆)−X(r)) + (X(r −∆)−X(r))

∆2
.

In the process of discretizing r we pick two boundary points. To model a
single channel connecting a cell of type A to one of type B we simply pick
one end, say r = 0, to correspond to A and the other end, r = l, to corre-
spond to B. We assume no diffusion outside the channel. Since X(0) has no
neighbors r < 0 and X(l) has no neighboring points r > l, the approxima-
tion at the boundaries is performed using only one difference. At the r = 0
boundary we have

dX(0)

dt
≈ D

X(∆)−X(0)

∆2
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and at the r = l boundary

dX(l)

dt
≈ D

X(l −∆)−X(l)

∆2
.

If we let ∆ = l, X(0) = XA, and X(l) = XB, we recover the familiar{
dXA

dt
= D

l2
(XB −XA)

dXB

dt
= D

l2
(XA −XB)

.

If l is sufficiently small, this approximation is appropriate. If the channel
is too long, however, then setting ∆ = l produces an extremely coarse ap-
proximation that may not be an accurate description of the physical process.
Suppose now we discretize r such that there are NL points between r = 0
and r = l, with a step size of ∆ = l

NL+1
. The equation to describe diffusion

is written in matrix form as

Ẋ(0)

Ẋ(∆)

Ẋ(2∆)
...

Ẋ(l −∆)

Ẋ(l)


=



−1 1 0 0 ... 0 0 0
1 −2 1 0 ... 0 0 0
0 1 −2 1 ... 0 0 0
...

...
...

... . . . ...
...

...
0 0 0 0 ... 1 −2 1
0 0 0 0 ... 0 −1 1





X(0)
X(∆)
X(2∆)

...
X(l −∆)
X(l)


.

Note that this describes only the diffusion, not the reactions that occur
within X(0) and X(l).

We can accommodate multiple cells with multiple channels by adding
more terms and associated concentration variables. Imagine that we num-
ber the discretized points within a channel from 1 to NL where 1 is the point
nearest to a cell of type A and NL is the point nearest to a cell of type B.
Then we assume all channels with the same number form a similar class;
i.e., if we have NC channels we define M ∈ RN+NCNL×NC+2 as

M :=


1NA

0NL
0NL

... 0NL

0NL
1NL

0NL
... 0NL

0NL
0NL

1NL
... 0NL

...
...

... . . . ...
0NL

0NL
0NL

... 1NB


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such that

L̄ :=
D

∆2



−qB qB 0 0 ... 0 0 0
1 −2 1 0 ... 0 0 0
0 1 −2 1 ... 0 0 0
...

...
...

... . . . ...
...

...
0 0 0 0 ... 1 −2 1
0 0 0 0 ... 0 −qA qA


with qA and qB as defined in Section 4.8.44.8.4. We then rewrite (4.19) as

(
−L̄+ γXI

)
X =

[
νXIA

0NLNC+1

]
.

The equation takes a similar form for Y .
In the above discussion we have assumed that production takes place

only in single compartments, which shrink in size with increasing NL. Let
w be the width of a cell colony. To accurately reckon with arbitrary l and
NC we would have to either (a) dilute the concentrations of intercellular
components (l > w); or (b) designate multiple compartments as production
compartments, which would rapidly increase the size of the ODE system
(l < w). To avoid these situations we set ∆ = w such that l = kw where
k ≥ 0 is an integer. This limitation in the considered range of l is justified
by the small range of l that we implement expermientally as well as the
minimal effect of l on the theoretically evaluated bistability of the system
(for systems with and without multiple diffusive compartments).

Extension to contact-mediated communication

To represent forms of communication other than diffusion, the matrix L rep-
resenting the Laplacian can be replaced by any matrix with entires appro-
priately weighted to reflect the strength of the connections between com-
partments. For example, to model communication for which compartments
do not lose concentration of signaling molecule to communicate with neigh-
bors, the diagonal entries can be set to 0. Using this particular form of L
instead of the Laplacian in the remainder of our theory for lateral inhibition
allows us to model traditional cell-to-cell contact-based mechanisms such
as the Notch/Delta system. Note that if L is an asymmetric matrix, dimen-
sionality reduction as described here for particular spatial configurations
will in general no longer be mathematically valid.
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4.8.5 Results: bistable regimes

Parameter ranges

We assessed the effect of changing the parameters in Table 4.3 on the bista-
bility of the system for a given connectivity of compartments—hereafter
referred to as a geometry—satisfying the assumptions in Section 4.8.44.8.4.
We used a custom MATLAB script to generate “bistability maps” as a func-
tion of two parameters at a time to determine in which parameter regimes
the system is theoretically bistable. Such maps are useful to elucidate not
only whether the system falls in the bistable region, but also its “location”
on the bistability map. The location is important for two reasons: (a) the
closer a system is to the edge of the bistable region, the smaller a change to
the parameters is necessary to push the system into or out of the region; and
(b) where the system is in the region determines the system’s exact steady-
state values, which in turn determine the observed contrast between the
colonies’ expression levels of reporter. These maps are useful in designing
bacterial strains to achieve desired behaviors (i.e., bistability, steady-state
values) and also for picking geometric configurations that produce those
behaviors. For example, a system farther from the edge of the bistable re-
gion will be more robust in the sense that perturbations to parameter values
(as through experimental error or random variation) are less likely to cause
the system to become bistable if it is nominally monostable or monostable
if it is nominally bistable.

Dynamic range matching

In essence, a system of mutual inhibition is equivalent to a pair of switches,
each of which turns on for low input and off for high input. The switches
cascade to form an open-loop system, which is closed by connecting the
output of the second switch to the input of the first. In order for the closed-
loop system to be bistable, the input to each switch must span some sig-
nificant fraction of the dynamic range of the switch; i.e., the minimum
output from the first switch should be low enough to turn on the second
switch while the maximum output should be high enough to turn it off,
and vice versa. The relative dynamic ranges of the switches are determined
by the parameters and geometry. The curves in Fig.4.4 show input/output
curves (nullclines) for the first switch with input XB and output YA (mod-
ules rxB → HB → txB→A) and the second switch with input YA and output
XB (modules rxA → HA → txA→B).
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4.8.6 Additional proofs

Contrasting steady states emerge if and only if the system can be reduced
to the two-compartment case

In Section 4.8.44.8.4 we showed that if compartments of the same type have
the same number of neighbors, then the system can be reduced to a two-
compartment case for the purposes of identifying contrasting steady states,
i.e., those in which all compartments of the same type have the same steady-
state concentrations. We now show that if a steady state exists for which (a)
all compartments of the same type have the same concentrations and (b)
every compartment of type A is connected to at least one compartment of
type B and vice versa, then the underlying edge weight matrix L can be
reduced to a two-compartment system. We do not need to assume that
compartments of the same type must have neighbors only of the opposite
type, although a “checkerboard” of alternating high/low immediately ad-
jacent neighbors will require this arrangement. We do not even require that
all channels be of the same length. We only require that for a fixed compart-
ment type, the total incoming edge weight from other compartments of the
same type as well as the incoming edge weight from other compartments
of the opposite type is the same regardless of the choice of compartment.

First, we assume that there exists a steady-state solution of the form

X∗ =

[
X∗A
X∗B

]
=

[
1NA

0NA

0NB
1NB

] [
x∗A
x∗B

]
=: Mx∗

where xA, xB ∈ R as in Section 4.8.44.8.4. X∗ a steady-state solution implies
that

(−L+ γXIN)X∗ =

[
νXI

∗
A1NA

0NB

]
=⇒ (−L+ γXIN)Mx∗ = M

[
νXI

∗
A

0

]
(4.22)

since there cannot be multiple values of I∗A that result in the same X∗A. Now
define

L =

[
L11 L12

L21 L22

]
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where L11 ∈ RNA×NA , L12 = LT21 ∈ RNA×NB , and L22 ∈ RNB×NB , and observe
that

(−L+ γXIN)M =

[
−
∑NA

j=1 [L11]j + γX1NA
−
∑NB

j=1 [L12]j
−
∑NA

j=1 [L21]j −
∑NB

j=1 [L22]j + γX1NB

]
(4.23)

where [Lnm]j denotes the jth column of Lnm, n,m = 1, 2. Now define

Qi
nm =

{
−
∑NA

j=1 [Lnm]ij , m = 1

−
∑NB

j=1 [Lnm]ij , m = 2
.

Combining (4.23) with (4.22) yields{
(Qa

11 + γX)x∗A + (Qa
12)x∗B = νXI

∗
A, a = 1, 2, ..., NA(

Qb
21

)
x∗A +

(
Qb

22 + γX
)
x∗B = 0, b = NA + 1, ..., NA +NB

(4.24)

and similarly for Y ∗,{
(Qa

11 + γY ) y∗A + (Qa
12) y∗B = 0, a = 1, 2, ..., NA(

Qb
21

)
y∗A +

(
Qb

22 + γY
)
y∗B = νY I

∗
B, b = NA + 1, ..., NA +NB

. (4.25)

Suppose we fix a and b and construct a system of four equations from
(4.24) and (4.25). In these four equations there are four “unknowns”
(Qa

11, Q
a
12, Q

b
21, Q

b
22), suggesting that there is a unique solution to
x∗A x∗B 0 0
0 0 x∗A x∗B
y∗A y∗B 0 0
0 0 y∗A y∗B



Qa

11

Qa
12

Qb
21

Qb
21

 =


νXI

∗
A − γXx∗A
−γXx∗B
−γY y∗A

νY I
∗
B − γY y∗B

 (4.26)

provided that the LHS matrix is full rank, i.e., x
∗
A

x∗B
6= y∗A

y∗B
. This unique solution

is the same regardless of the choice of a and b, which implies that Qa
11, Qa

12

must be the same for all a and Qb
21, Q

b
22 must be the same for all b (since the

solution is unique). This, in turn, implies that we can write

LM = M

[
Q11 Q12

Q21 Q22

]
=: ML̄.

The only fact left to show, then, is that our system cannot admit a solution
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for which x∗A
x∗B

=
y∗A
y∗B

, which will guarantee a unique solution to (4.26). Our
proof leverages the lateral inhibition structure of the system.

Suppose x∗A
x∗B

=
y∗A
y∗B

and without loss of generality, define r :=
x∗A
y∗A

=
x∗B
y∗B

.
Substituting x∗A = ry∗A and x∗B = ry∗B into (4.24) and (4.25) for fixed a, b
(equivalently (4.26)), we obtain

(Qa
11 + γX)x∗A +Qa

12x
∗
B = νXI

∗
A

(Qa
11 + γY )x∗A +Qa

12x
∗
B = 0

Qb
21x
∗
A +

(
Qb

22 + γX
)
x∗B = 0

Qb
21x
∗
A +

(
Qb

22 + γY
)
x∗B = rνY I

∗
B

=⇒

x∗A =
−(Qb

22+γX)x∗B
Qb

21
=

rνY I
∗
B−(Qb

22+γY )x∗B
Qb

21

x∗B =
νXI

∗
A−(Qa

11+γX)x∗A
Qa

12
=
−(Qa

11+γY )x∗A
Qa

12

.

The assumption that every compartment of type A is connected to at least
one cell of type B and vice versa guarantees that Qa

12 6= 0, Qb
21 6= 0. Rear-

ranging terms, we find {
(γY − γX)x∗B = rνY I

∗
B

(γX − γY )x∗A = νY I
∗
A

. (4.27)

Now we know γX , γY , νX , νY > 0 and since x∗A, x
∗
B, I

∗
A, I

∗
B ≥ 0 (we cannot

have negative concentrations) we also know r ≥ 0. Because of the mutual
inhibition relationship we further know that I∗A =: h1(rx∗A) is a bounded,
nonnegative, nonincreasing function of x∗A and I∗B =: h2(x∗B) is a bounded,
nonnegative, nonincreasing function of x∗B. If we are concerned with a non-
trivial system we must have r 6= 0 because otherwise

r = 0 =⇒ x∗A = 0 =⇒ I∗A = 0 =⇒ h1(0) = 0 =⇒ h1(z ≥ 0) = 0 ∀z,

i.e., cells of type A are insensitive to inputs. Similarly, we must have r finite
because we could as easily have set up the system in terms of y∗A and y∗B
with 1

r
as the ratio of interest, and following the same logic we would have

(with slight abuse of notation) 1
r
6= 0.

Therefore, since r > 0, then from (4.27), nonnegative x∗B, I
∗
B requires

γY ≥ γX while nonnegative x∗A, I
∗
A requires γX ≥ γY . These two condi-

tions can only be satisfied if γX = γY , which implies that I∗A = I∗B = 0.
But this is impossible from the definition of h1, h2 in (4.6) (except in the
limit as R∗A, R

∗
B → ∞, which is anyway unattainable because R∗A, R

∗
B are

bounded). Hence we cannot have a steady-state contrasting solution for
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which x∗A
x∗B

=
y∗A
y∗B

, implying that the matrix in (4.26) will have a unique solu-
tion. This completes our claim.

Local (in)stability of full system about reduced system steady states

Let Z ∈ R6N
+ be the vector of states for the full system where Ż = f(Z)

governed by the equations in Section 4.8.14.8.2. Let Z∗ be a steady state
where all cells of the same type have identical states, i.e., a steady state
identified in the reduced system. Assume the states are ordered such that

Z∗ :=



Y ∗

m∗RA
1NA

R∗A1NA

m∗IA1NA

I∗A1NA

X∗

m∗RB
1NB

R∗B1NB

m∗IB1NB

I∗B1NB


.

Define

KA1 :=
∂ṁRA

∂YA

∣∣∣∣
Y ∗
A

= VRA
NRA

C
nY

(
Y ∗
A

KY

)nY −1

KY

(
1 +

(
Y ∗
A

KY

)nY
)2

KA2 := −∂ṁIA

∂RA

∣∣∣∣
R∗

A

= VIANIAC
nRA

(
R∗

A

KRA

)nRA
−1

KRA

(
1 +

(
R∗

A

KRA

)nRA
)2 .

KB1 and KB2 are defined analogously with the appropriate subscripts for
cell B. Then the Jacobian of the full system evaluated at the steady state Z∗

is given by

J =

[
SA PY
PX SB

]
(4.28)
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where J ∈ R6N×6N , SA ∈ RN+4NA×N+4NA , SB ∈ RN+4NB×N+4NB , PY ∈
RN+4NA×N+4NB , and PX ∈ RN+4NB×N+4NA , defined as

SA :=


L− γY IN 0 0 0 0[
KA1INA

0
]
−γmRA

INA
0 0 0

0 εRA
INA

−γRA
INA

0 0
0 0 −KA2INA

−γmIA
INA

0

0 0 0 εIAINA
−γIAINA


PY :=

 0N×N+3NB

[
0

νY INB

]
04NA×N+3NB

04NA×NB


PX :=

 0N×N+3NA

[
νXINA

0

]
04NB×N+3NA

03NA×NA



SB :=


L− γXIN 0 0 0 0[
0 KB1INB

]
−γmRB

INB
0 0 0

0 εRB
INB

−γRB
INB

0 0
0 0 −KB2INB

−γmIB
INB

0

0 0 0 εIBINB
−γIBINB


The matrix measure of a matrix M with respect to the one-norm is defined
as

µ(M) := max
j

{
Mjj +

∑
i 6=j

|Mij|

}
.

If there exists an invertible diagonal matrix D such that

µ(DJD−1) < 0, (4.29)

then the mapping described by J is contractive. This implies that the eigen-
values are negative, which for our nonlinear system means that the steady
state around which J is linearized is locally stable.

Consider the reduced version of the full system, which has a Jacobian
J̄ identical in form to (4.28) for NA = 1, NB = 1, and L = L̄ as defined in
Section 4.8.44.8.4:

L̄ :=

[
−dA dA
dB −dB

]
where dA is the total (nonnegative) outgoing edge weight for a cell of type
A and dB is the total (nonnegative) outgoing edge weight for a cell of type

120



Chapter 4. Designing spatially distributed gene regulatory networks to
elicit contrasting patterns

B. Let D̄ take the form

D̄ = diag (l1A, l1B, a1, a2, a3, a4, l2A, l2B, b1, b2, b3, b4) (4.30)

where l1A, l1B, a1, a2, a3, a4, l2A, l2B, b1, b2, b3, b4 ∈ R are arbitrary constants.
For D̄ to satisfy (4.29), we require

−γY +
a1

l1A
KA1 − dA +

l1B
l1A

dA < 0

−γY − dB +
l1A
l1B

dB < 0

−γmRA
+
a2

a1

εRA
< 0

−γRA
+
a3

a2

KA2 < 0

−γmIA
+
a4

a3

εIA < 0

−γIA +
l2A
a4

νX < 0

and analogously for columns corresponding to compartments B.
We can combine the inequalities to obtain a single expression if we rear-

range them to reflect the relative sizes of certain constants. Then we obtain

a1KA1 + l1BdA
γY + dA

< l1A (4.31)

l1A <
γY + dB
dB

l1B (4.32)

a2 <
γmRA

εRA

a1

a3 <
γRA

KA2

a2

a4 <
γmIA

εIA
a3

l2A <
γIA
νX

a4.

We can rearrange (4.31) and (4.32) as

a1 <
γY (γY + dB + dA)

KA1dB
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whereupon the combination of inequalities yields

l2A <
γIAγmIA

γRA
γmRA

γY (γY + dB + dA)

νXεIAKA2εRA
KA1dB

l1B =:
1

C1

l1B.

Similarly, for compartments B,

l1B <
γIBγmIB

γRB
γmRB

γX(γX + dB + dA)

νY εIBKB2εRB
KB1dA

l1A =:
1

C2

l2A

such that
l2A <

1

C1C2

l2A =⇒ C1C2 < 1.

Incidentally,

C1C2 =

(
εIAKA2

γIAγmIA

)(
εRB

KB1

γRB
γmRB

)(
dBνX

γX(γX + dA + dB)

)
×(

εIBKB2

γIBγmIB

)(
εRA

KA1

γRA
γmRA

)(
dAνY

γY (γY + dA + dB)

)
can be written as(

dI∗A
dR∗Ai

∣∣∣∣
R∗

A

dX∗B
dI∗A

∣∣∣∣
I∗A

dR∗B
dX∗B

∣∣∣∣
X∗

B

)(
dI∗B
dR∗B

∣∣∣∣
R∗

B

dY ∗A
dI∗B

∣∣∣∣
I∗B

dR∗Ao

dY ∗A

∣∣∣∣
Y ∗
A

)
=
dR∗Ao

dR∗Ai

∣∣∣∣
R∗

A

,

(4.33)
whereR∗Ai

is a constant input andR∗Ao
is the associated output. Hence (4.33)

is the slope of the I/O system evaluated at the steady stateR∗Ai
= R∗A, which

matches the graphical stability test developed in Section 4.8.34.8.3.
Now consider the full system with Jacobian (4.28) corresponding to the

reduced system for which D̄ satisfies (4.29). We construct a D for the full
system that has diagonal entries

[l1AINA
, l1BINA

, a1INA
, a2INA

, a3INA
, a4INA

, l2AINB
, l2BINB

, b1INB
, b2INB

, b3INB
, b4INB

]
(4.34)

where the constants are the same as for D̄. DJD−1 is then effectively orga-
nized into “blocks” that correspond to columns of D̄J̄D̄−1. Let

mj(M) := Mjj +
∑
i 6=j

|Mij| ,
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i.e., µ(M) = max
j
mj(M). Because J is linearized about a reduced-system

steady state, it is straightforward to see that

mj(J) =



m1(J̄), j = 1, 2, ..., NA

m2(J̄), j = NA + 1, NA + 2, ..., N

m3(J̄), j = N + 1, N + 2, ..., N +NA

m4(J̄), j = N +NA + 1, ..., N + 2NA

m5(J̄), j = N + 2NA + 1, ..., N + 3NA

m6(J̄), j = N + 3NA + 1, ..., N + 4NA

m7(J̄), j = N + 4NA + 1, ..., N + 5NA

m8(J̄), j = N + 5NA + 1, ..., 2N + 4NA

m9(J̄), j = 2N + 4NA + 1, ..., 3N + 3NA

m10(J̄), j = 3N + 3NA + 1, ..., 4N + 2NA

m11(J̄), j = 4N + 2NA + 1, ..., 5N +NA

m12(J̄), j = 5N +NA, ..., 6N

.

(Note that the equivalence of mj(J) to m1(J̄), m2(J̄), m7(J̄), and m8(J̄) for
appropriate j arises out of the form of L, which has diagonal entries −dA
and −dB repeated NA and NB times respectively, with non-diagonal entries
summing to dA for the first NA columns and dB for the last NB columns.)

Because mj(J̄) < 0 for j = 1, 2, ..., 12, then mj(J) < 0 for j = 1, 2, ..., 6N .
Therefore for J linearized about a given reduced-system steady state, the
conditions required for J to be contractive—and therefore for the full sys-
tem to be locally stable at the steady state—is the same as the graphical con-
dition for the reduced system to be stable or unstable at that steady state,
namely, that the slope of the I/O system must be less than 1. Conversely,
if (4.33) is greater than 1, the steady state in the reduced-system subspace
is unstable and so the full system (which contains the reduced-system sub-
space) cannot be stable. Therefore the graphical test developed in Section
4.8.44.8.4 for the stability or instability of steady states in the reduced system
is sufficient to determine the local stability or instability of corresponding
steady states in the full system.

Note that when J is a contractive map, the steady state is locally expo-
nentially stable because the real parts of all eigenvalues are negative, there-
fore analysis as in chapter 9 of (Khalil, 2002) ensures that sufficiently small
perturbations to system behavior will not destroy the stability of the steady
state.
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Lastly, this proof only suffices to show local stability of the steady state
in the full system. Other solutions representing different spatial patterns
may exist and be stable in the full system even though the system reduction
as performed herein would not identify them. Equivalently, the fact that the
bistable steady state is global in the reduced system but only local in the full
system exemplifies how introducing more compartments enlarges the space
of possible solutions beyond those that exist in lower-dimensional regimes.
Exploring the rich, complex range of behaviors for high-dimensional sys-
tems is a challenging and fascinating avenue for future research.

4.8.7 Channel length determination

To mimic close-range interaction of lateral inhibition with the diffusion-
based system, a PDE model of AHL production, degradation, and diffusion
is used to optimize l that allows sufficient diffusion of AHL to the immedi-
ate neighbors ([AHL]≥Kd at ∆x = l) while not sufficient diffusion between
nonadjacent compartments ([AHL] < Kd at ∆x ≥ 2l). Let θ(t) to be AHL
concentration over time at the center of an AHL-producing colony (x = 0).
During the exponential growth (t ≤ 10h), the concentration of AHL can be
expressed using parameters defined in Table 4.3 as:

θ̇(t) =νI∗P0 exp(µt)− (γ +
D

l2res
)θ(t)

L−→ sΘ(s) =νI∗P0
1

s− µ
− (γ +

D

l2res
)Θ(s)

⇔ Θ(s) =νI∗P0
1

(s− µ)(s+ γ + D
l2res

)

L−1

−−→ θ(t) = νI∗P0
1

µ+ γ + D
l2res

[
exp(µt)− exp(−(γ +

D

l2res
)t)

]
(4.35)

where P0 is the initial population size of the colony and lres is the length of
channels that connect compartments to reservoir (Section 4.8.14.8.2).

Now, consider diffusion of AHL across a channel. Define [AHL](x, t) =

124



Chapter 4. Designing spatially distributed gene regulatory networks to
elicit contrasting patterns

θ(x, t) in one-directional, infinite length of channel, with following bound-
ary conditions:

θ(x, 0) = 0,∀x,
θ(0, t) = νI∗P0

1
µ+γ+ D

l2res

[
exp(µt)− exp(−(γ + D

l2res
)t)
]
, 0 ≤ t ≤ 10h,

θ(∞, t) = 0, ∀t.
(4.36)

Assume the degradation of AHL in the channel is negligible. Then, from
Fick’s second law,

∂θ

∂t
=D

∂2θ

∂x2

L−→ sΘ− 0 =D
d2Θ

dx2

⇔ Θ(x, s) =A exp(

√
s

D
x) +B exp(−

√
s

D
x)

Using boundary conditions Eq. 4.36,

Θ(x, s) = νI∗P0
1

(s− µ)(s+ γ + D
l2res

)
exp(−

√
s

D
x).

⇔ Θ(x, s) = νI∗P0
1

µ+ γ + D
l2res

(
exp(−

√
s
D
x)

s− µ
−

exp(−
√

s
D
x)

s+ γ + D
l2res

). (4.37)

Since there is no simple solution to inversely transform Eq. 4.37, instead,
we will find an upper bound of AHL concentration and use that constant to
be the boundary conditions.
Let t ≤ τf ,

θ(0, t) ≤θ(0, τf ) = νI∗P0
1

µ+ γ + D
l2res

[
exp(µτf )− exp(−(γ +

D

l2res
)τf )

]

L−→ Θ(0) ≤
νI∗P0

1
µ+γ+ D

l2res

[
exp(µτf )− exp(−(γ + D

l2res
)τf )

]
s
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then we get

L−1

−−→ θ(x, t) ≤ νI∗P0
1

µ+ γ + D
l2res

[
exp(µτf )− exp(−(γ +

D

l2res
)τf )

]
erfc(

x

2
√
Dt

).

(4.38)
Using the upper-bound-concentration, we will determine the optimum

channel length for short communication time (T1/2 defined as time for a
compartment to reach half concentration of the center) between the adja-
cent colonies while long the communication time between the non-adjacent
compartments. T1/2 at location x can be calculated as

x

2
√
DT1/2

= erfc−1(0.5)

thus,

T1/2 =
1

4D
(

x

erfc−1(0.5)
)2. (4.39)

The objective function and the constraints can be set as follows:

min
L

T1/2(x = l) + (τf − T1/2(x = 2l)),

such that

θC6(L, τf ) ≥ KC6→A
d ,

θC6(L, τf ) < KC6→B
d ,

θC6(2L, τf ) < KC6→A
d ,

θC12(L, τf ) ≥ KC12→B
d ,

θC12(L, τf ) < KC12→A
d ,

θC12(2L, τf ) < KC12→B
d
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where the functions and parameters represent

[3OC6HSL](t) = θC6(x, t),

[3OC12HSL](t) = θC12(x, t),

t = [0, τf ] is the time period when cells are in the exponential growth,

KC6→A
d is the dissociation constant of 3OC6HSL on plux,

KC12→A
d is the cross-talk dissociation constant of 3OC12HSL on plux,

KC12→B
d is the dissociation constant of 3OC12HSL on plas,

KC6→B
d is the cross-talk dissociation constant of 3OC6HSL on plas.

Using parameter values in Table 4.3, the optimum channel length is deter-
mined to be 4.5 mm ≤ l ≤ 9mm (Fig.4.13a).
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Figure 4.13: Kinetic rates determine whether the cross-repressive switches operate in
the appropriate regime to turn each other on and off. Changes in relative output ranges
between the two on/off switches for different values of (a) aIA :=

VRA
NCεIA
γIγm

and (b) the
leakiness of plux (lRA). Remaining parameters are as given in Table 4.2. The intersections
between two transfer functions XB → YA and YA → XB indicate the steady states of the
full system. As aIA scales, so does the maximum and minimum output of LasI, which ge-
ometrically translates the composite transfer function YA → XB . Increasing the leakiness
increases the minimum output of LasI, which decreases the dynamic range of the compos-
ite transfer function YA → XB . Leakiness reduces ultrasensitivity of YA → XB , which
leads to loss of bistability. The translational movement of YA → XB causes mismatched
tuning between XB → YA and YA → XB also leads to loss of bistability.
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Figure 4.14: Schematic qualitatively identifying parameter changes that lead to bifurca-
tion in two-strain circuits in isogenic (parameters identical between strains) and noniso-
genic (parameters differ between strains) cases. Yellow background identifies systems that
form contrasting patterns. In a balanced system, the cross-representative compartments
exhibit identical transfer functions (TA(·) = TB(·)), while in an unbalanced system, the
transfer functions differ. Monostable isogenic populations are homogeneous while noniso-
genic populations exhibit contrast in the one-to-one geometry. Geometry may introduce
imbalance or offset the biochemical difference, depending on the arrangement. Contrast in
balanced systems is only attainable through bistability.
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Figure 4.15: Single-cell measurements reveals variability in QS promoter activity at var-
ious subsaturating AHL concentrations. Each histogram in the stacked plot represents
steady-state sfGFP (t = 8 hour) at indicated AHL concentration. The reporter fluorescence
showed bimodal distribution in monocultures of Strains A and B at medium levels of AHL.
As more external AHL was added, the population fraction with the high fluorescent mode
increased. In coculture, most cells belonged to the high fluorescent mode fraction, imply-
ing higher AHL concentration in medium compared to the monocultures. This further
supports the conclusion that cross-repression in coculture amplified the initial bias in the
AHL concentration at steady state. Additionally, Strain B showed highly heterogeneous
reporter expression even in a population fraction with the high fluorescence mode.
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Figure 4.16: A plate fluorimeter image of the 1:1 spatial configuration devices with chan-
nel length of 9 mm. The image was taken after 12 hours of growth in room temperature.
∗indicates pre-induced strains with 1 µM AHL and † indicates strains that were biased to
be fluorescent by externally added AHL in medium. 9 mm channel length was too long to
establish communication between the adjacent compartments, which deviated from the ex-
pectation in Section 4.8.7. Positive controls were prepared by mixing either 1 µM 3OC6HSL
or 3OC12HSL in solid medium on the right-most devices in order to bias the gene expres-
sion pattern to be either Strain A fluorescent or Strain B fluorescent. The deviation is possi-
bly caused by approximation of PDE solution using the upper bound AHL concentration.
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Chapter 5

Tuning gene expression in alpha-,
beta-, and gamma-proteobacteria

5.1 Introduction

Billions of microbes inhabit nearly every microenvironment on earth rang-
ing from geothermal vents deep in the ocean to human intestines. Through
focused sequencing and functional studies from microbiologists and ecolo-
gists, these microbes appear to not only inhabit these spaces, but also exert
effects on its local environment. Of particular focus are the significant pos-
itive and negative impact on human or agricultural health: for example,
probiotic Bacillus have been found to suppress Staphylococcus aureus in-
fection in the human gut (Piewngam et al., 2018), and diazotrophic micro-
biota have been found to support nutrient acquisition in maize roots (Van
Deynze et al., 2018).

Programming synthetic biological circuits into the genome or plasmid
of such microbes allows further control over the performance of these ben-
eficial communities. However, intensive studies of genetic parts character-
ization and genetic engineering applications are, to-date, mostly limited to
a handful of model organisms. There is increasing interest in engineering
diverse microbes toward becoming optimized chasses that can persist and
exert the desired activity in the target environment (Shepherd et al., 2018;
Brophy et al., 2018). Genetic expression tools such as promoter libraries in
diverse microbes should expand our engineering boundaries and lead to
optimization of the synthetic circuit performance.

One key challenge in moving toward this goal is the tuning of gene ex-
pression levels. Biological circuit performance depends critically on opti-
mal gene expression, as there is a trade-off between yield and stability of
the heterologous gene expression inside a cell. Host processes and syn-
thetic pathways inevitably compete for the same intracellular resource pool
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(Carbonell-Ballestero et al., 2016). Moreover, the chemical (by)products
from the synthetic pathways can be toxic and diminish host fitness. Hence,
there is a need to use promoter libraries or inducible promoters to precisely
control expression levels. Such gene expression tools have already been
developed for specific species (S. Chen et al., 2007; Alagesan et al., 2018),
classes of species (Kaczmarczyk et al., 2013), and in broad-hosts (Ruegg
et al., 2018).

Here, we perform high-throughput characterization of promoter se-
quences in broad host species, to develop a registry of precise genetic ex-
pression tools as well as to evaluate the versatility of those tools using sta-
tistical modeling of functional promoters in each species.

5.2 Materials and Methods

5.2.1 Strains and growth

Agrobacterium tumefaciens C58 (At) was cultured in TSB with 20 µg mL−1

of chloramphenicol, Sinorhizobium meliloti 1021 (Sm) was cultured in PYE,
Cupriavidus necator H16 (Cn) was cultured in LB with 10 µg mL−1 of gen-
tamycin, Paraburkholderia phytofirmans PsJN (Bp) was cultured in LB with 15
µg mL−1 of polymyxin B, Escherichia coli DH10β (Ec) was cultured in LB, E.
coli conjugation strain WM3064 was cultured in LB supplemented with 300
µM diaminopimelic acid (DAP), and Pseudomonas putida KT2440 (Pp) was
cultured in LB with 5 µg mL−1 chloramphenicol. For selection, 50 µg mL−1

kanamycin was added to the media for most bacteria except 1021, where 25
µg mL−1 kanamycin was added to PYE. All bacteria were cultured in 30 oC.

5.2.2 Cloning

PCR amplifications were performed using Phusion High-Fidelity
DNA Polymerase (Thermo) and oligonucleotides (IDT). Phosphory-
lated primers FW2915 TATAATgtgtggaacaattcattaaagaggagaaaggtacc and
RV2902 NNNNNNNNNNNNNNNNNTGTCAAgttatgcaagagacctcgtgga-
catca were used for L1, FW2916 NNNNNNgtgtggaacaattcattaaagagga-
gaaaggtacc and RV2902 were used for L2, and FW2915 and RV2904
NNNNNNNNNNNNNNNNNNNNNNNgttatgcaagagacctcgtggacatca were
used for L3 to amplify pFAB5532 at annealing temperature of 63 oC. The
resulting linear DNA were ligated in 16 oC overnight using T4 DNA Ligase
(NEB). 50 ng of DNA products were electroporated to 0.5x DH10β (NEB)
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in 1 mm gap cuvette at 1.8 kV , 200 Ω, and 25 µF . The typical time constant
was 4 ms. For electroporation and conjugation of strains other than DH10β,
extracted plasmids from DH10β were used for higher efficiency.

5.2.3 Electroporation and conjugation

At overnight culture was washed twice with 10 % glycerol and electropora-
tion in a 1mm gap cuvette was performed at 1.25 kV , 200 Ω, 25 µF . WM3064
was processed similarly except 1.8 kV was used for electroporation. Pp was
washed with 300 mM sucrose and electroporation was performed at 1.25
kV , 200 Ω, and 25 µF . For Sm, Bp, and Rn, double-washed saturated cul-
tures of donor cells were mixed with double-washed WM3064 cells at 4:1,
1:1, 1:4 ratios, respectively. The cocultures were grown on LB plates supple-
mented with DAP overnight in room temperature.

5.2.4 Fluorescence activated cell sorting

Saturated cultures were sorted according to gates in forward-scatter-area
(FSC-A) and back-scatter-area (BSC-A) for size selection, forward-scatter-
width (FSC-W) for singlet selection, back-scatter-width (BSC-W) for fur-
ther singlet selection, and fluorescence-area (FL1-A) for “High”, “Medium”,
“Low”, and “Off” activity selections.

5.2.5 Barcode sequencing

We adapted the protocol of BarSeq in (Wetmore et al., 2015) for 20 µL
PCR reactions with Q5 High-Fidelity DNA Polymerase and GC enhancer.
PAGE-purified BarSeq_GFP_Rev aatgatacggcgaccaccgagatctacactctttccctacac-
gacgctcttccgatctnnnnngtgaaaagttcttctcctttactcat was ordered through IDT and
replaced P1 primer in the protocol. We multiplexed 96 samples in a lane of
Illumina MiSeq.

5.3 Results

5.3.1 Promoter library design and construction

To characterize gene expression level in high throughput screening, Sort-
Seq was performed for six ATCC strains of bacteria representing three dif-
ferent bacterial classes. Random promoter sequences were generated and
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replaced pTac promoter in pFAB5532 plasmid that drives reporter sfGFP.
The plasmid has pBBR1 origin (Kovach et al., 1995), E. coli RBS (Lutz et al.,
1997), plasmid mobilizing gene mob (Simon et al., 1983), and Kanamycin
resistance marker.

We aimed to create randomized σ70 promoters. As the gene rpoD is
highly conserved in regions 2 and 4 across all bacteria, where it binds to
-35 and -10 consensus sequences of promoters, respectively (Lonetto et al.,
1992), postulated that the recognition sequences in -35 and -10 of σ70 pro-
moters are also conserved to be GGTACA and TATAAT . To dissect the
effects of spacer, -35, and -10 sequences, we constructed three libraries with
variability at the consensus regions. All of libraries contain random 17-base-
pair spacers while the first library L1 has conserved -35 and -10, the second
library L2 has conserved -35 and randomized –10, and the third library L3
has randomized -35 and conserved -10 regions (Figure 5.1A).

Three libraries were either transformed by electroporation or conjugated
through WM3064 ∆dapA::[erm pir] strain of E. coli to six species of bacteria,
two each representing Alpha-, Beta-, and Gammaproteobacteria classes as
shown in Figure 5.1B. Table 5.1 shows the transformation or conjugation
efficiency of hosts. The transformation or conjugation processes were scaled
until we obtain > 1 millions of colonies to ensure enough sequences can be
sorted and analyzed.

5.3.2 Species-dependent variability in GFP expression

The single-cell analysis on 18 libraries showed species-dependent fluores-
cence profile (Figure 5.2). For most bacteria, cells harboring library with
conserved -35 and -10 consensus sequence exhibited highest mean and me-
dian GFP expression, except Cupriavidus necator where library with random
-35 sequence showed highest mean and median GFP expression. Further se-
quencing on these sorted libraries would clarify the variability in reporter
gene expression for different bacteria.

5.3.3 Discussion

High-throughput screening of reporter fluorescence using flow cytometry
enables characterization of species-specific expression patterns from three
libraries that were constructed with combination of random and consen-
sus promoter sequences. Subsequent high-throughput sequencing and sta-
tistical analysis would allow us to correlate promoter sequences and gene
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A

B

FIGURE 5.1: Full scope of promoter library construction in six different bacterial species.
A Three types of DNA sequences are used to characterize σ70 promoters. The spacer, -35,
and -10 of original pTac promoter of E. coli are replaced by random sequences to dissect the
contribution of each region. B Phylogenetic tree of six host bacteria based on 16S ribosomal
RNA sequence distance.

expression rates once the project is completed. The registry of σ70 constitu-
tive promoters with variable expression rates will help optimizing the ge-
netic circuit implementation in the six bacteria that are characterized in this
study. The search for a universal promoter sequence across three classes of
proteobacteria will be useful for implementing genetic circuits that work in
broad host species.

137



Chapter 5. Tuning gene expression in alpha-, beta-, and
gamma-proteobacteria

L1 L2 L3
0

1

2

3

4

5

6

7

F
L

1
-A

 l
o

g

At

L1 L2 L3
0

1

2

3

4

5

6

7

F
L

1
-A

 l
o

g

Sm

L1 L2 L3
0

1

2

3

4

5

6

7

F
L

1
-A

 l
o

g

Bp

L1 L2 L3
0

1

2

3

4

5

6

7

F
L

1
-A

 l
o

g

Cn

L1 L2 L3
0

1

2

3

4

5

6

7

F
L

1
-A

 l
o

g

Pp

L1 L2 L3
0

1

2

3

4

5

6

7

F
L

1
-A

 l
o

g

Ec

Figure 5.2: Density plots of flow cytometry measurements of library L1, L2, L3 in six bac-
terial strains. Red indicates mean and green square indicates median of the distribution.

TABLE 5.1: Transformation and conjugation efficiency

Strain Method Efficiency
Agrobacterium tumefaciens C58 Electroporation 1e5 µg−1

Sinorhizobium meliloti 1021 Conjugation 3.5e-4 cell−1

Burkholderia phytofirmans PsJN Conjugation 4e-2 cell−1

Cupriavidus necator H16 Conjugation 2e-3 cell−1

Pseudomonas putida KT2440 Electroporation 1.1e-5 µg−1

Escherichia coli DH10β Electroporation 1e7 µg−1
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