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Abstract

ATLAS Measurements of the Higgs Boson Coupling to the Top Quark in the Higgs to
Diphoton Decay Channel

by

Jennet Elizabeth Dickinson

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Marjorie Shapiro, Chair

During Run 2 of the Large Hadron Collider, the ATLAS experiment recorded proton–
proton collision events with a center of mass energy of 13 TeV, the highest energy ever
achieved in a collider. Analysis of this dataset, which corresponds to an integrated luminosity
of 139 fb�1, has provided new opportunities for precision measurements of the Higgs boson.
The interaction between the Higgs boson and the top quark, the heaviest known particle, is
a fundamental probe of the Higgs mechanism, which describes how Standard Model particles
obtain mass.

The coupling of the Higgs boson to the top quark can be directly probed through the
production of a Higgs boson in association with a top-antitop quark pair (tt̄H) at the LHC.
A statistical combination of ATLAS searches in multiple Higgs boson decay channels using
79.8 fb�1 of the Run 2 dataset yielded the first observation of tt̄H production at the level of
6.3�.

The Higgs to diphoton (��) decay channel is among the most sensitive for tt̄H measure-
ments due to the excellent diphoton mass resolution of the ATLAS detector and the clean
signature of this decay. A powerful multivariate analysis was developed to select tt̄H(��)
events based on the momenta of jets, photons, and leptons in the final state. The tt̄H cross
section times H ! �� branching fraction was measured to be �tt̄H ⇥ B�� = 1.59 +0.43

�0.39
fb

using the full Run 2 ATLAS dataset. Top quarks were reconstructed with high probability
in selected tt̄H(��) events.

Following the observation of the tt̄H process, a direct measurement of the CP properties
of the Higgs-top interaction was carried out in the H ! �� decay channel. A CP-sensitive
multivariate categorization was developed using reconstructed top quark variables, yielding
an observed tt̄H significance of 5.2� and an upper limit on the cross section of single-top-
plus-Higgs (tH) production of 11.6 times the SM expectation. The observed data excludes a
fully CP odd Higgs-top coupling at the level of 3.9�, and the CP mixing angle is constrained
to |↵| > 43� at 95% confidence level.
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C.1 Position of IBL staves in the x̂ ⇥ ŷ plane . . . . . . . . . . . . . . . . . . . . . 191
C.2 Fraction of pixels in which the second most significant TDAC bit flips in LHC

fill 6371 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
C.3 Probability of bit flip due to SEU in the three DICE latches most important for

IBL operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
C.4 Sample IV curve of a silicon pixel sensor . . . . . . . . . . . . . . . . . . . . . 193
C.5 Measured leakage current in IBL modules as a function of integrated luminosity 196
C.6 Measured leakage current in IBL modules as a function of integrated luminosity,

normalized to the measured leakage current in the 3D modules . . . . . . . . . 197
C.7 Measured leakage current in IBL modules as a function of integrated luminosity

projected through Run 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

D.1 Distribution of a sample binary dataset without random noise and with random
noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

D.2 Distribution of BDT score obtained by a single decision tree for di↵erent values
of MinChildWeight . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

D.3 Distribution of BDT score obtained by a single decision tree for di↵erent values
of MaxDepth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

D.4 Distribution of BDT score obtained by a single decision tree for di↵erent values
of MinLossReduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

D.5 Distribution of BDT score obtained after di↵erent numbers of boosting rounds 204
D.6 Distribution of BDT score obtained after 10 boosting rounds for di↵erent values

of the LearningRate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
D.7 Distribution of BDT score obtained after 10 boosting rounds for di↵erent values

of the Subsample parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
D.8 Distribution of BDT score obtained after 10 boosting rounds for di↵erent values

of the L1 Regularization parameter ↵ . . . . . . . . . . . . . . . . . . . . . . . 207



xi

D.9 Distribution of BDT score obtained after 10 boosting rounds for di↵erent values
of the L2 Regularization parameter � . . . . . . . . . . . . . . . . . . . . . . . 208

D.10 Distribution of BDT score obtained from di↵erent numbers of randomly gener-
ated training points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

D.11 Distribution of BDT score obtained for the 10,000 event training set, with dif-
ferent relative normalization of signal and background . . . . . . . . . . . . . . 210

D.12 Distribution of BDT score obtained from XGBoost and TMVA after di↵erent
numbers of boosting rounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

D.13 Distribution of a sample three-class dataset without random noise and with
random noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

D.14 Distribution of assigned class label obtained by a single decision tree for di↵erent
values of MinChildWeight . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

D.15 Distribution of “softprob” BDT scores obtained by a single decision tree for
di↵erent values of MinChildWeight . . . . . . . . . . . . . . . . . . . . . . . . 215

D.16 Distribution of assigned class label obtained by a single decision tree for di↵erent
values of MaxDepth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

D.17 Distribution of “softprob” BDT scores obtained by a single decision tree for
di↵erent values of MaxDepth . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

D.18 Distribution of assigned class label obtained after di↵erent numbers of boosting
rounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

D.19 Distribution of “softprob” BDT scores obtained after di↵erent numbers of boost-
ing rounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

E.1 Diphoton invariant mass spectrum in the four hadronic tt̄H(��) categories with
79.8 fb�1 of ATLAS data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

E.2 Diphoton invariant mass spectrum in the three leptonic tt̄H(��) categories with
79.8 fb�1 of ATLAS data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

E.3 Fitted number of tt̄H(��) and background events in each analysis category with
79.8 fb�1 of ATLAS data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

E.4 Weighted diphoton invariant mass spectrum of all seven tt̄H(��) categories with
79.8 fb�1 of ATLAS data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

E.5 Comparison of the Early Top Reco BDT and the Top Reco BDT described in
Chapter 8 in hadronic NTI data events. . . . . . . . . . . . . . . . . . . . . . 226

E.6 Template fit to data in the two hadronic tt̄H(��) categories with highest S/B

at 79.8 fb�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
E.7 Visualization of a data event selected in category tt̄H(��) had 1 . . . . . . . . 228
E.8 Visualization of a data event selected in category tt̄H(��) had 1 . . . . . . . . 229
E.9 Visualization of a data event selected in category tt̄H(��) lep 1 . . . . . . . . 230
E.10 Visualization of a data event selected in category tt̄H(��) lep 1 . . . . . . . . 231

F.1 Correspondence between Simplified Template Cross Section regions and H !

�� analysis categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234



xii

F.2 Breakdown of expected Higgs signal by STXS process in each analysis category 235
F.3 Breakdown of expected Higgs signal by production mode in each analysis category236
F.4 Likelihood scan of the inclusive Higgs signal strength measured in H ! �� with

79.8 fb�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242
F.5 Weighted diphoton invariant mass spectrum of data from all 29 H ! �� analysis

categories with 79.8 fb�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242
F.6 Weighted diphoton invariant mass spectrum of data from all 29 H ! �� analysis

categories with 79.8 fb�1, with di↵erent Higgs boson processes treated as signal 244
F.7 Measured cross section by production mode in the H ! �� channel with 79.8

fb�1, normalized to the Standard Model prediction . . . . . . . . . . . . . . . 245
F.8 Likelihood scan of Higgs production cross sections in the H ! �� channel with

79.8 fb�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
F.9 Measured correlations between production mode cross sections in the H ! ��

channel with 79.8 fb�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
F.10 Measured cross section ratio to ggF in the H ! �� channel with 79.8 fb�1 . . 247
F.11 Likelihood scan of Higgs production cross section ratio to ggF in the H ! ��

channel with 79.8 fb�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
F.12 Measured Simplified Template Cross Sections in the H ! �� channel with 79.8

fb�1, normalized to the Standard Model prediction . . . . . . . . . . . . . . . 248
F.13 Measured correlations between STXS bins in the H ! �� channel with 79.8 fb�1249

G.1 Hadronic multiclass BDT training variables: p
��

T
and ⌘�� . . . . . . . . . . . . 252

G.2 Hadronic multiclass BDT training variables: pT , ⌘, � with respect to the Higgs
candidate, and Top Reco BDT score of the first reconstructed top quark . . . 253

G.3 Hadronic multiclass BDT training variables: pT , ⌘, � with respect to the Higgs
candidate, and Top Reco BDT score of the second reconstructed top quark . . 254

G.4 Hadronic multiclass BDT training variables: �⌘(t1, t2) and ��(t1, t2) . . . . . 255
G.5 Hadronic multiclass BDT training variables: mt1H and mt1t2 . . . . . . . . . . 255
G.6 Hadronic multiclass BDT training variables: jet multiplicity, b-jet multiplicity,

HT , and missing ET significance . . . . . . . . . . . . . . . . . . . . . . . . . . 256
G.7 Leptonic multiclass BDT training variables: p

��

T
and ⌘�� . . . . . . . . . . . . 257

G.8 Leptonic multiclass BDT training variables: pT , ⌘, � with respect to the Higgs
candidate, and Top Reco BDT score of the first reconstructed top quark . . . 258

G.9 Leptonic multiclass BDT training variables: pT , ⌘, � with respect to the Higgs
candidate, and Top Reco BDT score of the second reconstructed top quark . . 259

G.10 Leptonic multiclass BDT training variables: �⌘(t1, t2) and ��(t1, t2) . . . . . 260
G.11 Leptonic multiclass BDT training variables: mt1H and mt1t2 . . . . . . . . . . 260
G.12 Leptonic multiclass BDT training variables: jet multiplicity, b-jet multiplicity,

HT , and missing ET significance . . . . . . . . . . . . . . . . . . . . . . . . . . 261
G.13 Multiclass BDT output in the hadronic channel . . . . . . . . . . . . . . . . . 262
G.14 Multiclass BDT output in the leptonic channel . . . . . . . . . . . . . . . . . . 263



xiii

G.15 E�ciency of each multiclass BDT Class on tt̄H, tH, and background samples
in the hadronic and leptonic channels . . . . . . . . . . . . . . . . . . . . . . . 263

G.16 E�ciency of each hadronic multiclass BDT Class on tt̄H, tH, and background
samples, compared to the e�ciency in the hadronic tt̄H(��) binary BDT cate-
gories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264

G.17 E�ciency of each leptonic multiclass BDT Class on tt̄H, tH, and background
samples, compared to the e�ciency in the leptonic tt̄H(��) binary BDT categories264



xiv

List of Tables

1.1 Summary of properties of the fundamental particles in the Standard Model . . 3

2.1 Most accurate available cross sections for Standard Model Higgs boson produc-
tion, calculated at mH = 125.09 GeV . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Branching fractions of the Standard Model Higgs boson . . . . . . . . . . . . . 18
2.3 Production modes of the Standard Model Higgs boson in 13 TeV proton–proton

collisions and their parameterization in the  framework . . . . . . . . . . . . 20
2.4 Decay modes of the Standard Model Higgs boson and their parameterization in

the  framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5 NLO inclusive cross sections for the tt̄H, tHjb, and tWH processes in di↵erent

CP scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1 Extent of the sensitive region of each ATLAS Inner Detector subsystem . . . . 29
3.2 Extent of each ATLAS calorimeter system . . . . . . . . . . . . . . . . . . . . 31

5.1 Scale factors for estimating continuum background under the Higgs boson mass
peak from data control regions . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.2 Continuum background estimated by scaling the NTI and TI sidebands, com-
pared to the fitted background in this region . . . . . . . . . . . . . . . . . . . 52

5.3 Summary of Monte Carlo generators used for matrix element calculation and
parton showering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.4 Summary of Standard Model Higgs boson Monte Carlo samples . . . . . . . . 54
5.5 Parameters used in the HC model to produce samples with CP mixing in the

Higgs-top coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.6 NLO cross section times branching ratio for the tt̄H, tHjb, tWH, and ggF

processes for di↵erent CP scenarios, normalized with the K-factor . . . . . . . 56

6.1 QCD scale and PDF uncertainties on inclusive Higgs boson production cross
sections at

p
s = 13 TeV with mH = 125 GeV . . . . . . . . . . . . . . . . . . 67

6.2 Summary of the theory uncertainties incorporated into the H ! �� likelihood
model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.3 Summary of the experimental uncertainties incorporated into the H ! ��

likelihood model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70



xv

8.1 Branching fraction of W boson decay modes . . . . . . . . . . . . . . . . . . . 81
8.2 Fraction of tt̄ decays resulting in various numbers of leptons . . . . . . . . . . 82
8.3 Summary of the reconstruction status of the primary and second tops in hadronic

events with di↵erent jet multiplicity . . . . . . . . . . . . . . . . . . . . . . . . 83
8.4 Summary of the reconstruction status of the primary and second tops in leptonic

events with di↵erent lepton and jet multiplicities . . . . . . . . . . . . . . . . . 85
8.5 Summary of signal and background triplets in an example hadronic tt̄H event 86
8.6 Breakdown of the performance of the truth matching algorithm when acceptance

cuts are applied to truth jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
8.7 Percentage of events passing hadronic preselection that contain a correctly re-

constructed object (top, W , or b) . . . . . . . . . . . . . . . . . . . . . . . . . 92
8.8 Percentage of events passing hadronic preselection in which the Top Reco BDT

correctly reconstructs one or two tops . . . . . . . . . . . . . . . . . . . . . . . 93
8.9 Percentage of hadronic tt̄H(��) Monte Carlo events containing no correct top

candidate, wrongly identified top candidate, and correctly identified top candi-
date in bins of jet multiplicity . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

8.10 Percentage of events passing hadronic preselection that contain a correctly re-
constructed top . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

8.11 Percentage of events passing leptonic preselection that contain a correctly re-
constructed top . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

8.12 Percentage of tt̄H(��) Monte Carlo events in which top candidates are accu-
rately reconstructed, comparing the Top Reco BDT and KLFitter . . . . . . . 96

9.1 Ranges in hadronic BDT score defining the four hadronic tt̄H(��) categories . 104
9.2 Predicted event yield in the region 123 GeV < m�� < 127 GeV at 79.8 fb�1 in

the hadronic BDT categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
9.3 Predicted number-counting significance at 79.8 fb�1 in the hadronic BDT cat-

egories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
9.4 Ranges in leptonic BDT score defining the three leptonic tt̄H(��) categories . 108
9.5 Predicted event yield in the region 123 GeV < m�� < 127 GeV at 79.8 fb�1 in

the leptonic BDT categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
9.6 Predicted number-counting significance at 79.8 fb�1 in the leptonic BDT categories110
9.7 The top background fraction obtained in the hadronic tt̄H(��) categories . . . 115
9.8 Data/Monte Carlo scale factors determined from the top background fraction

for the hadronic tt̄H(��) categories . . . . . . . . . . . . . . . . . . . . . . . . 115
9.9 The dilepton and inclusive � 1 lepton event yields in the leptonic tt̄H(��)

categories at 139 fb�1, counted in the m�� sidebands . . . . . . . . . . . . . . 116
9.10 Data/MC scale factors derived for each continuum background process in the

leptonic channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
9.11 The top background fraction obtained in the leptonic tt̄H(��) categories . . . 117



xvi

10.1 Breakdown of the systematic uncertainties for the combined tt̄H cross section
measurement at

p
s = 13 TeV . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

10.2 Best fit parameter values for the signal m�� shape in each of the seven tt̄H(��)
categories at 139 fb�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

10.3 Results of the spurious signal test for the tt̄H(��) categories at 139 fb�1 . . . 125
10.4 Underlying Event/Parton Showering uncertainty on tt̄H signal yields in each

analysis category. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
10.5 Contribution of groups of systematic uncertainties to the total error on the

measured tt̄H cross section times H ! �� branching ratio with 139 fb�1 . . . 126
10.6 Event yields in the seven tt̄H(��) categories with 139 fb�1 . . . . . . . . . . . 129

11.1 Optimized tt̄H(��) CP category boundaries . . . . . . . . . . . . . . . . . . . 150
11.2 Predicted values of the figures of merit for the twenty tt̄H(��) CP categories . 150
11.3 Background-only statistical uncertainty in each tt̄H(��) CP category compared

with the heavy flavor uncertainty on ggF and the UEPS uncertainties on tt̄H,
tHjb, and tWH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

12.1 Best fit parameter values for the signal m�� shape in each tt̄H(��) CP category 157
12.2 Results of the spurious signal test for the tt̄H(��) CP analysis categories . . . 159
12.3 Theory systematics impacting the overall rate of signal processes (tt̄H, tHjb,

and tWH) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
12.4 Theory systematics impacting the migration of tt̄H, tHjb, tWH, and ggF events

across categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
12.5 Observed and expected tt̄H and tH = tHjb + tWH yields per tt̄H(��) CP

category . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

A.1 Functional forms considered for the HT distribution of the multijet background 179
A.2 Observed and expected event yields at each luminosity step in the bootstrap

analysis, shown in bins of inclusive jet multiplicity . . . . . . . . . . . . . . . . 181
A.3 Expected and observed limits on the cross section of new physics in bins of

inclusive jet multiplicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

B.1 HT slice boundaries used for the MG5 aMC@NLO multijet Monte Carlo sample 186

C.1 Summary of the IBL module groups and their positions in ATLAS . . . . . . . 195
C.2 Predicted �/L factors and fitted scale factors for each group of IBL modules . 195

D.1 Summary of hyper-parameter names in di↵erent BDT training packages . . . . 211

E.1 Best fit parameter values for the signal m�� shape in each of the seven tt̄H(��)
categories at 79.8 fb�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

E.2 Results of the spurious signal test for the tt̄H(��) categories at 79.8 fb�1 . . . 221
E.3 The top background fraction obtained in the hadronic tt̄H(��) categories with

highest S/B at 79.8 fb�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226



xvii

F.1 Summary of the 29 H ! �� analysis categories . . . . . . . . . . . . . . . . . 233
F.2 Best fit parameter values for the signal m�� shape in each H ! �� category,

excluding the tt̄H categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
F.3 Results of the spurious signal test for the H ! �� categories at 79.8 fb�1,

excluding the tt̄H categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
F.4 Expected and observed significance of each Higgs production mode in the H !

�� channel with 79.8 fb�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246

G.1 Sensitivity to tt̄H and tH obtained from the multiclass BDT categories and the
binary tt̄H(��) categories at 139 fb�1, where the continuum background yield
estimated from scaled NTI data . . . . . . . . . . . . . . . . . . . . . . . . . . 265

G.2 Sensitivity to tt̄H and tH obtained from the multiclass BDT categories and the
binary tt̄H(��) categories at 139 fb�1, where the continuum background yield
estimated by scaling the TI data sidebands . . . . . . . . . . . . . . . . . . . . 266



xviii

Acknowledgments

The work included in this Thesis could not have been accomplished without substantial
support from colleagues, friends, and family, including many who have assumed more than
one of these roles.

My educational journey has been a long one, and I am fortunate to have found tremendous
mentors at every step of the way. Rest assured that I will do my best to pay it forward. I am
grateful to you all: to the educators at St. Catherine’s for guiding me towards a scientific
career; to those at Columbia, especially Georgia, for giving me my first taste of research
work; and to my ATLAS collaborators around the globe, especially the group at Lawrence
Berkeley National Laboratory. Thank you especially to Haichen, not only for the scientific
guidance, but also for pushing me to do more than I knew I could. And to Marjorie, for your
constant counsel and support, and for setting an example of the type of scientist I aspire to
become.

I would like to thank the friends who helped me to stay (mostly) sane throughout my
doctoral work. Sam, Je↵rey, Kimber, Megan, and countless more: I have learned that there
is no one place, be it Richmond, New York, Berkeley, or Geneva, where you can be close to
everyone. I will miss you when I’m far away and celebrate when we are together again.

And finally, and most importantly, my family has been a constant source of support and
encouragement throughout my life. Thank you for instilling in me the deep love of learning
without which I would not be here today. I love you, Mom and Dad.



1

Chapter 1

Introduction

The Standard Model of Particle Physics (SM) has enjoyed widespread experimental suc-
cess over the last fifty years: its predictions have been confirmed by many experiments
studying a large range of energy scales, with few exceptions. The list of fundamental parti-
cles included in the Standard Model is complete to the best of our knowledge. These particles
are shown in Figure 1.1, and an overview of their basic properties is presented in Table 1.1.

Figure 1.1: Constituents of the Standard Model of particle physics [1].

In addition to a list of fundamental particles, the Standard Model also provides a set
of rules governing particle interactions. The Standard Model includes Strong, Electromag-
netic, and Weak interactions, which are breifly described in Chapter 2. The well-known
Gravitational interaction is not part the Standard Model, and its contribution is typically
neglected in high energy physics experiments: the e↵ects of gravity are more than 1030 times
weaker than SM interactions. Many Beyond the Standard Model (BSM) theories seek to
include gravity, and some theories predict signatures that are accessible to current collider
experiments [2] [3]. Appendix A includes a search for such signatures.
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The final Standard Model particle to be experimentally observed was the Higgs boson,
which was discovered in 2012 by the ATLAS and CMS experiments [4] [5] during the first run
of the Large Hadron Collider (LHC), which delivered a large dataset of proton–proton colli-
sions with a center of mass energy

p
s of 7-8 TeV. In the second run of the LHC (2015-2018),

an even larger dataset and higher center of mass energy (
p

s = 13 TeV) have facilitated the
observation of new Higgs boson production and decay modes, as well as improved measure-
ments of Higgs couplings to fermions and bosons.

The coupling of the Higgs boson to the top quark, the heaviest particle in the Standard
Model, is a fundamental probe of the nature of the Higgs boson. The measurement of this
coupling is a sensitive test of the Higgs Mechanism, which describes how Standard Model
particles obtain mass through their interaction with the Higgs field. Prior to LHC Run
2, the ATLAS and CMS collaborations performed indirect measurements of this coupling
[6]. However, these measurements were predicated on assumptions that no BSM physics
processes contribute to Higgs boson production. LHC Run 2 presents an opportunity to
probe the Higgs-top coupling directly through Higgs boson production in association with a
top-antitop quark pair (tt̄H). This process is expected to be rare: it makes up only 1% of
the Standard Model Higgs boson cross section at

p
s = 13 TeV.

This Thesis presents a series of measurements of tt̄H production using the ATLAS de-
tector at the LHC. The first observation of tt̄H production is reported, which establishes
a direct measurement of the interaction between the Higgs boson and quarks. Measure-
ments of combined and single channel tt̄H cross sections are described, and a study of the
charge-parity (CP) symmetry of the Higgs-top interaction is presented.

The measurements presented in this work focus on tt̄H production in conjunction with
the Higgs boson decay to a pair of photons (H ! ��), which has a low branching fraction
but clean signature in the ATLAS detector. H ! �� measurements are performed by fitting
to the diphoton invariant mass spectrum in data

m�� =
q

2E�1E�2(1 � cos ✓��) (1.1)

where E�1 and E�2 represent the energies of two photons separated by an angle ✓��. Due to
the high diphoton mass resolution in ATLAS, the Higgs boson signal appears as a narrow
peak in this distribution. By using a fit function composed of a smoothly falling background
distribution plus a signal peak, the background for H ! �� processes is estimated in a fully
data-driven way.

This Thesis is organized as follows: Chapter 2 reviews the phenomenology of collider
physics, including a detailed look at Higgs production in proton–proton collisions. Chapter
3 describes the experimental setup, including the Large Hadron Collider and the ATLAS
detector. Chapter 4 describes the reconstruction of particles from their signatures in the
ATLAS detector. The data and simulated samples used to study tt̄H production in con-
junction with the diphoton decay (tt̄H(��)) are detailed in Chapter 5, and the statistical
tools required to perform the fit to m�� are presented in Chapter 6. Chapter 7 gives a brief
introduction to Machine Learning and the multivariate techniques used in this work. In
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Chapter 8, a novel method for reconstruction of top quark decays using Machine Learning
is presented. This technique is applied extensively in later Chapters to calculate variables
dependent on top quark kinematics. The development of a multivariate analysis selection
sensitive to tt̄H production in the H ! �� decay channel is outlined in Chapter 9. Chapter
10 presents the first observation of tt̄H production in ATLAS, including measurements of
combined and single channel cross sections. Finally, Chapters 11-12 present a search for
violation of charge-parity (CP) symmetry in the interaction between the Higgs boson and
the top quark, which could contribute to the observed asymmetry between matter and anti-
matter in the universe [7]. Chapter 11 describes the development of multivariate analysis
categories sensitive to the CP properties of tt̄H and tH production. Chapter 12 presents the
results of this study, including stringent limits on CP mixing. Conclusions and final thoughts
are included in Chapter 13. Appendices A-G contain short summaries of additional ATLAS
work by the author of this Thesis.

Name Symbol Mass Electric charge Spin Antiparticle

Bosons

Higgs Boson H 125.09 GeV 0 0 H

W Boson W
+ 80.379 GeV +1 1 W

�

Z Boson Z 91.188 GeV 0 1 Z

Photon � 0 0 1 �

Gluon g 0 0 1 g

Fermions

Quarks
Up u 2.16 MeV +2/3 1/2 ū

Down d 4.67 MeV -1/3 1/2 d̄

Strange s 93 MeV -1/3 1/2 s̄

Charm c 1.27 GeV +2/3 1/2 c̄

Bottom b 4.18 GeV -1/3 1/2 b̄

Top t 172.9 GeV +2/3 1/2 t̄

Leptons
Electron e or e

� 511 keV -1 1/2 ē or e
+

Muon µ or µ
� 105 MeV -1 1/2 µ̄ or µ

+

Tau ⌧ or ⌧� 1.78 GeV -1 1/2 ⌧̄ or ⌧+

Electron Neutrino ⌫e < 2 eV 0 1/2 ⌫̄e (? = ⌫e)
Muon Neutrino ⌫µ < 2 eV 0 1/2 ⌫̄µ (? = ⌫µ)
Tau Neutrino ⌫⌧ < 2 eV 0 1/2 ⌫̄⌧ (? = ⌫⌧ )

Table 1.1: Summary of properties of the fundamental particles in the Standard Model, from
the Particle Data Group [8].
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Chapter 2

Phenomenology

The primary goal of high energy collider experiments is to test the predictions of the
Standard Model. Direct searches for Beyond the Standard Model (BSM) physics exploit
the high center of mass energy reached by colliders to produce new particles and processes.
Indirect measurements rely on the high statistics of collider data to make precision measure-
ments of Standard Model interactions in order to identify deviations that could arise from
new physics via loop processes.

This Chapter presents the relevant theory for calculating Standard Model and Beyond the
Standard Model predictions. Section 2.1 focuses on the strong interaction and the framework
used to perform di�cult calculations. The theoretical necessity of the Higgs boson is its
role in electroweak symmetry breaking is discussed in the Section 2.2. Production and
decay modes of the Higgs boson are described in detail in Section 2.3. Finally, Beyond
the Standard Model Higgs scenarios, including the introduction of CP violation in the top
Yukawa coupling, are addressed in Section 2.4.

2.1 Theory of strong interactions

In order to study physics at the highest energies and smallest distance scales, collider
experiments focus on hard scatter interactions, in which there is a large momentum transfer
(Q2) between two incident particles. During the course of a single proton–proton event, many
interactions occur with widely varying Q

2. This presents a major challenge for calculating
properties of proton–proton events due to the changing behavior of the strong interaction at
di↵erent energy scales.

Strong interactions between quarks and gluons are described by the non-Abelian SU(3)color

gauge theory known as quantum chromodynamics (QCD). The rate, or cross section
�, of any strong interaction can be expanded as a power series in the strong force coupling
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↵S:

� =
1X

i

ci↵
i

S
(2.1)

For small enough ↵S, this expansion is perturbative: the contribution of each subsequent
term is small compared to the previous terms. Summing over a finite number of terms
therefore gives a good approximation of �, and high order terms can be safely neglected. If
the highest order term included in a calculation of � is linear in ↵S, the calculation is called
“leading order” (LO). If the sum is completed up to the quadratic, cubic, or quartic term in
↵S, the calculation is called “next-to-leading order” (NLO), “next-to-next-to-leading order”
(NNLO), or “next-to-next-to-next-to-leading order” (N3LO).

The primary computational challenges in collider physics arise from a unique property of
QCD: interactions at low Q

2 (long distance) are stronger than interactions at high Q
2 (short

distance). The running of the strong coupling (that is, its dependence on a renormalization
scale µR) is shown in Figure 2.1 for µ

2

R
= Q

2. As the renormalization scale is varied, each
term in the perturbative expansion in Equation 2.1 changes, though the infinite sum remains
unchanged. Typical values of µ

2

R
used in calculations are O(Q2), which ensure that higher

order terms remain small.
Due to the self-interaction of gluons, the strong coupling ↵S grows large at small Q

2: this
results in the confinement of quarks and gluons into SU(3)color-singlet states (hadrons).
However, at high Q

2 the strong coupling is very small and quarks are not confined to bound
states: this is known as asymptotic freedom.

This behavior of the strong interaction contrasts strikingly with quantum electrodynam-
ics, for example, where interaction rates fall nearly to zero for particles that are separated
by very long distances. This di↵erence in the behavior of these forces is a result of di↵erent
running of the couplings: the electroweak coupling decreases with Q

2, and its magnitude
varies by less than 10% over the range 1 GeV < Q

2
< 104 GeV [9].

In order to perform perturbative calculations, the smallness of the coupling is imperative.
For this reason, calculations of collider phenomena are factorized into two components [10]
[11] [12]:

1. Physics at short distance (high Q
2, perturbative in QCD)

2. Physics at long distance (low Q
2, non-perturbative in QCD)

The factorization scale µF separates these two regimes. Above the factorization scale,
↵S is su�ciently small that cross sections can be calculated at fixed order in perturbation
theory. Below the factorization scale, predictions rely heavily on data and phenomenological
models of low-energy processes. Like the renormalization scale, µ

2

F
is typically taken to be

O(Q2).
Cross sections and kinematic distributions calculated at high enough order in perturba-

tion theory are independent of the renormalization and factorization scales. However, small



CHAPTER 2. PHENOMENOLOGY 6

36 9. Quantum Chromodynamics

world average, we first combine six pre-averages, excluding the lattice result, using a �2 averaging
method. This gives

�s(M2
Z) = 0.1176± 0.0011 , (without lattice) . (9.24)

This result is fully compatible with the lattice pre-average Eq. (9.23) and has a comparable error.
In order to be conservative, we combine these two numbers using an unweighted average and take
as an uncertainty the average between these two uncertainties. This gives our final world average
value

�s(M2
Z) = 0.1179± 0.0010 . (9.25)

�s(MZ
2) = 0.1179 ± 0.0010

� s
(Q

2 )

Q [GeV]

� decay (N3LO)
low Q2 cont. (N3LO)

DIS jets (NLO)
Heavy Quarkonia (NLO)

e+e- jets/shapes (NNLO+res)
pp/p-p (jets NLO)

EW precision fit (N3LO)
pp (top, NNLO)

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 1  10  100  1000

Figure 9.5: Summary of measurements of �s as a function of the energy scale Q. The respective
degree of QCD perturbation theory used in the extraction of �s is indicated in brackets (NLO:
next-to-leading order; NNLO: next-to-next-to-leading order; NNLO+res.: NNLO matched to a
resummed calculation; N3LO: next-to-NNLO).

This world average value is in very good agreement with the last version of this Review, which
was �s(M2

Z) = 0.1181 ± 0.0011, with only a slightly lower central value and decreased overall

6th December, 2019 11:50am

Figure 2.1: Measurements of the running of the strong coupling collected by the Particle
Data Group [8].

residual dependence on µR and µF are expected from finite perturbative expansions: these
e↵ects are considered as systematic uncertainties.
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2.1.1 Factorization of proton–proton collisions

In proton–proton collisions, one constituent parton (quark, antiquark, gluon) of each
incoming proton participates in the hard scatter interaction. The remaining partons con-
tribute low-energy hadronic activity to the final state of the event: this is referred to as the
underlying event (UE). Figure 2.2 shows a diagram of a proton–proton event containing
a hard scatter interaction of cross section �̂.

p2

p1

P2

P1

UE

k2

k1

UE

�̂

Figure 2.2: Feynman diagram of an example proton–proton event containing a hard scatter
interaction of cross section �̂.

The incoming proton constituents and their momenta are described by parton distri-
bution functions (PDFs), which are convolved with parton–parton hard scatter cross
sections �̂ to obtain the full proton–proton cross section �:

�(P1, P2) =
X

i,j

Z
dx1dx2fi(x1, µ

2

F
)fj(x2, µ

2

F
)�̂ij(p1, p2,↵S(µ2

F
), Q2

/µ
2

F
) (2.2)

where i and j represent the di↵erent types of partons. The cross section of the hard scatter
interaction �̂ is calculated to fixed order in perturbation theory for all combinations of
incoming partons i, j.

The PDFs fi depend on:

• the Björken x such that ~p = x~P where p is the parton momentum and P the proton
momentum

• the factorization scale µF

Measurements of parton distribution functions are primarily based on data from Deep
Inelastic Scattering, with additional input data from neutrino scattering and hadron collider
measurements [12] [13]. An example of parton distribution functions at two values of µ

2

F
= Q

2

are shown in Figure 2.3. At high values of Q
2, the gluon is by far the dominant proton

constituent.
Heavy bottom quarks in the PDF can be treated in two ways: in the five-flavor (5F)

PDF scheme, a massless b quark is included among the constituents of the proton; in the
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Figure 1: MMHT2014 NNLO PDFs at Q
2 = 10 GeV2 and Q

2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x, Q
2

0
) = A(1 � x)�

x
�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū + d̄) + s + s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in

6

Figure 2.3: Parton distribution functions from the MMH14 PDF set [14], at two values of
Q

2. Note the dominance of the gluon PDF at low x.

four-flavor (4F) scheme, the presence of b quarks in the proton is possible only through initial
state gluon splitting.

After the calculation of the hard scatter cross section, additional QCD radiation below
the factorization scale is modeled by parton showering algorithms. Parton showering
algorithms simulate chains of low-energy and small-angle QCD radiation using a variety of
models, including angular ordered [15] and dipole [16] showering. In order to combine a
parton showering algorithm with a hard scatter matrix element calculation, matching and
merging algorithms are used to ensure the calculations are consistent and no diagrams are
over-counted [17].

During parton showering, quarks and gluons lose energy and pass from the regime of high
Q

2 to that of confinement. During this transition, known as hadronization [18], partons
form SU(3)color-singlet states, resulting in a columnated jet of hadrons. Multiple models
are available for simulating hadronization and color flow in hadronic final states: the most
widely used are the string [19] and cluster [20] models.

Because the underlying event, parton shower, and hadronization (UEPS) are low Q
2

processes that are non-perturbative in QCD, parameters of these models are typically tuned
to data rather than predicted a priori. These tunes are applied extensively in predictions
and simulations [21]. Di↵erences in the predictions from multiple UEPS models are taken
as a source of systematic uncertainty.

For a discussion and comparison of di↵erent models of strong interactions in Monte Carlo,
see Appendix B.
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2.2 Theory of electroweak interactions

The Glashow-Weinberg-Salam theory unifies the weak and electromagnetic forces under
the gauge group SU(2)L ⇥ U(1)Y [22] [23] [24]. SU(2)L is the weak isospin group, and its
generators in the spinor representation are the Pauli matrices:

�1 =

✓
0 1
1 0

◆
; �2 =

✓
0 �i

i 0

◆
; �3 =

✓
1 0
0 �1

◆
(2.3)

Weak isospin I3 is the eigenvalue of the operator �3. The generator of U(1)Y , the Abelian
hypercharge group, is simply denoted 1, and its eigenvalue hypercharge by Y .

A scalar field � is introduced that transforms as a doublet under SU(2)L and is symmetric
under gauge transformations of the form

� ! e
i↵

a
�
a
/2

e
i�/2

� (2.4)

for all values of ↵1
,↵

2
,↵

3 and �. The electroweak Lagrangian is constructed from a kinetic
term and a potential term for �:

L = |Dµ�|
2 + V (�) (2.5)

where Dµ is the electroweak covariant derivative. To ensure invariance of the kinetic term
under the gauge transformation in Equation 2.4, the covariant derivative must take the form

Dµ� = (@µ � i
g

0

2
Bµ � i

g

2
W

j

µ
�j)� (2.6)

where W
1,2,3 and B are the field strengths of the gauge groups SU(2)L and U(1)Y , respec-

tively. Expanding Equation 2.5 in terms of field tensors and making use of Pauli matrix
identities, the Lagrangian becomes

L = |@µ�|
2 +

g
02

2
BµB

µ
|�|

2 +
g

2

2
W

j

µ
W

µ

j
|�|

2 +
g

0
g

4
BµW

kµ(�†
�k�+ (�k�)†

�) + V (�) (2.7)

The following substitutions simplify the interpretation:

W
±
µ

=
W

1

µ
± iW

2

µ
p

2

Zµ =
g

0
Bµ � gW

3

µp
g02 + g2

Aµ =
g

0
Bµ + gW

3

µp
g02 + g2

(2.8)

The transformed field strengths W
+

µ
, W

�
µ

and Zµ correspond to the W and Z bosons, and
Aµ corresponds to the electromagnetic field and has eigenvalue Q = I3 + Y .

The simplified Lagrangian becomes

L = |@µ�|
2 +

g
02 + g

2

2
ZµZ

µ
|�|

2 +
g

2

2
W

+

µ
W

�µ
|�|

2 + V (�) (2.9)
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2.2.1 The Higgs mechanism

The theory of weak interactions thus far contains only massless gauge bosons. However,
the masses of the W and Z bosons have been measured to be substantial (80.379 GeV and
91.188 GeV, respectively [8]). The introduction of mass for the W and Z bosons while
maintaining the gauge invariance of L is accomplished through electroweak symmetry
breaking.

The above gauge symmetry is spontaneously broken by means of the Higgs Mechanism
[25] [26]. The potential for the doublet � is taken to be

V (�) = �µ
2
�

†
�+

�

2
(�†

�)2 (2.10)

For µ
2

> 0, this potential has a minimum, or vacuum expectation value, at � = (0, v)
where v =

p
µ2/�. The shape of this potential is shown in Figure 2.4.

φ

)φ
V(

Figure 2.4: Functional form of the potential of the scalar field �.

The field � can be expressed as oscillations about this constant minimum:

� = (0, v + H) (2.11)

where H represents the Higgs boson. Performing this substitution, the Lagrangian becomes

L = (@µH)2 +
g

02 + g
2

2
ZµZ

µ(v + H)2 + g
2
W

+

µ
W

�µ(v + H)2 + V (v + H) (2.12)

Thus mass terms for the W and Z bosons have been obtained (mW = 1

2
vg and mZ =

1

2
v

p
g02 + g2) in addition to interactions between these particles and the Higgs field H. One

gauge boson, the photon, remains massless and has no tree-level interactions with the Higgs
boson.
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The final term in Equation 2.12 gives a mass term for the Higgs boson (mH =
p

2�v),
as well as interactions between the Higgs boson and itself. This Higgs boson self-coupling is
a parameter of great interest, and experimental searches are underway [27] [28]. However,
unless this coupling is enhanced by Beyond the Standard Model physics, there is no sensitivity
to the Standard Model Higgs boson self-interaction at the LHC during Run 2 or even Run
3 [29] [30].

2.2.2 Fermion masses and interactions

The Lagrangian for a fermion field  can be written

L =  ̄i /D =  ̄i�
µ
Dµ (2.13)

where the co-variant derivative Dµ is that defined in Equation 2.6. This can be broken into
separate terms for the left- and right-handed components of the field:

 ̄i /D =  ̄Li /D L +  ̄Ri /D R (2.14)

Since the W boson couples only to the left-handed components of a fermion field, left-
handed fermions are represented as doublets in the SU(2)L gauge group, while right-handed
fermions are represented as singlets. Thus, right-handed fermions have weak isospin I3 = 0
and hypercharge Y = Q, and left-handed fermions have I3 = 1

2
and Y = Q ±

1

2
.

The Standard Model left-handed lepton doublets are

E
(1)

L
=

✓
⌫eL

eL

◆
; E

(2)

L
=

✓
⌫µL

µL

◆
; E

(3)

L
=

✓
⌫⌧L

⌧L

◆
(2.15)

and the left-handed quark doublets are

Q
(1)

L
=

✓
uL

dL

◆
; Q

(2)

L
=

✓
cL

sL

◆
; Q

(3)

L
=

✓
tL

bL

◆
(2.16)

The Lagrangian for a single generation of fermions (for simplicity) can be written

L = ĒLi /DEL + ēRi /DeR + Q̄Li /DQL + ūRi /DuR + d̄Ri /DdR (2.17)

Expansion of the covariant derivative gives kinetic terms for each fermion, as well as inter-
actions between the fermions and gauge bosons.

While the mass terms for the W and Z bosons result directly from the Higgs mechanism,
no fermion mass terms are explicitly required by electroweak symmetry breaking. However,
mass terms can be naturally added with the form

Le = �eĒLi�eRj (2.18)
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where � is the Higgs doublet and �e is the (real-valued) electron Yukawa coupling. Continuing
with the first generation leptons as an example, this becomes:

Le =
��e
p

2

�
⌫̄eL, ēL

�✓ 0
v + H

◆
eR + ēR

�
0, v + H

�✓⌫eL

eL

◆�
(2.19)

This yields both a mass term for the electron and a Higgs boson coupling to the electron:

Le =
�v�e
p

2
ēLeR +

��e
p

2
HēLeR (2.20)

The electron mass obtained is me = �ev/
p

2, and the strength of the Higgs boson coupling
is proportional to me. The same procedure can be used to generate mass terms and Higgs
boson coupling terms for other charged leptons and down-type quarks. The gauge-invariant
transformation � ! �i�2�

⇤ gives Yukawa terms of a slightly di↵erent form, which generate
mass terms for up-type quarks (and Dirac neutrinos):

Lu = �i�uQ̄L�2�
⇤
uR (2.21)

In the case of the top quark, which is the primary interest of this work, the mass and
coupling terms are completely analogous to the case of the electron:

Lt =
�v�t
p

2
t̄LtR +

��t
p

2
Ht̄LtR (2.22)

with the top mass proportional to the Yukawa coupling via mt = �tv/
p

2. Thus for the
top quark (and for all fermions), the mass is not predicted directly by the Standard Model.
Instead, the Standard Model provides an explicit prediction of the relationship between the
mass of fermion f and its coupling to the Yukawa coupling �f .

2.3 Higgs boson physics

It was demonstrated in the previous Section that particles with higher mass have stronger
couplings to the Higgs boson. This has been confirmed by all measurements of Higgs boson
couplings to date [31] [32]. Higgs boson production is therefore dominated by interactions
between the Higgs boson and the heaviest Standard Model particles: the top quark, W

boson, and Z boson.

2.3.1 Production mechanisms

A Higgs boson can be produced in many ways in proton–proton collisions. Cross sections
of the dominant Higgs boson production processes are shown in Figure 2.5 as a function of
proton–proton center of mass energy. The best available calculation of the cross sections at
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Figure 2.5: Standard Model cross section as a function of proton–proton center of mass
energy for di↵erent Higgs boson production modes [34].

Process �(
p

s = 13 TeV) [pb] Order of calculation
ggF 48.52 N3LO(QCD) + NLO(EW)
VBF 3.779 NNLO(QCD) + NLO(EW)
WH 1.369 NNLO(QCD) + NLO(EW)

qq/qg ! ZH 0.7612 NNLO(QCD) + NLO(EW)
gg ! ZH 0.1227 NLO + NLL(QCD)

tt̄H 0.5065 NLO(QCD) + NLO(EW)
bb̄H 0.4863 5FS NNLO or 4FS NLO(QCD)
tHjb 0.07426 4FS NLO(QCD)
tWH 0.01517 5FS NLO(QCD)

Table 2.1: Most accurate available cross sections for Standard Model Higgs boson production,
calculated at mH = 125.09 GeV [34].

p
s = 13 TeV is reported in Table 2.1. See [33] for Higgs boson production cross sections at

lower center of mass energies.
In proton–proton collisions, the Higgs boson production cross section is dominated by

gluon fusion through a quark loop (ggF, or ggH). In the Standard Model, this loop is domi-
nated by the contribution from the top quark due to its high mass. In BSM models, massive
particles that are charged under SU(3)color can also contribute to the rate of ggF production.

Sizable contributions to the total Higgs boson cross section also arise from vector boson
fusion (VBF) and vector boson associated production, where a Higgs is radiated o↵ of a W or
Z boson (qq/qg ! V H or simply V H, also known as Higgs-strahlung). Feynman diagrams
of these three processes are shown in Figure 2.6. An additional small contribution to the
ZH final state comes from gluon-initiated production (gg ! ZH). Feynman diagrams for
this process are shown in Figure 2.7.
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The primary focus of this work is a rare process in which a Higgs boson is produced in
association with a top-antitop quark pair (tt̄H). The lowest order Feynman diagrams for
tt̄H production are shown in Figure 2.8. The tt̄H cross section comprises only 1% of the
Standard Model Higgs boson cross section at

p
s = 13 TeV.

A Higgs boson is produced in association with a bottom-antibottom pair through dia-
grams analogous to those shown in Figure 2.8 for tt̄H. At

p
s = 13 TeV, the bb̄H cross

section is similar to that of tt̄H.
Higgs boson production in association with a single top quark (tH) is also predicted by the

Standard Model, but with much lower cross section than tt̄H due to destructive interference
between Higgs-top and Higgs-W diagrams. The sum of all tH processes is displayed in light
purple in Figure 2.5. Many models of BSM physics, including those discussed in Section
2.4.1, predict a large enhancement of tH cross sections: any observation of this process
during LHC Run 2 would be a clear sign of new physics.

Figure 2.9 shows the lowest order diagrams for the tHj process as calculated five-flavor
(5F) PDF scheme, which includes massless b quarks among the constituents of the proton.
Figure 2.10 shows the leading diagrams for the tHj process in the four-flavor (4F) PDF
scheme: these are similar to the 5F diagrams, but the incoming b quark is produced by
gluon splitting in the 4F scheme.

The primary di↵erence between the 4F and 5F calculations is in which diagrams are
considered “higher-order.” The two predictions converge if the calculations include terms to
high enough order in ↵S [35]. Because the shapes of kinematic variables such as Higgs boson
pT and bottom quark pT are described with smaller uncertainties in the 4F scheme, the tHj

process is calculated in the 4F scheme and referred to as tHjb for the remainder of this work.
The small contribution from quark-initiated s-channel tHj production is neglected.

The leading diagrams for tWH production are shown in Figure 2.11. At leading order,
this process only occurs in the 5F PDF scheme. At next-to-leading order (NLO), there is
interference between the tWH and tt̄H processes [36], as demonstrated in Figure 2.12. The
treatment of this interference in simulation is discussed in Chapter 5.

g

g

H

q

q

q

H

q

q

q

W, Z

H

Figure 2.6: Lowest order Feynman diagrams of the three Higgs boson production modes with
highest cross section in 13 TeV proton–proton collisions. From left to right: gluon–gluon
fusion, vector boson fusion, vector boson associated production.
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g

g

Z

H

g

g

Z

H

Figure 2.7: Lowest order Feynman diagrams of the gg ! ZH process.

g

g

t

H

t

q

q

t

H

t

g

g

t

H

t

g

g

t

H

t

Figure 2.8: Lowest order Feynman diagrams of the tt̄H process. Additional diagrams can
be obtained by allowing a Higgs boson to radiate from the antitop, or by crossing the lines
of initial gluons in t-channel diagrams.

q

b

q
0

H

t

q

b

q
0

H

t

Figure 2.9: Lowest order Feynman diagrams of the tHj process in the five-flavor PDF scheme.
Additional diagrams can be obtained by reversing the fermion lines, or by crossing the lines
of initial particles.
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q

g

q
0

H

t

b

q

g

q
0

b

H

t

q

g

q
0

b

H

t

Figure 2.10: Lowest order Feynman diagrams of the tHjb process in a four-flavor PDF
scheme. Additional diagrams can be obtained by allowing a Higgs boson to radiate from the
W boson, by reversing the fermion lines, or by crossing the lines of initial particles.

b

g

W

H

t

b

g

W

H

t

b

g

W

H

t

Figure 2.11: Lowest order Feynman diagrams of the tWH process. These diagrams can only
occur in a five-flavor PDF scheme. Additional diagrams can be obtained by allowing a Higgs
boson to radiate from the W boson, by reversing the fermion lines, or by crossing the lines
of initial particles in t-channel diagrams.

g

g

b

W

t

g

g

t

W

b

Figure 2.12: NLO Feynman diagrams of tW production (left) and tt̄ production (right)
that produce interference. These are extended to the tWH and tt̄H case by adding Higgs-
strahlung from the t or W lines.
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2.3.2 Decay channels

Higgs decays to massive gauge bosons and fermions occur at tree level, as shown in Figure
2.13. Higgs decays to massless particles, including a pair of gluons or photons, occur through
loop diagrams and are suppressed accordingly.

H

f

f

H

W, Z

W, Z

Figure 2.13: Tree-level diagrams Higgs boson decays to fermions (left) and vector bosons
(right).

The total width of the SM Higgs boson �H is shown in Figure 2.14 as a function of the
Higgs boson mass mH . Figure 2.14 also shows the branching fractions B of the SM Higgs
boson as a function of the Higgs boson mass, where

B(H ! X) =
�(H ! X)

�H

(2.23)

The best measurement of the Higgs mass to date comes from the ATLAS/CMS combined
Run 1 measurement [37]:

mH = 125.09 ± 0.21 (stat) ± 0.11 (syst) GeV (2.24)

Table 2.2 lists the branching fractions of the SM Higgs boson at this value of mH . Note that
the decay of a Higgs boson to top quarks is energetically forbidden.

The number of Higgs boson events produced is larger in decay channels with higher
branching fractions. However, when seeking to maximize experimental sensitivity to the
Higgs boson, there are additional factors that must be considered. These include the rate of
background processes, and the detector’s ability to identify and reconstruct the Higgs boson
decay products. Despite the low branching fraction, the H ! �� decay channel is among the
most powerful for Higgs boson measurements due to the excellent diphoton mass resolution
of the ATLAS detector. The bulk of this work will focus on the H ! �� decay, and its
advantages are further discussed in later Chapters.

The lowest order diagrams contributing to the H ! �� decay are shown in Figure 2.15.
In the Standard Model, this loop is dominated by the Higgs coupling to the W boson, and
the decay through a quark loop provides some small sensitivity to the top Yukawa coupling.
Destructive interference between the Higgs-top and Higgs-W diagrams suppresses the rate.
In BSM models, massive particles that are electrically charged can also contribute to the
rate of the H ! �� decay.
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Decay mode Branching fraction [%]
H ! bb 57.5 ± 1.9
H ! WW 21.6 ± 0.9
H ! gg 8.56 ± 0.86
H ! ⌧⌧ 6.30 ± 0.36
H ! cc 2.90 ± 0.35
H ! ZZ 2.67 ± 0.11
H ! �� 0.228 ± 0.011
H ! Z� 0.155 ± 0.014
H ! µµ 0.022 ± 0.001

Table 2.2: Branching fractions of the Standard Model Higgs boson [34].
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Figure 2.14: Total width (left) and branching fractions (right) of the Standard Model Higgs
boson as a function of Higgs boson mass [34].

WH

�

�

W

H

�

�

H
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Figure 2.15: Lowest order Feynman diagrams contributing to the H ! �� decay. The
fermion loop in the right-most diagram is dominated by the contribution from the top quark.
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2.3.3 Coupling measurement framework

When measuring Higgs boson couplings, it is convenient to refer to the ratio to the
Standard Model prediction rather than the absolute coupling:

i =
�

meas

i

�
SM

i

(2.25)

for particle type i. This  parameter is called the coupling strength, and measurements
of  that di↵er from one indicate deviations from the Standard Model prediction. This
convention is known as the  framework [38].

Table 2.3 shows the SM Higgs boson production cross sections calculated in terms of the
coupling strengths  at

p
s = 13 TeV (see [6] for comparable parameterizations at lower

center of mass energies). The cross section of tt̄H production is dependent only on the top
coupling strength t, and therefore provides a direct probe of the top Yukawa coupling. The
cross sections of tHjb and tWH production depend on both the Higgs-top (t) and Higgs-
W (W ) couplings. The cross term (⇠ tW ) represents the interference, which provides
sensitivity to the relative sign of t and W . Indirect constraints on t also come from top
quark contributions to the gluon fusion loop.

Table 2.2 shows the dependence of each partial decay width on the coupling strengths
 at mH = 125.09 GeV. Because the decay of a Higgs boson to top quarks is energetically
forbidden, none of the SM Higgs boson decay modes provides a direct probe of t. However,
Higgs boson decays through loop processes, including H ! ��, have some indirect sensitivity
to t.

The resolved coupling modifiers in Tables 2.3-2.2 are calculated assuming the Standard
Model. However, the presence of new particles in loop processes would introduce additional
terms to these modifiers. In order to account for potential new physics in loop processes,
e↵ective coupling strengths are often preferred.

For loop-induced production processes such as gluon fusion, the e↵ective coupling strength
is defined by taking the ratio of the measured to Standard Model cross section:


2

g
=
�

meas

ggF

�
SM

ggF

(2.26)

The e↵ective coupling strengths for loop decays are defined in an analogous way from the
decay width:


2

�
=

�meas

��

�SM
��

(2.27)

Because these e↵ective couplings are not explicitly dependent on each particle contribut-
ing to the loop, the e↵ective parameterization is more model independent than the resolved
parameterization. Depending on the assumptions made in a given statistical analysis, re-
solved and e↵ective loop couplings can both be useful. See Chapter 12 for an example of an
analysis that uses both.
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Production mode E↵ective modifier Resolved modifier
�(ggF ) 

2

g
1.042

t
+ 0.0022

b
� 0.04tb

�(V BF ) - 0.732

W
+ 0.272

Z

�(qq/qg ! WH) - 
2

W

�(qq/qg ! ZH) - 
2

Z

�(gg ! ZH) - 2.462

Z
+ 0.462

t
� 1.90Zt

�(tt̄H) - 
2

t

�(bb̄H) - 
2

b

�(tHjb) - 2.632

t
+ 3.582

W
� 5.21tW

�(tWH) - 2.912

t
+ 2.312

W
� 4.22tW

Table 2.3: Production modes of the Standard Model Higgs boson in 13 TeV proton–proton
collisions and their parameterization in the  framework [34].

Decay mode E↵ective modifier Resolved modifier
H ! bb - 

2

b

H ! WW - 
2

W

H ! gg 
2

g
1.112

t
+ 0.012

b
� 0.12bt

H ! ⌧⌧ - 
2

⌧

H ! cc - 
2

c

H ! ZZ - 
2

Z

H ! �� 
2

�
1.592

W
+ 0.072

t
� 0.67Wt

H ! Z� 
2

Z�
1.122

W
� 0.12Wt

H ! µµ - 
2

µ

Table 2.4: Decay modes of the Standard Model Higgs boson and their parameterization in
the  framework [34].

The  framework is widely used for measurements of Higgs boson couplings. Figure 2.16
shows the measured value of each  parameter as a function of particle mass. Note that the
vertical axis of this Figure di↵ers for bosons and fermions. No significant deviation from the
Standard Model expectation (represented as a dashed blue line) has yet been observed.
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Figure 2.16: Predicted and measured values of Higgs boson couplings to Standard Model
particles and their relationship to particle mass [31]. Note that the vertical axis di↵ers for
bosons and fermions.

2.4 Beyond the Standard Model Higgs

The simple theory of electroweak symmetry breaking outlined in Section 2.2 can be
extended to include additional Higgs bosons and new interactions between the Higgs bosons
and SM particles. Such theories include two-Higgs-doublet models (2HDM) [39] [40] and
models containing Higgs triplets [41].

These scenarios are being probed by dedicated searches for additional Higgs bosons [42]
[43] [44] and global fits of e↵ective field theory (EFT) parameters to collider data [45]. So
far, there is no evidence indicating that the Higgs sector is more complex than the single
SU(2) doublet model.

2.4.1 CP violation in the Higgs sector

As Higgs boson couplings are measured with greater precision, it becomes possible to
explore the charge-parity (CP) symmetry of Higgs interactions. The Standard Model pre-
dicts that all Higgs boson interactions are CP-conserving (CP even): that is, if particles and
antiparticles are interchanged and spatial coordinates are inverted, all Higgs boson inter-
actions are unchanged. The measurement of even a small CP-violating component in any
Higgs boson coupling would constitute a discovery of physics beyond the Standard Model
and would potentially address one of the key open questions in particle physics today: the
understanding of the matter-antimatter imbalance in the Universe.
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Measurements of Higgs couplings to vector bosons have constrained any CP violating
component to be small [46] [47] [48]. However, CP-violating contributions to these bosonic
couplings can only enter via higher order operators that are suppressed by powers of 1/⇤2,
where ⇤ is the energy scale of new physics in the EFT.

The CP properties of Higgs-fermion interactions remain largely unexplored, and CP vio-
lating terms can enter at the same order as the CP even terms of the SM. These measurements
are therefore expected to give higher sensitivity than measurements of Higgs couplings to
vector bosons.

As the largest Yukawa coupling, the Higgs-top coupling is a natural choice for testing CP
properties. Measurements of electric dipole moments have provided indirect and constraints
on the CP properties of the Higgs-top interaction [49], though these rely on assumptions of
SM Yukawa couplings for light fermions such as the electron. In addition, hadron collider
measurements of ggF production and H ! �� decay at

p
s = 8 TeV have provided some

indirect constraints [50], but again the results rely on an assumption of SM contributions to
these loops. With LHC data at

p
s = 13 TeV, the CP properties of the Higgs-top interaction

can be probed directly using the tt̄H and tH processes.
The Higgs Characterization (HC) model [51] provides a framework for describing di↵erent

couplings, including scalar, pseudo-scalar, or some combination thereof. Within this model,
the e↵ective Lagrangian that describes the top Yukawa coupling can be expressed as:

L = �
mt

v
(t cos(↵)t̄t + it sin(↵)t̄�5t)H (2.28)

where ↵ is the CP mixing angle. The Standard Model coupling corresponds to ↵ = 0� and
t = 1, while a fully CP odd coupling is realized when ↵ = 90�. In this parameterization, t

is restricted to be � 0 and ↵ is in the range (�180�
, 180�).

The dependence of the tt̄H and tH cross sections on the model parameters t and ↵ can
be calculated from the Lagrangian in Equation 2.28. The tt̄H cross section takes the form

�tt̄H = A
2

t
c
2

↵
+ B

2

t
s
2

↵
+ E

2

t
s↵c↵ (2.29)

where s↵ and c↵ represent the sine and cosine of ↵, respectively. The coe�cient A corre-
sponds to the CP even contribution to the cross section, and B corresponds to the CP odd
contribution. The interference between CP even and CP odd is represented by coe�cient
E, which is expected to be small.

For tHjb and tWH, the interference between the top quark and W boson couplings must
also be taken into account. The cross section of both tHjb and tWH take the same form
(though with di↵erent values of the coe�cients):

�tH = A
2

t
c
2

↵
+ B

2

t
s
2

↵
+ Ctc↵ + Dts↵ + E

2

t
s↵c↵ + F (2.30)

The coe�cients A, B, and E have the same meanings as in the tt̄H case. The Higgs
coupling to the W boson is assumed to obey the Standard Model (W = 1). The coe�cient
C corresponds to the interference between the CP even top-Higgs and W -Higgs couplings,
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D to the interference between the CP odd top-Higgs and W -Higgs couplings, and F to the
contribution of the pure W -Higgs coupling.

Using the HC model and its implementation in the MG5 aMC@NLO Monte Carlo gen-
erator [52] [53], the cross sections for tt̄H, tHjb, and tWH are calculated at multiple values
of t and ↵. The NLO inclusive cross sections calculated by MG5 aMC@NLO are shown in
Table 2.5. These cross sections (normalized to the Standard Model prediction) are shown
in Figure 2.17 as a function of ↵ with t fixed to unity. The parameterizations of the loop
processes ggH (g) and H ! �� (�) in terms of ↵ are taken from [50].

Parameters �(
p

s = 13 TeV) [pb]

t ↵ tt̄H tHjb tWH

1 0� (SM) 0.458 0.0606 0.0167
1 15� 0.443 0.0636 0.0184
1 30� 0.396 0.0743 0.0231
1 45� 0.329 0.0958 0.0308
1 60� 0.265 0.1374 0.0422
1 75� 0.217 0.1970 0.0563
1 90� 0.199 0.2707 0.0726
-1 0� 0.458 0.6971 0.1490
0.5 0� 0.1145 0.0939 0.0148
2 0� 1.832 0.2406 0.0924
2 45� – 0.2055 0.1095

Table 2.5: NLO inclusive cross sections from MG5 aMC@NLO for the tt̄H, tHjb, and tWH

processes in di↵erent CP scenarios. For t = 2 and ↵ = 45�, no tt̄H cross section is
calculated.

The cross section of tt̄H decreases as the CP odd component becomes larger and is
minimized at ↵ = 90�. However, the Standard Model point represents a global minimum
of the cross section for both tH processes: the rate can only increase with changes in ↵.
Note that at ↵ = 180�, the sign of the interference term between the top-Higgs and W -Higgs
couplings is flipped with respect to the SM. This switch from destructive to constructive
interference accounts for the large change in tH rate at ↵ = 180�.

In addition to its impact on overall cross sections, the introduction of a CP odd component
to the Higgs-top coupling also alters the shapes of sensitive kinematic observables in tt̄H and
tH. Such observables are discussed at length in Chapter 11, which presents a multivariate
analysis strategy that exploits the shape dependence of kinematic distributions on the CP
mixing angle ↵.
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Figure 2.17: NLO tt̄H and tH cross sections as a function of the CP mixing angle ↵ (for
t = 1), normalized to the Standard Model prediction. The dependence of g and � on ↵

is taken from [50].
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Chapter 3

The ATLAS experiment

Experimental high energy physics in the twenty-first century requires collaboration on
an unprecedented scale. The design and construction of the world’s highest-energy collider,
a complex detector the size of the White House, and novel technologies that withstand
immense radiation are ambitious projects that necessitate the formation of large international
collaborations.

The ATLAS collaboration is made up of over 3000 scientists from 38 nations, all of whom
have contributed to the experimental setup described in this Chapter. The first Section
describes the accelerator itself, the Large Hadron Collider (LHC). The second describes the
layout and function of the general-purpose ATLAS detector and its subsystems.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [54] [55] is a high energy particle accelerator
located at the Organisation Européenne pour la Recherche Nucléaire (CERN) outside of
Geneva, Switzerland. The LHC occupies a circular tunnel with a circumference of 27 km,
spanning the border between Switzerland and neighboring France. The LHC began collecting
proton–proton collision data in the fall of 2009. During the first run of the LHC (2009-2012),
protons were collided with center of mass energy

p
s = 7 and 8 TeV. During the second run

of the LHC (2015-2018), the center of mass energy was increased to
p

s = 13 TeV, the
highest energy ever achieved by a collider.

LHC protons originate from a bottle of hydrogen gas. Once the electrons have been
stripped away using an electric field, Linear Accelerator 2 (LINAC2) [56] accelerates the
protons using radiofrequency (RF) cavities, which use oscillating electromagnetic fields to
accelerate protons to an energy of 50 MeV. The timing of a proton’s arrival at a given point
in the RF cavity determines how much it will be accelerated (or decelerated): this results in
a regular pattern of distinct proton bunches [57].

From LINAC2, the protons are injected into three successive synchrotron systems: the
Synchrotron Booster (BOOSTER) [58], which accelerates the protons to 1.4 GeV; the Proton
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Synchrotron (PS) [59], which accelerates the protons to 25 GeV; and the Super Proton
Synchrotron (SPS) [60], which accelerates the protons to 450 GeV. Finally, the protons are
injected into the LHC. The layout of the CERN collider complex, including each of these
injectors, is shown in Figure 3.1.

Figure 3.1: Diagram of the CERN collider complex [61].

The LHC itself is composed of eight straight segments, each about half a kilometer
long, where RF cavities accelerate protons to 6.5 TeV in bunches separated by 25 ns (50
ns in Run 1). The straight segments are connected by eight rounded arcs, which each
contain three superconducting dipole magnets (for bending the particle trajectories) and
one superconducting quadrupole magnet (for focusing) [54]. Two beams of protons circulate
through the LHC in opposite directions, passing through twin bores in the dipole magnets.
The beams cross at four points: the locations of the ATLAS [62], CMS [63], LHCb [64], and
ALICE [65] experiments.

Luminosity

For a given process P , the expected rate of interactions at the LHC is given by

dNP

dt
= �P ⇥ L (3.1)
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where �P is the cross section for process P , and L is the instantaneous luminosity de-
livered by the machine. For two beams of identical Gaussian profile colliding head-on, the
instantaneous luminosity is

L =
n

2

p
nbf

4⇡�x�y

(3.2)

where np is the number of protons per bunch, nb is the number of bunches, f is the revolution
frequency, and �x and �y are the beam resolutions in the plane transverse to the beam.
Additional corrections are required to account for beams crossing at slight angles, correlations
between �x and �y, and other e↵ects [66]. The ATLAS detector was designed for a maximum
instantaneous luminosity of 1034 cm�2s�1.

The total number of interactions of process P produced at the LHC during time T is

NP = �P ⇥

Z
T

0

Ldt
0 = �P ⇥ Lint (3.3)

The integrated luminosity Lint is typically measured in inverse femtobarns (fb�1).
The integrated luminosity delivered to ATLAS during LHC Run 2 was measured by the
LUCID-2 detector, which is located around the LHC beam pipe on either side of the ATLAS
detector [67].

3.2 The ATLAS detector

The ATLAS detector is a general-purpose particle detector located 100 m underground
on the LHC ring. The cylindrical detector geometry uses the LHC beam pipe as its axis, and
the forward-backward symmetry gives nearly 4⇡ coverage in solid angle. Figure 3.2 shows a
diagram of the ATLAS detector, which extends 44 m long and 25 m high. It is estimated
that the detector (including both sensitive area and structural components) weighs 7000
tons.

The detector is described using a right-handed coordinate system with origin correspond-
ing to the proton–proton collision point at the center of the detector. The direction of the
incoming proton beams defines the z-axis, the x-axis points towards the center of the LHC
ring, and the y-axis points upwards.

Due to the azimuthal symmetry of the detector, cylindrical coordinates r and � (az-
imuthal angle around the z-axis) provide a convenient description. Each particle’s momen-
tum is projected onto the transverse plane to obtain the transverse momentum:

pT ⌘

q
p2

x
+ p2

y
(3.4)

The pseudorapidity is defined in terms of the polar angle ✓:

⌘ ⌘ � ln


tan

✓
✓

2

◆�
(3.5)
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Figure 3.2: Diagram of the ATLAS detector [68].

For a particle with mass much smaller than its momentum (m ⌧ |~p|), the pseudorapidity ap-
proaches the rapidity y. In this limit, pseudorapidity di↵erences are invariant under Lorentz
boosts in the ẑ direction. Angular distance is measured in terms of �R =

p
(�⌘)2 + (��)2.

The following sections detail the design and purpose of each detector system, from inner-
to outermost: the Inner Detector, the Calorimeters, and the Muon Spectrometer. Each
system is composed of a barrel region, with layers arranged on concentric cylinders around
the z-axis, and a disk-shaped endcap, with layers oriented perpendicular to the beam axis
at high |z|.

3.2.1 Inner Detector

The ATLAS Inner Detector (ID) [69] is composed of the subsystems closest to the collision
point, which provide precise measurements of particle position and momentum needed for
tracking. The subsystems include (from inner- to outermost) the Insertable B-Layer (IBL),
the Pixel Detector, the Semiconductor Tracker (SCT), and the Transition Radiation Tracker
(TRT).

A superconducting solenoid magnet encloses the full ID and immerses all subsystems in
a 2 T magnetic field oriented in the ẑ direction. The resulting curvature of charged particle
trajectories in the transverse plane provides measurements of particle momenta.

Figure 3.3a shows the full layout of the inner detector (including end-caps), and Figure
3.3b shows the radial position of each barrel layer. The IBL is missing from this figure, but
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is positioned at r = 33.25 mm. The extent of each ID subsystem is summarized in Table
3.1: all subsystems have coverage in the range |⌘| < 2.5.

(a) Inner Detector (Full) (b) Inner Detector (Barrel)

Figure 3.3: Diagram of the ATLAS Inner Detector layout [69]. (Left) the full Inner Detector,
including end-caps. (Right) cross section of the barrel region of the ID. The Pixel Detector
is shown in green, the SCT in blue, and the TRT in orange. The IBL is missing from this
figure, but is positioned at r = 33.25 mm.

System Barrel End-cap
Layers r [mm] |z| [mm] Disk layers r [mm] |z| [mm]

IBL 1 33.25 0-330.15 – – –
Pixel 3 50.5-122.5 0-400.5 2 ⇥ 5 88.8-149.6 495-650
SCT 4 299-514 0-749 2 ⇥ 9 275-560 810-2797
TRT 73 563-1066 0-712 160 644-1004 848-2710

Table 3.1: Extent of the sensitive region of each ATLAS Inner Detector subsystem [62].

Pixel Detector & Insertable B-Layer

The Pixel detector and Insertable B-Layer (IBL) are highly granular detectors designed
to provide high-precision measurements of particle trajectories very close to the interaction
point. The basic element of these detectors is a silicon sensor with pixelated readout, or
pixel, which makes high-resolution measurements of ionization energy deposited by charged
particles traversing the sensor.

At a radius of only r = 33.25 mm, the IBL [70] [71] is the closest ATLAS subsystem
to the collision point. The IBL was inserted into ATLAS during LHC Long Shutdown 1
(between LHC Runs 1 and 2), and it now functions as the innermost layer of the Pixel
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Detector. The IBL derives its names from the critical role it plays in b-tagging, which relies
heavily on identification secondary vertices from the decay of B-hadrons (see Section 4.5.1).
Due to its proximity to the interaction point, the IBL is among the ATLAS subsystems most
susceptible to radiation damage. See Appendix C for studies of radiation e↵ects in the IBL.

The Pixel Detector [72] is composed of three cylindrical barrel layers (not including the
IBL) and ten disk layers (five on each side) of silicon pixels. The barrel layers are named the
B-layer, Layer 1, and Layer 2, with the B-layer being the innermost (like the IBL, named
for its important role in b-tagging). Each barrel layer is tiled with pixels for two-dimensional
segmentation in the �̂⇥ ẑ plane. Each pixel module is composed of 61,440 individual pixels
and 16 readout chips. The resolution of a pixel is 10 µm in r� and 115 µm in z in the barrel
layers, and 10 µm in r� and 115 µm in r in the endcap disks.

Semiconductor Tracker

Like the IBL and Pixel detector, the Semiconductor Tracker (SCT) [73] relies on silicon
semiconductor technology. Each silicon microstrip detector is composed of 768 readout strips,
each with a width of 80 µm. In the barrel region, SCT modules are formed from four single-
sided silicon microstrip detectors: two are wire-bonded end to end, forming strips that are
12 cm long. Two such pairs are then positioned back-to-back, with one side oriented parallel
to the beam direction and the other o↵set from the z axis by an angle of 40 mrad. This
small angle o↵set allows for measurement of the z coordinate. The SCT barrel is composed
of four layers of these modules.

In the endcap, SCT modules are similarly constructed from strip detectors positioned
back-to-back with an angular o↵set of 40 mrad. However, the strips in the endcap are
oriented radially and taper to smaller pitch at the origin. Each endcap consists of nine disk
layers.

The SCT has r� resolution of 17 µm in the barrel and endcap regions. The z coordinate is
calculated from the r� and stereo measurements (details are available in [74]). The resolution
in z is 580 µm in the barrel, and the resolution on r is 580 µm in the endcap.

Transition Radiation Tracker

The Transition Radiation Tracker (TRT) [75] is composed of straw drift tubes filled
with xenon-based gas and a central cathode wire. In the barrel region, the TRT straws are
positioned parallel to the beam axis and extend to |⌘| < 0.7. In the end-cap wheels, TRT
straws are positioned radially from the z axis. Each straw is 4 mm in diameter and provides
130 µm resolution in r� (but none in z).

The TRT straws allow for continuous tracking, typically providing about 36 space points
per charged particle track. The large number of space points compensates for the low reso-
lution compared to the silicon detectors, and TRT inputs make a significant contribution to
measurements of charged particle curvature (and hence momentum). Precise measurements
in this outer region of the ID are also useful for identifying photon conversions.
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The TRT derives its name from its ability to measure transition-radiation photons. The
amount of transition radiation measured in the TRT provides discrimination between elec-
trons and charged hadrons (pions).

3.2.2 Calorimeters

The ATLAS calorimeters [76] [77] [78] [79] serve to measure both electromagnetic show-
ers and hadronic jets. The electromagnetic showers spawned by photons and electrons are
typically contained in the innermost calorimeter, the liquid argon electromagnetic calorime-
ter (ECAL). Because hadrons travel through more material than electrons or photons, the
hadronic calorimeters make up a larger portion of ATLAS’ volume than the ECAL: these
are the Tile Calorimeter, Hadronic Endcap Calorimeters (HECs), and Forward Calorimeters
(FCAL).

Di↵erent materials are used in each calorimeter in order to remain robust against radi-
ation damage in all ⌘ regions. The layout of the ATLAS calorimeter systems is shown in
Figure 3.4. The number of layers and ⌘ coverage of each subsystem are presented Table 3.2.

System Barrel End-cap
Layers |⌘| coverage Layers |⌘| coverage

Presampler 1 < 1.52 1 1.5 � 1.8
ECAL 3 (2) < 1.35 (1.35 � 1.475) 2 ⇥ 2 (3) 1.375 � 3.2 (1.5 � 2.5)
Tile 3 < 1.0 – –

Tile Extended 2 ⇥ 3 0.8 � 1.7 – –
HEC – – 2 ⇥ 4 1.5 � 3.2
FCAL – – 2 ⇥ 3 3.1 � 4.9

Table 3.2: Extent of each ATLAS calorimeter system [62].

Electromagnetic Calorimeter

The liquid argon Electromagnetic Calorimeter (ECAL) [76] [77] is a sampling calorimeter
composed of alternating layers of lead (absorber) and liquid argon (active material). The
lead and liquid argon are layered in an accordion structure in order to provide full coverage
in �. A pre-sampler detector is located just upstream of the ECAL in order to provide
corrections for losses due to material in the ID.

In the barrel region, the ECAL extends from 1.5 m < r < 1.97 m, which corresponds
to 24 radiation lengths (X0) at ⌘ = 0. The ECAL barrel is divided into three layers at
di↵erent radii. In the central region, the layers are segmented into projective ⌘ ⇥ � regions
of sizes 0.003⇥ 0.1, 0.025⇥ 0.025, and 0.5⇥ 0.025 in the first, second, and third ECAL layer
respectively. The segmentation of the ECAL barrel becomes coarser for |⌘| > 1.4. Due to
its fine granularity in ⌘, the first ECAL layer is also referred to as the ECAL strips layer. It
provides critical input for the determination of photon vertices and the identification of ⇡0
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Figure 3.4: Diagram of the layout of the ATLAS calorimeter systems [69].

hadrons (see Section 4.2). Figure 3.5 shows a diagram of the ECAL layout in the barrel and
the segmentation of each layer.

ATLAS Technical Design Report
Liquid Argon Calorimeter 15 December 1996

1   Calorimeter overview 5

a given plate is limited to about three. As a consequence each end-cap EM wheel consists of two
concentric wheels, the large one spanning the pseudorapidity interval from 1.4 to 2.5, and the
small one from 2.5 to 3.2.

There are 768 plates in the large wheel (3 consecutive planes are grouped together to form a rea-
dout cell of 0.025 in φ) and 256 in the small wheel.

As for the barrel, the end-cap cryostats are built out of aluminium, and are vacuum insulated.
The outer radius of the cylindrical warm shell is the same as the barrel (2.25 m), and the length
of one cryostat is 3.17 m. In order to limit the thickness of the flat front faces of each cryostat, the
warm and the cold shells can push on each other through plastic bumpers (see Chapter 5). In to-
tal the two flat walls represent, however, almost 1 X0.

1.4.3 Presampler

The distribution of material in front of the EM calorimeter is shown in Figure 1-4. This amount
of material, the way it is distributed in space, and the presence of a magnetic field combine to
necessitate a presampler to correct for the energy lost in front of the calorimeter. The barrel

Figure 1-2 Sketch of the accordion structure of the EM calorimeter.
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Figure 3.5: Diagram of the ATLAS electromagnetic calorimeter [69].

Each ECAL endcap is composed of two concentric wheels centered at and perpendicular
to the z-axis. The total endcap extends radially from 302 mm < r < 2077 mm and longitu-
dinally from 3.7 m < |z| < 4.2 m. The height and angle of the accordion folds in the endcap
vary with radius in order to ensure uniform coverage in �.



CHAPTER 3. THE ATLAS EXPERIMENT 33

Though the ECAL provides full coverage in the transition between barrel and endcap
(1.37 < |⌘| < 1.52, or the “crack”), the large density of material upstream from the ECAL
in this region leads to degraded performance. Photon and electron candidates in this region
are vetoed.

Tile Calorimeter

The hadronic Tile Calorimeter [78] [79] is a collection of sampling calorimeters using
alternating layers of 3 mm-thick plastic scintillator tiles (active material) and 14 mm-thick
iron plates (absorber). The calorimeters are the Tile Barrel (|z| < 2.82 m), which is divided
into two halves, and the Tile Extended Barrels (3.2 m < |z| < 6.11 m). Each half of the Tile
Barrel and each Tile Extended Barrel is composed of 64 modules positioned symmetrically
in �. Each module is composed of readout cells with the divisions in ⌘ giving a projective
geometry centered at the detector origin (see Figure 3.6). The readout cells are connected
by wavelength-shifting fibers to photomultiplier tubes (PMTs) located at outer radial edge
of the module, where the scintillation light is collected.

1206 Eur. Phys. J. C (2010) 70: 1193–1236

Fig. 1 A cut-away drawing of
the ATLAS inner detector and
calorimeters. The Tile
Calorimeter consists of one
barrel and two extended barrel
sections and surrounds the
Liquid Argon barrel
electromagnetic and endcap
hadronic calorimeters. In the
innermost radii of ATLAS, the
inner detector (shown in grey) is
used for precision tracking of
charged particles

Fig. 2 Segmentation in depth and η of the Tile Calorimeter modules in
the barrel (left) and extended barrel (right). The bottom of the picture
corresponds to the inner radius of the cylinder. The Tile Calorimeter is

symmetric with respect to the interaction point. The cells between two
consecutive dashed lines form the first level trigger calorimeter tower

(one inserted from each face) and extended barrel modules
are read out by one drawer each. Each drawer typically con-
tains 45 (32) readout channels in the barrel (extended barrel)
and a summary of the channels, cells and trigger outputs in
TileCal is shown in Table 1.2

The front-end electronics as well as the drawers’ Low
Voltage Power Supplies (LVPS) are located on the calorime-
ter itself and are designed to operate under the conditions

2The 16 reduced thickness extended barrel C10 cells are readout by
only one PMT. Two extended barrel D4 cells are merged with the cor-
responding D5 cells and have a common readout.

of magnetic fields and radiation. One drawer with its LVPS
reads out a region of ∆η × ∆φ = 0.8 × 0.1 in the barrel and
0.7 × 0.1 in the extended barrel.

In the electronics readout, the signals from the PMT are
first shaped using a passive shaping circuit. The shaped
pulse is amplified in separate high (HG) and low (LG) gain
branches, with a nominal gain ratio of 64:1. The shaper, the
charge injection calibration system (CIS), and the gain split-
ting are all located on a small printed circuit board known
as the 3-in-1 card [6]. The HG and LG signals are sampled
with the LHC bunch-crossing frequency of 40 MHz using a
10-bit ADC in the Tile Data Management Unit (DMU) chip

Figure 3.6: Diagram of the cell geometry of a Tile Barrel module (left) and a Tile Extended
Barrel module (right) [79]. Dashed lines show constant ⌘, and the projective geometry in ⌘
is evident.

For good resolution of high energy jets, the Tile Calorimeter must capture the full radial
extent of each hadronic shower to avoid overflow, or punch through, of jet activity into
the muon system. The Tile Calorimeter extends from r = 2.28 m to r = 4.25 m, which
corresponds to 9.7 nuclear interaction lengths (�) at ⌘ = 0.

Calibration of the Tile Calorimeter is performed using laser-based methods, using 137Cs
source currents, or by injecting a pulse of known magnitude into the readout electronics.
Details on these calibration techniques are available in [79].
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Hadronic Endcap Calorimeters

The Hadronic Endcap Calorimeters (HECs) [76] [77] are composed of copper plates (ab-
sorber) positioned perpendicular to the beam axis. Each HEC extends from 4.26 m < |z| <

6.12 m and radially from 475 mm < r < 2.03 m. The gaps between copper plates are filled
with liquid argon (active material), and three electrodes divide each endcap into four sam-
pling layers at di↵erent |z|. In the two layers closest to the detector origin, the copper plates
are 25 mm thick, compared to 50 mm thick in the outer two layers.

Forward Calorimeters

The Forward Calorimeters (FCAL) [76] [77] extend from 4.7 m < |z| < 5.15 m and
radially from 72 mm < r < 455 mm, covering the range 3.1 < |⌘| < 4.9. In this region,
particle fluxes are high, and the FCAL is designed to be robust against radiation damage.

The FCAL consists of three layers on each side of the detector origin. The inner-most
layer on each side uses copper as the metal absorber, and the outer two use tungsten. The
metal is used to create a matrix of grounded tubes with axes oriented parallel to the beam
direction. Each tube contains a concentric cathode rod, and the gaps between each rod and
the inner tube edge are filled with liquid argon (active material).

3.2.3 Muon Spectrometer

The largest and outermost subsystem of ATLAS is the Muon Spectrometer (MS) [80]
[81], shown in Figure 3.7.

Figure 3.7: Diagram of the ATLAS muon spectrometer [69]. The toroid magnets are shown
in orange.

Three superconducting air-core toroid magnets, one barrel toroid and two endcap toroids,
deflect charged particles towards the ±ẑ direction. Each toroid consists of 8 coils positioned
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at equal distance in �. The magnetic field generated by the barrel toroid is dominant in the
region |⌘| < 1.4, and the magnetic field generated by the endcap toroid is dominant in the
region 1.6 < |⌘| < 2.7. The region 1.4 < |⌘| < 1.6, where both barrel and endcap toroids
contribute to the magnetic field, is known as the transition region.

Monitored Drift Tubes

In most ⌘ regions, Monitored Drift Tubes (MDTs) dominate the precision measurement
of muon tracks and momenta. A single MDT consists of a 15 mm-radius aluminum tube
and a central cathode wire, with the region in between filled with argon gas.

In the barrel region, MDTs are positioned in three layers (“stations”) and divided into
sixteen azimuthal regions. The cylindrical barrel stations are centered around the z-axis at
r = 5 m, 7.5 m, and 10 m. The innermost barrel station is composed of two stacks of four
MDT monolayers each, separated by a support structure. The outer two barrel stations are
structured similarly, but with only three MDT monolayers on either side of the support. The
axis of each drift tube is oriented in the �̂ direction, providing a projection of particle tracks
in the bending plane of the magnetic field (r̂ ⇥ ẑ). The resolution of a single MDT is 80 µm,
but higher resolution is achieved by stacking monolayers of MDTs.

In each endcap, the MDTs are arranged in four disk-shaped stations centered at and
perpendicular to the beam axis (see Figure 3.8). The innermost station is composed of two
stacks of four MDT monolayers, separated by a support structure. The other stations use
only three MDT monolayers on either side of the support. Like the barrel, the endcap is
divided into sixteen azimuthal regions and the axis of each drift tube is oriented in the �̂
direction.

2

2 Muon trigger

2.1 ATLAS detector

The ATLAS detector is a multi-purpose particle physics

apparatus with a forward-backward symmetric cylin-

drical geometry and near 4� coverage in solid angle.
3

The detector consists of four major sub-systems: the

inner detector, electromagnetic calorimeter, hadronic

calorimeter and muon spectrometer. A detailed descrip-

tion of the ATLAS detector can be found in Ref. [3].

The inner detector measures tracks up to |⌘| = 2.5 in

an axial magnetic field of 2T using three types of sub-

detectors: a silicon pixel detector closest to the inter-

action point, a semiconductor tracker surrounding the

pixel detector, and a transition radiation straw tube

tracker covering |⌘| < 2.0 as the outermost part of the

inner detector. The calorimeter system covers the pseu-

dorapidity range |⌘| < 4.9 and encloses the inner detec-

tor. The high-granularity liquid-argon electromagnetic

sampling calorimeter is divided into one barrel (|⌘| <

1.475) and two endcap components (1.375 < |⌘| <

3.2). The hadronic calorimeter is placed directly outside

the electromagnetic calorimeter. A steel/scintillator-tile

calorimeter provides hadronic coverage in the range |⌘| <

1.7. The endcap and forward regions, spanning 1.5 <

|⌘| < 4.9, are instrumented with liquid-argon calorime-

ters. The calorimeters are then surrounded by the muon

spectrometer.

2.2 Muon spectrometer

The muon spectrometer is based on three large air-core

superconducting toroidal magnet systems (two endcaps

and one barrel) providing an average magnetic field of

approximately 0.5T. Figure 1 shows a quarter-section

of the muon system in a plane containing the beam axis.

In the central region, the detectors comprise a bar-

rel that is arranged in three concentric cylindrical shells

around the beam axis. In the endcap region, muon cham-

bers form large wheels, perpendicular to the z-axis. Sev-

eral detector technologies are utilised to provide both

precision tracking and triggering.

The deflection of the muon trajectory in the mag-

netic field is detected using hits in three layers of preci-

sion monitored drift tube (MDT) chambers for |⌘| < 2.

3ATLAS uses a right-handed coordinate system with its ori-

gin at the nominal interaction point (IP) in the centre of

the detector and the z-axis along the beam pipe. The x-axis

points from the IP to the centre of the LHC ring, and the

y-axis points upward. Cylindrical coordinates (r, �) are used

in the transverse plane, � being the azimuthal angle around

the beam pipe. The pseudorapidity is defined in terms of the

polar angle � as � = � ln tan(�/2).
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Fig. 1 A schematic picture showing a quarter-section of the

muon system in a plane containing the beam axis, with mon-

itored drift tube (MDT) and cathode strip (CSC) chambers

for momentum determination and resistive plate (RPC) and

thin gap (TGC) chambers for triggering

In the region 2.0 < |⌘| < 2.7, two layers of MDT cham-

bers in combination with one layer of cathode strip

chambers (CSCs) are used. Muons are independently

measured in the inner detector and in the muon spec-

trometer. Three layers of resistive plate chambers (RPCs)

in the barrel region (|⌘| < 1.05), and three layers of thin

gap chambers (TGCs) in the endcap regions (1.05 <

|⌘| < 2.4) provide the Level-1 muon trigger.

2.3 Level-1 muon trigger

Muons are identified at Level-1 by the spatial and tem-

poral coincidence of hits either in the RPCs or TGCs

pointing to the beam interaction region [3,4]. The Level-

1 triggers generated by hits in the RPC require a coin-

cidence of hits in the three layers for the highest three

pT thresholds, and a coincidence of hits in two of the

three layers for the rest of thresholds. The Level-1 trig-

gers generated by hits in the TGC require a coincidence

of hits in the three layers, except for limited areas in

the lowest threshold.

The degree of deviation from the hit pattern ex-

pected for a muon with infinite momentum is used to es-

timate the pT of the muon with six possible thresholds.

The number of muon candidates passing each thresh-

old is used in the conditions for the global Level-1 trig-

ger. Following a global trigger, the pT thresholds and

the corresponding detector regions, region of interest

(RoIs), are then sent to the Level-2 and event-filter for

further consideration [3, 4]. The typical dimensions of

Figure 3.8: Diagram of a cross section of the ATLAS muon spectrometer [82].
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Cathode Strip Chambers

While the MDTs perform well in more central regions, their comparatively large radius
and the high pressure requirements of argon gas make them ill-suited for regions of very
high particle flux. Instead, Cathode Strip Chambers (CSCs) make precision measurements
of muon momenta in the very forward region (2 < |⌘| < 2.7).

The CSCs are multi-wire proportional chambers, which measure particle trajectories by
detecting charge induced on a segmented cathode readout strip by the avalanche formed
on the anode wire. The wires are oriented in the �̂ direction, providing a projection of
particle tracks in the bending plane of the magnetic field (r̂ ⇥ ẑ). The resolution of these
measurements is about 50 µm.

Each CSC chamber is composed of two layers of four wire planes, separated by a support
structure. The chambers are arranged in two pairs of rings at z = ±7 m, each divided into
eight azimuthal segments. Each chamber is angled so that it is perpendicular to a straight
particle trajectory starting at the detector origin. The CSCs are shown in yellow in Figure
3.8.

Trigger Chambers

Additional subsystems of the muon spectrometer with lower resolution and faster readout
are used for fast muon identification in the trigger system (Section 3.2.4): these include
Resistive Plate Chambers (RPCs) in the barrel and Thin Gap Chambers (TGCs) in the
endcaps. The location of these chambers is indicated in Figure 3.8. As the studies in this
Thesis do not rely on muon-based triggers, the description of these subsystems is left to [80].

3.2.4 Trigger

Due to the 25 ns spacing of LHC proton bunches, collisions in ATLAS occur at a rate
of 40 MHz. An average event has a size of O(1 MB) [83], and the resulting data rate is
a whopping 1 TB/s. This is far too much data to store and process economically, and the
signals from most ATLAS systems require longer than 25 ns to be fully read out. The ATLAS
trigger system is responsible for making quick decisions about which collisions to read out
and save for analysis, reducing the rate to < 1 kHz.

The trigger system is provided with a list of conditions, known as the trigger menu,
that specify what combinations of physics objects are interesting enough to be saved. The
trigger system first constructs a quick summary of the physics content of each event, then
selects those events satisfying one or more of the criteria on the trigger menu. The first step
of trigger selection, Level 1, is implemented directly in the detector hardware. The following
steps, known as the High Level Trigger, are implemented in software.

The trigger used for analyses in this work requires two photons, with the leading (sub-
leading) photon pT > 35 (25) GeV. The performance of this trigger is reviewed in Chapter
5.
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Level 1

The first step in the trigger, Level 1 (L1), is implemented at the hardware level and
considers inputs from the muon and calorimeter systems. At L1, only regions of the detector
where there is activity, called Regions of Interest (ROI), are considered. This allows for
processing of only a fraction of ATLAS’ readout channels at L1.

To speed up calculations, L1 triggers do not use the full granularity of the calorimeters.
Instead, energy deposits are summed over cells in projective regions called calorimeter
towers, which have an angular size of �⌘ ⇥ �� = 0.1 ⇥ 0.1 in the barrel region. Muon
candidates are identified by coincidences in the dedicated Trigger Chambers, which have low
resolution but fast readout compared to the MDTs and CSCs. A topological trigger, which
calculates geometric or kinematic relationships between L1 trigger objects, was also added
for LHC Run 2 [84].

The rate of collisions passing L1 triggers is shown in Figure 3.9 during a 13 TeV run in
2015. The rate is reduced to < 100 kHz after L1 selection. The diphoton trigger used in
later Chapters falls under the “Multi EM” group (dark green).

Luminosity block [~ 60s]
300 400 500 600 700

L1
 tr

ig
ge

r r
at

e 
[k

H
z]

0

20

40

60

80

100

120 L1 total Single JET
Single MUON Multi JET
Multi MUON MET
Single EM TAU
Multi EM Combined

ATLAS Trigger Operation

=13 TeVsData Oct 2015 
L1 group rates (with overlaps)

Figure 3.9: Rate of collisions passing the Level 1 Trigger during a 13 TeV run in 2015 [84].
The total (black) is less than the stacked total due to overlap between di↵erent triggers.

High Level Trigger

The High Level Trigger (HLT) processes only those events passing L1 triggers. This
system is software-based and uses information from all sub-detectors. Tracking informa-
tion from the ID is added to each event, and information in the MDTs near any L1 muon
candidates is also included. Energy deposits in the calorimeters are read out with the full
detector granularity at HLT, and these deposits are clustered together using more complex
algorithms [84].
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The rate of collisions passing HLT triggers is shown in Figure 3.10 during a 13 TeV run
in 2015. The rate is reduced to < 1 kHz after HLT selection. The diphoton trigger used in
later Chapters falls under the “Photon” group (yellow).
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Figure 3.10: Rate of collisions passing the High Level Trigger during a 13 TeV run in 2015
[84]. The total (black) is less than the stacked total due to overlap between di↵erent triggers.
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Chapter 4

Object Reconstruction

Particles traversing the ATLAS detector are identified and reconstructed based on the
combination of signatures they leave in each detector subsystem. Some example particle
signatures are shown in Figure 4.1.

Figure 4.1: Example signatures left in the ATLAS detector by di↵erent types of particles,
shown in a cross sectional slice of the barrel [85].

The complex final state of tt̄H(��) events can contain many types of physics objects:
the decay of the Higgs boson produces a pair of photons, and the decay of the tt̄ system can
produce jets (including b-jets) and/or leptons.

The following Sections review the methods for constructing particle tracks and interac-
tion vertices, as well as the reconstruction algorithms and requirements placed on photons,
electrons, muons, hadronic jets, and missing transverse energy in ATLAS. Reconstructed
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tau leptons are not used in the analyses presented in this Thesis, and the description of tau
reconstruction is left to [86].

The reconstruction of each type of physics object is subject to experimental uncertainties
due to the detector geometry and resolution, as well as the object reconstruction algorithms.
These uncertainties are treated as systematics, and they are fully accounted for in the sta-
tistical analyses performed in later Chapters. For a summary of experimental uncertainties,
see Table 6.3.

4.1 Tracks and vertices

Charged particle trajectories, or tracks, are reconstructed from the pattern of charge
deposits (“hits”) in the Inner Detector. The high granularity and resolution of the ID
systems allows for accurate reconstruction of the position of each hit. The curvature of
each track provides a measurement of the particle’s charge and momentum with resolution
�pT /pT that decreases with the pT of the track [87]. The multi-stage algorithms used to
construct tracks from large sets of ID hits are described in [88]. Tracks are required to have
pT > 500 MeV and |⌘| < 2.5.

Interaction vertices are are determined by an iterative fitting procedure [89]. A fit is
performed over the selected tracks and a seed vertex to extract the best fit position of the
vertex. Tracks that are incompatible with the calculated vertex are removed, and the fit is
repeated. Tracks that are removed can be used to fit additional vertices. Vertex candidates
with < 2 compatible tracks are discarded.

Each event can contain multiple vertices, and the number of vertices per event increases
with pileup. It is common in ATLAS analyses to select the vertex with the maximum sum of
track p

2

T
as the primary interaction vertex. However, H ! �� events can have low charged

particle multiplicity in the final state (e.g. gluon fusion), and in these cases it is insu�cient
to consider tracks alone. For H ! �� measurements, the inputs to primary vertex selection
must include not only track information from the ID, but also photon information from
the ECAL. The primary vertex selection procedure in diphoton events is described in the
following Section.

4.2 Photons

To reconstruct an electromagnetic shower, energy deposits in the calorimeters are col-
lected into topological clusters, or topo-clusters [90]. These topo-clusters are constructed
by grouping together calorimeter cells containing energy deposits that exceed the threshold
for electronic noise and pileup. Topo-clusters that are associated with a secondary vertex
in the ID are designated as converted photon candidates (which have undergone � ! e

+
e

�

in the ID volume). Topo-clusters that cannot be associated with any tracks or vertices are
designated as unconverted photon candidates. Topo-clusters that can be associated with a
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single charged particle track are not designated as photon candidates: these are vetoed in
order to resolve potential ambiguity between photons and electrons.

In order to separate prompt photons, which originate from the primary proton–proton
interaction, from background photons, additional identification and isolation criteria are
applied. Background photons can be secondary photons produced inside of jets, or hadrons
with photon-like signatures (such as ⇡0 hadrons, which decay to a photon pair). In addition,
for the analyses discussed in this Thesis, all photon candidates must have pT > 25 GeV and
|⌘| < 2.37, with the region 1.37 < |⌘| < 1.52 (the “crack” containing dead material upstream
of the ECAL) vetoed.

High e�ciency identification and accurate reconstruction of photons in ATLAS are es-
sential for measurements in the H ! �� decay channel. The photon energy resolution is
calculated using multivariate regression trained on simulated samples. The absolute energy
scale is calibrated using Z ! ee decays and validated on radiative Z decays [91].

Photon identification

In order to reject background photons, cuts are placed on discriminating variables that
are sensitive to di↵erences between prompt and background photons [92]. These variables
include:

• Hadronic leakage: energy deposited in the hadronic calorimeter near an ECAL cluster

• Shower shape variables based on the second ECAL layer

• Shower shape variables based on the ECAL strips layer

Because the ECAL strips layer has fine granularity in ⌘, shower shape variables can be
constructed that are sensitive to the two-pronged structure characteristic of ⇡0 hadron decay.

Cuts on the discriminating variables are optimized in bins of |⌘| to create multiple photon
identification working points. The loose photon identification criteria give higher photon ac-
ceptance but lower background rejection compared to the medium and tight working points.
For the tight photon identification working point, the cut values are optimized in bins of ET

as well as |⌘|, and performed separately for converted and unconverted photon candidates.
The analyses described in following Chapters will make use of photon candidates passing
both loose and tight identification requirements.

Photon isolation

Background photons are usually accompanied by nearby hadronic activity, whereas prompt
photons are well isolated. The isolation variable is defined as the transverse energy in a cone
of angular size R = 0.2 around the photon axis. The transverse energy can be calculated from
calorimeter clusters (subtracting o↵ the contributions from pileup and the photon candidate
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itself):

E
cone20

T
=

X

c 2 cone

E
c

T
� E

� clusters

T
� E

pileup

T
(4.1)

The transverse energy can also be calculated from tracks with pT > 1 GeV that originate at z

within 3 mm of the primary vertex (subtracting o↵ the contribution of any tracks associated
with a converted photon candidate):

p
cone20

T
=

X

t 2 cone

p
t

T
� p

� tracks

T
(4.2)

Photon candidates are considered isolated if the isolation variables are small compared
to the photon transverse energy. For the remainder of this work, photon candidates are
considered isolated if they satisfy

E
cone20

T
< 0.065 ⇥ E

�

T
and p

cone20

T
< 0.05 ⇥ E

�

T
(4.3)

This corresponds to the loose photon isolation working point defined in [92].

4.2.1 Primary vertex selection in diphoton events

For studies of the H ! �� decay, selection of the correct diphoton vertex is critical to
achieve an accurate measurement of the diphoton invariant mass, which depends not only
on the energy of each photon candidate, but also on the angle between them (Equation 1.1).

For H ! �� measurements, the inputs to primary vertex selection include both track
information from the ID and photon information from the ECAL. The ECAL was designed
with fine granularity in ⌘ for the purpose of photon pointing: the vertex of the diphoton
system can be identified with high precision by the ECAL alone (15 mm resolution in z at
⌘=0).

A multivariate algorithm (neural network) is trained to select the primary vertex most
compatible with the diphoton vertex from all vertices reconstructed by the ID [93]. For each
vertex, the following variables are used to train the neural network:

• the z-position where the photon trajectories intersect the beam axis

• the scalar sum over all tracks associated with the vertex of pT and p
2

T

• �� between the vector sum of the track momenta and the momentum of the diphoton
system

• the position of photon conversion vertices, if one or both photons convert to e
+
e

� in
the ID
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The training sample is composed of simulated ggF events. The neural network selects a
primary vertex that is within 0.3 mm of the Higgs production vertex in 79% of simulated
ggF events at

p
s = 13 TeV. For Higgs production modes with higher multiplicity final states

(such as tt̄H), this increases to 84 � 97% of events [94]. For tt̄H(��), the vertex selected
by the neural network and the vertex with the maximum sum of track p

2

T
are identical in

> 96% of simulated events.

4.3 Electrons

Like photon candidates, electron candidates are constructed from a topo-cluster of energy
deposits in the ECAL. However, the ID signature of an electron di↵ers from that of a photon:
electron candidates are associated with a single charged particle track. As for photons, the
electron energy resolution is calculated using multivariate regression trained on simulated
samples. The absolute energy scale is calibrated using Z ! ee decays and validated on
radiative Z decays [91] [92].

For the analyses following in later Chapters, electron candidates must have pT > 15 GeV
and |⌘| < 2.47 with the region 1.37 < |⌘| < 1.52 vetoed. In addition, electron candidates
must satisfy the identification and isolation criteria detailed in this Section.

Electron identification

In order to separate prompt electrons from secondary or fake electrons, a likelihood
discriminant is constructed from sensitive variables [95]. These include

• Hadronic leakage: energy deposited in the hadronic calorimeter near an ECAL cluster

• Shower shape variables based on all three ECAL layers

• Agreement between the ID track and ECAL cluster in measured angle and energy of
the electron candidate

• Parameters of the track in the ID, including the amount of transition radiation mea-
sured in the TRT

Cuts on the likelihood discriminant are optimized in bins of ET and |⌘| to give about 88%
electron e�ciency for typical electroweak processes. Electron candidates in the remainder
of this Thesis are required to satisfy these cuts, which correspond to the medium electron
identification working point defined in [95].

Electron isolation

As in the case of photons, background electrons are usually accompanied by nearby
hadronic activity. The isolation variables used for electrons are analogous to those used for
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photons (Equation 4.1 and 4.2). However, because electrons from the decay of very high
energy particles can be highly columnated, the track isolation variable p

varcone20

T
is defined in

a cone of variable size: R = min(10 GeV/p
e

T
, 0.2).

Electron candidates are considered isolated if the isolation variables are small compared
to the electron transverse energy. For the remainder of this work, electron candidates are
considered isolated if they satisfy

E
cone20

T
< 0.20 ⇥ p

e

T
and p

varcone20

T
< 0.15 ⇥ p

e

T
(4.4)

This corresponds to the loose electron isolation working point defined in [92].

4.4 Muons

Muon tracks are initially reconstructed separately in the ID (see Section 4.1) and the
MS. In the MS, hit patterns in each layer are grouped into straight segments, which are
further combined into tracks [96]. Muon tracks with 0.1 < |⌘| < 2.5 are required to have
at least three hits in at least two MS MDT layers. In the very central region of |⌘| < 0.1,
hits are required in at least one MDT layer and holes larger than one MDT layer are not
allowed. Forward muons with 2.5 < |⌘| < 2.7 are required to leave hits in at least three
MS MDT/CSC layers. A �

2 fit is performed to the MS hits making up each track, and the
track is accepted if the �2 passes the selection criteria. Muon tracks in the MS and ID are
combined by performing a global fit to the muon track using hits in both the ID and MS.

The muon momentum scale and resolution are calculated from J/ ! µµ and Z ! µµ

decays [96].
For the analyses following in later Chapters, muon candidates must have pT > 15 GeV

and |⌘| < 2.7 in addition to satisfying the identification and isolation criteria detailed in this
Section.

Muon identification

For muon candidates in the central region |⌘| < 2.5, the compatibility of the charge-to-
momentum ratio measured in the ID and MS is calculated:

|( q

p
)ID � ( q

p
)MS|q

�2(( q

p
)ID) + �2(( q

p
)MS)

(4.5)

where � indicates the uncertainty on the measurement. Muon candidates are required to have
ID/MS compatibility < 7. Because the region 2.5 < |⌘| < 2.7 is outside of ID acceptance,
muon candidates reconstructed in the MS only are accepted in this range.

Muon candidates in the remainder of this Thesis are required to satisfy these cuts, which
correspond to the medium muon identification working point defined in [96].
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Muon isolation

Prompt muons and muons from the decay of a W , Z, or Higgs boson are well isolated,
whereas background muons (e.g. from the decay of hadrons) are typically associated with
nearby hadronic activity. The isolation variables used for muons are analogous to those
used for electrons. For muon candidates, the variable-sized cone used to calculate the track
isolation is allowed to reach a maximum of R = 0.3.

Muon candidates are considered isolated if the isolation variables are small compared to
the muon transverse energy. For the remainder of this work, muon candidates must satisfy

E
cone20

T
< 0.30 ⇥ p

µ

T
and p

varcone30

T
< 0.15 ⇥ p

µ

T
(4.6)

This corresponds to the fixed-cut loose muon isolation working point defined in [96].

4.5 Hadronic Jets

As for photons and electrons, the reconstruction of hadronic jets begins with the forma-
tion of topo-clusters from energy deposits in the calorimeters [90] [97]. The topo-clusters are
used as input to the anti-kT jet-finding algorithm [98], which groups topo-clusters together
based on their pT and angular separation. Though many jet-finding algorithms have been
proposed, the anti-kT algorithm has the advantage of producing jets of a roughly conical
shape, while also satisfying the criteria for infrared and collinear (IRC) safety:

1. Infrared safe: the jet finding is not impacted by the addition/removal of very low pT

constituents

2. Collinear safe: the jet finding is not impacted by splitting one high pT constituent into
two collinear constituents

For the remainder of this work, jets are constructed using the anti-kT algorithm with R =
0.4 and are required to have pT >25 GeV and |y| < 4.4. Jets within �R < 0.4 of a selected
photon or electron are rejected. For jets with pT < 50 GeV and |⌘| < 2.4, compatibility with
the primary vertex is evaluated using the Jet Vertex Tagger (JVT) likelihood discriminant
[99]. In order to suppress contribution from pileup, incompatible jets are rejected.

4.5.1 Flavor Tagging

Jets initiated by bottom quarks contain B-hadrons. Due to their comparatively long
lifetimes (c⌧ ⇠ 450 µm), these B-hadrons travel a characteristically long distance in the de-
tector before decaying. Thanks to high granularity and good resolution in the pixel detector,
such secondary vertices and other track-based observables are measured with high precision.
Using multivariate techniques, the track and vertex information is compiled into a single
discriminant that separates b-initiated jets from jets initiated by light quarks [100] [101].
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Because these discriminants rely on information collected by the Inner Detector, b-tagging
is only possible for jets with |⌘| < 2.4.

Figure 4.2 shows the performance of the MV2 algorithm for identifying b-jets, with the
su�x c20 (c10) indicating that 15% (7%) of the light jet sample is composed of charm jets
[102]. The horizontal axis shows the percentage of b-jets that are correctly identified in a
simulated sample of tt̄ events, and the vertical axis shows the rejection of light jets.

algorithm has therefore been chosen as the standard b-tagging discriminant for 2016 analyses. Figure 11
shows the MV2c10 BDT output for the signal and background components. The Monte Carlo simulation
has also been adjusted to better represent the data conditions expected in 2016 (pileup profile for 2016 data-
taking), and this is found to have a small e�ect on the performance when re-training the MV2 algorithm
(5-7% improved light-flavour jet rejection and 2-3% gain in c-jet rejection at 77% b-jet e�ciency).
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Figure 10: Light-flavour jet (a) and c-jet (b) rejection versus b-jet e�ciency for the previous (2015 config) and
the current configuration (2016 config) of the MV2 b-tagging algorithm evaluated on tt̄ events. As explained in
Section 4.2, MV2c00 denotes the MV2 algorithm where no c-jet contribution was present in the training. MV2c10
(MV2c20) denote the MV2 outputs where a 7% (15%) c-jet fractions was present in the background sample (for the
2016 configuration).

Operating points are defined by a single cut value on the MV2 output and are chosen to provide a specific
b-jet e�ciency on a tt̄ sample. Table 2 shows the operating points defined for the recommended tagger
b-tagging algorithm, MV2c10, with benchmark performance values.

BDT Cut Value b-jet E�ciency [%] c-jet Rejection Light-jet Rejection � Rejection
0.9349 60 34 1538 184
0.8244 70 12 381 55
0.6459 77 6 134 22
0.1758 85 3.1 33 8.2

Table 2: Operating points for the MV2c10 b-tagging algorithm, including benchmark numbers for the e�ciency and
rejections rates. These values have been extracted from tt̄ events, the main requirement being jet pT above 20 GeV.

Figure 12 displays the comparison of the b-jet e�ciency as a function of jet pT between the current tagger
MV2c10 and the 2015 MV2c20 algorithm. Figure 13 shows the comparison between the baseline 2015
configuration (MV2c20) and the current 2016 approach (MV2c10) for the light-flavour and c-jet rejection
as a function of jet pT and jet �. The distributions have been produced with a fixed cut at the 77% b-jet
e�ciency operating point. The light-jet rejection is slightly descreased in the high b-jet pT region (>100

15

Figure 4.2: E�ciency of b-jet identification vs. rejection of light jets for ATLAS multivariate
b-tagging discriminants in tt̄ Monte Carlo [102]. The name MV2c20 (MV2c10) indicates that
15% (7%) of the light-jet sample is composed of charm jets.

Multiple working points with di↵erent b-jet identification e�ciencies are commonly used
in ATLAS: these include 65%, 70%, 77%, and 85%. For the remainder of this work, a b-
tagged jet refers to a jet passing the MV2c10 77% working point: that is, 77% of b-jets in
a simulation of tt̄ events are correctly identified, which corresponds to ⇠1 in 100 light jets
being misclassified as a b-jet (see Figure 4.2).

It is important to note that the additional tracking space point provided by the IBL
led to substantial improvement in ATLAS b-tagging performance. With no changes in the
b-tagging algorithm, rejection of light jets increased by a factor of up to four for a fixed b-jet
e�ciency, with the greatest improvement at working points between 70-80% [103].

4.6 Missing transverse energy

The incoming protons in ATLAS have approximately zero momentum in the plane trans-
verse to the beam. High pT neutrinos, or BSM particles with very low interaction cross
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sections (such as dark matter candidates), pass through the detector without interacting,
leaving a large momentum imbalance in the transverse plane: this is referred to as missing
transverse energy (missing ET ).

Missing ET is computed as the negative sum of the transverse momentum of all recon-
structed photons, electrons, muons, and jets, plus a soft term reconstructed from tracks that
are not associated with these objects [104] [105]. The z component of the missing energy
cannot be calculated, since the parton–parton center of mass frame has unknown (and pos-
sibly substantial) longitudinal momentum. The missing ET resolution �E

miss

T
(⇠
p

E
miss

T
)

ranges from about 10 � 25% for tt̄ events in ATLAS .
The missing ET significance can be defined in numerous ways. In the following Chap-

ters, an event’s missing ET significance defined as

Missing ET significance ⌘ E
miss

T
/

p
HT (4.7)

where HT is the scalar sum of the pT of all jets in the event.
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Chapter 5

Data and Monte Carlo samples

5.1 Data: LHC Run 2

The results reported in this Thesis are based on Run 2 proton–proton collision data with
center of mass energy

p
s = 13 TeV recorded by the ATLAS detector between 2015 and 2018.

The full dataset amounts to an integrated luminosity of 139.0 ± 2.4 fb�1 once data quality
requirements are imposed (in order to ensure all detector components are operational) [106].
Some results are also reported using partial datasets recorded during 2015-2016 (36.1 ± 1.2
fb�1) and 2015-2017 (79.8 ± 1.6 fb�1).

The integrated luminosity recorded by ATLAS is shown as a function of time in Figure
5.1a. The mean number of interactions per bunch crossing (< µ >) is shown in Figure 5.1b
for the full and partial datasets. For the 2015-2016 data taking period, < µ > was 23, while
it increased to 37 for the 2017-2018 data taking period.
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Figure 5.1: Summary of ATLAS integrated luminosity (a) and pileup conditions (b) during
Run 2 data taking.
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Data events used in Run 2 H ! �� analyses are initially selected by a trigger requiring
two photon candidates with transverse momentum of at least 25 and 35 GeV for the sub-
leading and leading photon, respectively. During 2015-2016, photon candidates were required
to pass a loose online identification requirement at the trigger level. Due to the increase
instantaneous luminosity in 2017-2018, the trigger requirement was tightened to a medium
selection to keep the total trigger rate below 20 Hz [107] (see Figure 5.2).
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Figure 5.2: The diphoton trigger rate is shown separately for each year of Run 2 data taking
[107]. The rate increases linearly with instantaneous luminosity. The di↵erence in slope
between the 2015-2016 and 2017-2018 periods is due to the change in photon identification
requirement.

The diphoton trigger e�ciency is calculated from radiative Z decays. This e�ciency
is shown as a function of the ET and ⌘ of the lower-pT photon in Figure 5.3. Once the
full diphoton event selection is applied (described in later Chapters), the average trigger
e�ciency is found to be > 99% and > 98% for the 2015-2016 and 2017-2018 data taking
periods, respectively.
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Figure 5.3: E�ciency of the diphoton trigger as a function of the ET and ⌘ of the sub-leading
(lower pT ) photon. The e�ciency is calculated from radiative Z decays. [107]

5.1.1 Data control samples

Events used in H ! �� analysis are required to contain two photons passing the tight
identification and isolation requirements described in Section 4.2. Data passing these re-
quirements are referred to as tight/isolated (TI) data.

Events passing trigger requirements but failing at least one of the identification or iso-
lation requirements are referred to as non-tight/isolated (NTI) data. The size of the
NTI dataset (normalized to luminosity) is larger in 2015-2016 than in 2017-2018 due to the
switch from looser to tighter photon identification requirement at trigger level.

It is assumed that data events with diphoton invariant mass far from the Higgs signal
peak (|m�� � 125| > 2) are comprised only of background processes. This region is referred
to as the data sidebands.

The NTI data and NTI/TI data sidebands are used for multiple purposes in later Chap-
ters, including

• to model the continuum background m�� distribution for the selection of a fit function
(Section 6.2.2)

• to model the continuum background in the training of multivariate algorithms (Chapter
9)

• to estimate the continuum background yield under the Higgs signal peak (m�� = 125±2
GeV), for calculation of number-counting significance (Section 9.1)

• to extract the relative contribution of di↵erent processes to the continuum background
(Section 9.3)
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The continuum background yield in the Higgs signal window (nwin

TI
) is estimated by ap-

plying a scale factor to the event yield in one of the data sideband regions (either NTI or
TI):

n
win

TI
= n

SB

NTI
⇥ f1 ⇥ f2 (5.1)

n
win

TI
= n

SB

TI
⇥ f1 (5.2)

The scale factors f1 and f2 are calculated separately in the hadronic and leptonic channels
according to the following formulae:

f1 =
n

win

NTI

n
SB

NTI

; f2 =
n

SB

TI

n
SB

NTI

(5.3)

The scale factor f1 scales the number of NTI events in the data sidebands to the number of
events in the 125 ± 2 GeV mass window. The second term f2 scales the number of NTI to
the number of TI events by using the ratio calculated in the sidebands. Only f1 is applied
to scale the number of TI sideband events to the number of TI events in the mass window.
The scale factors evaluated on the full 139 fb�1 of Run 2 data are listed in Table 5.1.

Preselection f1 f1 ⇥ f2

Hadronic 2�, 0 e/µ, � 3 jets, � 1 b-jet 0.103 0.013
Leptonic 2�, � 1 e/µ, � 1 b-jet 0.094 0.016

Table 5.1: Scale factors for estimating continuum background under the Higgs boson mass
peak (m�� = 125 ± 2 GeV) from data control regions.

A comparison of yields calculated from the NTI data and the TI data sidebands with the
fitted background yield is shown in Table 5.2, using the twenty categories of the tt̄H(��)
CP analysis (Chapter 11) as an example. Because the unscaled NTI sample is much larger
than the TI sample, the statistical uncertainty on the scaled NTI prediction is smaller than
the uncertainty on the TI. In most categories, the continuum background yield predicted by
the scaled NTI data sidebands is smaller than that predicted by TI, and the TI prediction
tends to agree better (within uncertainties) with the fitted background. The performance of
these background estimates is further discussed in later Chapters.
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Category Scaled NTI SB Scaled TI SB Fitted
tt̄H(��) CP 1 0.86 ± 0.11 1.9 ± 0.44 1.3 +0.41/ � 0.50
tt̄H(��) CP 2 1.3 ± 0.13 3.9 ± 0.63 3.0 +0.55/ � 0.56
tt̄H(��) CP 3 0.90 ± 0.11 1.3 ± 0.37 0.87 +0.34/ � 0.32
tt̄H(��) CP 4 0.90 ± 0.11 1.5 ± 0.40 1.2 +0.38/ � 0.42
tt̄H(��) CP 5 1.7 ± 0.15 4.4 ± 0.68 3.9 +0.63/ � 0.72
tt̄H(��) CP 6 2.0 ± 0.16 3.4 ± 0.59 2.8 +0.51/ � 0.57
tt̄H(��) CP 7 1.5 ± 0.14 2.5 ± 0.50 2.2 +0.57/ � 0.59
tt̄H(��) CP 8 6.2 ± 0.28 13.2 ± 1.2 10.4 +1.1/ � 1.4
tt̄H(��) CP 9 6.3 ± 0.29 6.4 ± 0.81 5.4 +0.59/ � 0.77
tt̄H(��) CP 10 0.88 ± 0.11 1.8 ± 0.42 1.4 +0.85/ � 0.91
tt̄H(��) CP 11 12.0 ± 0.39 21.4 ± 1.5 17.6 +2.6/ � 2.7
tt̄H(��) CP 12 58.5 ± 0.87 69.5 ± 2.7 57.9 +2.9/ � 2.9
tt̄H(��) CP 13 0.91 ± 0.12 0.85 ± 0.28 0.63 +0.28/ � 0.32
tt̄H(��) CP 14 1.7 ± 0.16 2.3 ± 0.46 1.9 +0.41/ � 0.43
tt̄H(��) CP 15 0.83 ± 0.12 1.2 ± 0.34 0.96 +0.34/ � 0.35
tt̄H(��) CP 16 2.1 ± 0.18 3.5 ± 0.57 2.95 +0.52/ � 0.60
tt̄H(��) CP 17 2.3 ± 0.19 2.2 ± 0.45 1.75 +0.45/ � 0.44
tt̄H(��) CP 18 0.85 ± 0.12 1.4 ± 0.36 1.25 +0.54/ � 0.55
tt̄H(��) CP 19 2.4 ± 0.20 2.5 ± 0.49 2.23 +0.45/ � 0.55
tt̄H(��) CP 20 3.6 ± 0.24 3.1 ± 0.54 2.92 +0.42/ � 0.53

Table 5.2: Continuum background in the m�� = 125 ± 2 GeV window estimated by scaling
the NTI and TI sidebands, compared to the fitted background in this region. Calculated as
an example in the twenty tt̄H(��) CP categories defined in Chapter 11.
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5.2 Simulated samples

This Section provides an overview of the generation of the simulated Monte Carlo (MC)
samples used in this work. The software used for matrix element calculation and parton
showering is summarized in Table 5.3. In samples using Pythia8 or Herwig7 for parton
showering, the EvtGen package is used to simulate the decays of heavy hadrons.

Generator Purpose Version References
Pythia8 ME+shower, shower only 8.2.12 [108] [109]
Herwig7 ME+shower, shower only 7.03 [110] [111]
Powheg ME only 2 [112] [113] [114]
MG5 aMC@NLO ME only 2.6.2 [52] [53]
Sherpa ME+shower 1.1 [115] [116] [117] [118]
EvtGen Decay of heavy hadrons 1.2.0 [119]

Table 5.3: Summary of Monte Carlo generators used for matrix element calculation and
parton showering.

Once generated, all simulated Higgs boson events are passed through a Geant4 [120]
simulation of the ATLAS detector and reconstructed with the same analysis software used
for data [121]. Additional inelastic proton–proton interactions (pileup) are included in the
simulation for all generated events such that the average number of interactions per bunch
crossing reproduces that observed in data (Figure 5.1b). The pileup collisions were produced
using Pythia (8.1.86) with the A2 parameter tune [122] and the MSTW2008lo PDF set [123].

Simulated events are accompanied by a Monte Carlo weight: this weight indicates the
relative probability of events in di↵erent regions of phase space, while allowing all regions
of phase space to be populated somewhat uniformly. Statistical uncertainties on simulated
distributions are given by the quadratic sum of the Monte Carlo weights. This corresponds
to a variance �2 of

�
2 =

X

i

w
2

i
(5.4)

In order to keep these statistical uncertainties small, simulated samples typically contain
� 10⇥ the number of events expected in data.

5.2.1 SM Higgs boson samples

Monte Carlo samples of Higgs boson events with the H ! �� decay were generated
for all production modes summarized in Table 5.4. For all samples, the simulation uses
Higgs boson mass mH = 125 GeV and width �H = 4.07 MeV. A K-factor is applied to
all SM samples that scales the prediction from the generator to the most accurate available
theoretical calculation at mH = 125.09 GeV (see Table 2.1). The rate is also scaled by the
branching fraction of H ! �� (0.277%).
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Process ME Generator PDF set Shower Tune
ggF Powheg PDF4LHC15 Pythia8 (Herwig7) AZNLO (H7UE)
VBF Powheg PDF4LHC15 Pythia8 AZNLO
WH Powheg PDF4LHC15 Pythia8 AZNLO

qq̄ ! ZH Powheg PDF4LHC15 Pythia8 AZNLO
gg ! ZH Powheg PDF4LHC15 Pythia8 AZNLO

bb̄H Powheg PDF4LHC15 Pythia8 AZNLO
tt̄H Powheg PDF4LHC15 Pythia8 (Herwig7) A14 (H7UE)
tt̄H MG5 aMC@NLO NNPDF30 Pythia8 (Herwig7) A14 (H7UE)
tHjb MG5 aMC@NLO NNPDF30 Pythia8 (Herwig7) A14 (H7UE)
tWH MG5 aMC@NLO NNPDF30 Pythia8 (Herwig7) A14 (H7UE)

Table 5.4: Summary of Standard Model Higgs boson Monte Carlo samples.

Gluon fusion (ggF) is simulated at next-to-next-to-leading-order (NNLO) accuracy in
QCD using the Powheg NNLOPS program [124], with the PDF4LHC15 PDF set [125]. The
parton-level events are passed to Pythia for computation of parton showering, hadronization
and underlying event e↵ects using the AZNLO set of parameters that are tuned to data
[126]. The sample is normalized such that it reproduces the total cross section predicted
by the N3LO QCD calculation with NLO electroweak corrections applied (Table 2.1). An
alternative parton shower sample for ggF uses the same Powheg NNLOPS configuration
for the matrix element calculation, but is interfaced instead to Herwig7 with the H7UE
parameter tune [111].

Vector boson fusion (VBF), vector boson associated Higgs production (including qq̄ !

WH, qq̄ ! ZH, and gg ! ZH), and bb̄H production are all generated at next-to-leading-
order (NLO) accuracy in QCD using Powheg with the PDF4LHC15 PDF set. The parton
shower is generated by Pythia8 using the AZNLO parameter set.

Standard Model tt̄H production is simulated using multiple matrix element generators.
All tt̄H samples are normalized to the cross section calculated at NLO in QCD and EW
(see Table 2.1). The nominal tt̄H sample is generated at NLO with Powheg and PDF set
PDF4LHC15 and interfaced to Pythia8 for parton showering using the A14 parameter tune
[122]. An alternative parton shower sample for tt̄H uses the same Powheg configuration for
the matrix element calculation, but is interfaced to Herwig7 for parton showering with the
H7UE parameter tune.

A Standard Model tt̄H sample is also generated with MG5 aMC@NLO for use in conjunc-
tion with the BSM samples described in Section 5.2.2. The matrix element is calculated at
NLO accuracy with the NNPDF30 PDF set [127], and the parton shower is generated using
Pythia8 and the A14 parameter tune. The dynamical renormalization (µR) and factorization
(µF ) scales are defined as one half the scalar sum of the transverse masses of all final state
particles (1

2

P
mT ). An alternative parton shower sample uses the same MG5 aMC@NLO

configuration for matrix the element calculation, but is interfaced to Herwig7 for parton
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showering with the H7UE parameter tune.
Higgs production in association with a single top quark, a b quark and a light quark (tHjb)

is produced at NLO accuracy in QCD (no electroweak correction) using MG5 aMC@NLO
with the four-flavor scheme in the NNPDF30 PDF set. The parton-level events are showered
using Pythia8 and the A14 parameter tune. The renormalization and factorization scales
are defined as one half the scalar sum of the transverse masses of all final state particles
(1

2

P
mT ). An alternative parton shower sample for tHjb uses the same MG5 aMC@NLO

configuration for the matrix element calculation, but is interfaced to Herwig7 for parton
showering with the H7UE parameter tune.

Associated production of a Higgs boson with a single top quark and a W boson (tWH)
is produced at NLO accuracy in QCD (no electroweak correction) using MG5 aMC@NLO
with the NNPDF30 PDF set, and the parton showering is performed using Pythia8 and the
A14 parameter tune. The renormalization and factorization scales are defined as one half
the scalar sum of the transverse masses of all final-state particles (1

2

P
mT ). At NLO, there

is interference between the tWH and tt̄H processes [36], as demonstrated in Figure 2.12.
The contribution to tWH from doubly resonant diagrams (tt̄H overlap) is removed, and the
interference between the diagrams is maintained as a component of the tWH signal. An
alternative parton shower sample for tWH uses the same MG5 aMC@NLO configuration
for the matrix element calculation, but is interfaced to Herwig7 for parton showering with
the H7UE parameter tune.

5.2.2 BSM Higgs samples

The Higgs Characterization (HC) model [51] is implemented in the MG5 aMC@NLO
generator, enabling the generation of Monte Carlo samples with di↵erent values of the CP
mixing parameters defined in the e↵ective Lagrangian in Equation 2.28. The simulated
samples and their parameter settings are listed in Table 5.5.

As in the SM case, the MG5 aMC@NLO samples are interfaced with Pythia8 for parton
showering and EvtGen, and the NNPDF30 PDF set is used (five-flavor scheme for tt̄H and
tWH, four-flavor scheme for tHjb). The renormalization and factorization scales are again
defined as 1

2

P
mT . As a cross check, samples with SM settings (↵ = 0�, t = 1) are

produced in the HC model and compared to the nominal SM samples: agreement is found to
be good for all processes. Since the cross section of ggF production also varies with t and
↵, MG5 aMC@NLO is also used to generate ggF+2 jets samples at three di↵erent values of
the CP mixing angle ↵.

The same K-factors derived for the SM case are applied to all BSM samples, since it
was found that the K-factors change little with ↵. For each sample, the cross section (with
K-factor applied) times H ! �� branching fraction is shown in Table 5.6.
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t ↵ cos↵ SM = 1/ cos↵
1 0� (SM, CP even) 1 1
1 15� 0.965926 1.035276
1 30� 0.866025 1.154701
1 45� 0.707107 1.414214
1 60� 0.5 2
1 75� 0.258819 3.863703
1 90� (CP odd) 0.000001 106

-1 0 1 1
0.5 0 1 1
2 0 1 1
2 45 0.707107 1.414214

Table 5.5: Parameters used in the HC model to produce samples with CP mixing in the
Higgs-top coupling. For ↵ = 90�: due to numerical precision, cos↵ strictly equal to zero
cannot be generated, and a value approaching it (10�6) and a defined value for SM (106)
are used for the pure CP odd Monte Carlo samples.

Parameters Normalized � ⇥ B�� [fb]

t ↵ tt̄H tHjb tWH ggF

1 0� (SM) 1.150 0.169 0.034 33.1
1 15� 1.113 0.177 0.038 –
1 30� 0.995 0.207 0.048 –
1 45� 0.827 0.266 0.064 53.7
1 60� 0.666 0.382 0.087 –
1 75� 0.545 0.548 0.116 –
1 90� 0.500 0.753 0.150 74.4
-1 0� – 1.980 0.307 –
0.5 0� – 0.264 0.030 –
2 0� – 0.666 0.190 –
2 45� – 0.570 0.226 –

Table 5.6: NLO cross section times branching ratio for the tt̄H, tHjb, tWH, and ggF
processes for di↵erent CP scenarios, normalized with the K-factor. Unfilled entries indicate
that no sample with these parameters was generated.
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5.2.3 Background samples

Backgrounds for H ! �� include non-Higgs processes with ISR/FSR photons and events
containing one or more objects that are misidentified as photons. Such processes result in a
background spectrum that is continuous and decreasing in the diphoton mass variable m��,
and it is therefore referred to as the continuum background.

The exact rate and composition of the continuum background is di�cult to model, and the
background estimation in H ! �� analyses is done using a data-driven method (see Section
6.2.2). However, simulated samples are needed to validate analysis methods and study
the composition of the background in data. Large Monte Carlo samples are particularly
critical for the determination of the functional form (not the parameters) of the continuum
background m�� spectrum in specific regions of phase space, and for the estimation of the
uncertainty on the continuum background shape (see description of the spurious signal test
in Section 6.2.2).

In regions targeting tt̄H(��), the dominant contributions to the continuum background
arise from tt̄�� and ��+jets processes. The tt̄�� background is generated at leading order
in QCD using MG5 aMC@NLO and the NNPDF PDF set, and interfaced to Pythia8 for
parton showering (A14 tune). The renormalization and factorization scales are defined as
1

2

P
mT . Background events from continuum ��+jets production are simulated using the

Sherpa event generator with the CT10 PDF set. The matrix element is calculated at leading
order in QCD with the real emission of up to three additional partons, and interfaced with
the Sherpa parton shower using the default parameter tune for the underlying-event activity.

Since the sample size required for good modeling of ��+jets and tt̄�� backgrounds is
very large, a fast parametric simulation of the ATLAS detector response is used [121] [128].
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Chapter 6

Statistical model

The detection of the Higgs to diphoton decay is possible due to the clean signature and
excellent photon energy resolution of the ATLAS detector, as well as the high signal-to-
background ratio of this channel compared to other Higgs boson decay modes. These factors
make H ! �� a powerful channel for Higgs boson measurements, despite the small branching
fraction (0.277%). The H ! �� channel is characterized by a peak in the diphoton invariant
mass (m��) spectrum, which rises above a smoothly falling background. The size of the
Higgs boson signal is extracted from a signal-plus-background maximum likelihood fit to the
m�� spectrum in data.

The statistical tools required for a H ! �� analysis are detailed in this Chapter. The
first Section explains the statistical advantages of defining multiple analysis categories with
di↵erent signal-to-background ratios, an approach that is used for the analyses detailed in
later Chapters. Section 6.2 describes the parameterization of the shape of the signal and
background m�� distributions. The likelihood model is introduced in Section 6.3, and sources
of systematic uncertainty are described in Section 6.4. The final Section describes a common
statistical procedure used to reweight data for presentation purposes.

6.1 Motivation for categorization

In the analyses included in this Thesis, events passing a simple preselection are divided
into multiple categories, and a maximum likelihood fit is performed simultaneously to the m��

spectra in all categories. The partition of selected events into categories helps to maximize
the statistical significance Z: as long as the categories contain di↵erent ratios of signal to
background events (S/B), the statistical significance of signal process S (e.g. tt̄H) is higher
in the multi-category case than in the single-category case.

The short proof below demonstrates that this is true for categories containing large
numbers of data events, where the statistical significance is well approximated by Z = S/

p
B.

The conclusion holds for more complex formulations of the likelihood (including that outlined
in Section 6.3), assuming that B is well estimated.
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A short proof

Any region can be partitioned into two categories such that Category 1 contains S1 signal
and B1 background events, and Category 2 contains S2 signal and B2 background events.
The un-partitioned region contains S1 + S2 signal and B1 + B2 background events, and the
corresponding signal significance is

Z =
S1 + S2

p
B1 + B2

(6.1)

Following the partition into two categories, the signal significance is the sum in quadrature
of the single-category significances:

Z
0 =

s
S

2

1

B1

+
S

2

2

B2

(6.2)

The following demonstrates that Z
0
> Z when S1/B1 6= S2/B2. All event yields S1, S2, B1,

and B2 must be � 0.

Z
02

� Z
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S
2

1

B1

+
S

2

2

B2

�
(S1 + S2)2

B1 + B2

(6.3)

Applying a common denominator gives

=
(S2

1
B2 + S

2

2
B1)(B1 + B2) � B1B2(S1 + S2)2

B1B2(B1 + B2)
(6.4)

Expanding and canceling like terms gives

=
B

2

1
S

2

2
+ B

2

2
S

2

1
� 2B1B2S1S2

B1B2(B1 + B2)
(6.5)

which simplifies to

=
B1B2

B1 + B2

(
S1

B1

�
S2

B2

)2
> 0 (6.6)

QED.

6.2 Signal and background shapes

The H ! �� signal peak and the continuum diphoton background are modeled by
analytic functions of m��. This Section outlines the criteria for selecting these functions,
which are later fitted to data to extract cross section and signal strength results.
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6.2.1 Signal model

The Double-Sided Crystal Ball function (DSCB) is described by a Gaussian core
and two asymmetric exponential tails:

fDSCB(m��) = N ⇥

8
>>><

>>>:

e
�t

2
/2 if � ↵low  t  ↵high

e
�1

2↵
2
low

h
1

Rlow
(Rlow � ↵low � t)

i�nlow

if t < �↵low

e
�1

2↵
2
high

h
1

Rhigh
(Rhigh � ↵high + t)

i�nhigh

if t > ↵high

(6.7)

where t = (m�� � µCB)/�CB and R = n

↵
. The parameters µCB and �CB describe mean and

width of the Gaussian core, and ↵low, ↵high, nlow, and nhigh describe the tails.
In each analysis category, the signal parameters are fit to the inclusive SM Higgs boson

Monte Carlo sample (the sum of all SM Higgs boson production modes), which are generated
with mH = 125 GeV. The signal shape parameters in each category are taken from these fits.
The Higgs boson mass has been measured by ATLAS and CMS [37] to be slightly higher
than 125 GeV:

mH = 125.09 ± 0.21 (stat) ± 0.11 (syst) GeV (6.8)

The mean of the DSCB is therefore shifted by mH � 125 = 0.09 GeV for consistency with
the measured Higgs boson mass. This rigid translation is viable because the energy scale
systematics are large compared to the size of this shift.

The Monte Carlo m�� distribution and fitted signal shape are shown in Figure 6.1 for
two example analysis categories targeting the tt̄H(��) process (details in Chapter 9). In
both categories, the DSCB captures the shape of the Monte Carlo signal. The fitted signal
resolution (�CB) varies between categories depending on photon kinematics, and will be
reported separately for each analysis in later Chapters.
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Figure 6.1: Diphoton invariant mass spectrum in Higgs boson Monte Carlo events with the
fitted DSCB function overlaid, shown for two categories targeting tt̄H(��) events with high
(low) signal-to-background ratio in red (blue). The m�� resolution (�CB) varies between the
categories due to di↵erences in photon kinematics.

6.2.2 Background model

The continuum background for H ! �� decays is evaluated using a fully data-driven
method. Simplified methods (including the estimation of continuum background yield from
the data control regions described in Section 5.1.1) are used only for the optimization of
analysis cuts and strategies.

The continuum background m�� distribution is modeled by a smoothly falling analytic
function. The functional form is chosen using the spurious signal test to maximize sen-
sitivity to signal and minimize the systematic uncertainty on the background shape. Full
details of the spurious signal test can be found in [129].

The spurious signal test is used only to determine the form of the background function
for the final signal-plus-background fit, not the values of the free parameters. The overall
background normalization and the values of the parameters are determined in the final
signal-plus-background fit.

To perform the spurious signal test, a template m�� distribution is constructed to model
the continuum background in each analysis category. The templates are constructed from
representative Monte Carlo or data control samples. Each template distribution is checked
against the data sidebands to ensure that the chosen sample is a reasonable model of the
background distribution in data. A �

2 fit is used to determine this compatibility and is
reported alongside the spurious signal results in later Chapters.

The background template is fitted with a signal-plus-background model in the range 105
GeV < m�� < 160 GeV, where the background shape is the function under evaluation. The
signal shape used in this fit is a DSCB function with parameters determined according to the
procedure outlined in Section 6.2.1. The number of fitted signal events is computed for Higgs
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boson masses varying in intervals of 1 GeV from 121 GeV to 129 GeV. Negative fitted signal
is allowed: this indicates that the fit function over-predicts the continuum background. The
spurious signal Nsp is taken to be the number of fitted signal events with largest magnitude
in this 8 GeV window.

The spurious signal test is performed for a variety of candidate background functions:

• Exponential function: f(m��) = e
cm��

• Exponential function of a second order polynomial: f(m��) = e
c1m

2
��+c2m��

• Bernstein polynomial of order N=3,4,5: BN(m��) =
P

N

i=0
ci

✓
N

i

◆
m

i

��
(1 � m��)N�i

• Power law function: f(m��) = m
c

��

• Dijet function: f(m��) = m
c1
��

(1 � m��)c2

The selected background function must satisfy at least one of the following criteria:

• Nsp < 0.10 ⇥ Ns,exp, where Ns,exp is the expected SM number of signal events in the
category.

• Nsp < 0.20 ⇥ �lumi, where �lumi is the statistical uncertainty on the fitted number of
signal events when fitting the signal-plus-background model to the template. This
ensures that the spurious signal is negligible compared with statistical uncertainty.

If more than one candidate function passes the test, the function with the fewest free param-
eters is selected. In cases where multiple functions with the same number of free parameters
pass, the function with the smaller value of Nsp is chosen.

In the case of low statistics categories such as tt̄H, a single-parameter function is greatly
preferred in order to avoid fitting statistical fluctuations in the background templates. The
spurious signal criteria are relaxed to accommodate 2� local statistical fluctuations in the
background template. This is done by defining a new variable:

⇣sp =

8
><

>:

Nsp + 2�MC , Nsp + 2�MC < 0

Nsp � 2�MC , Nsp � 2�MC > 0

0, otherwise

(6.9)

where �MC is the statistical uncertainty on the background template. The new variable ⇣sp
should then pass the criteria as Nsp before. Though the ⇣ variable is used to choose the
background functional form, Nsp (not ⇣) is used as the spurious signal uncertainty.

The number of spurious signal events in each category is treated as a systematic uncer-
tainty on the signal yield. The selected functions and spurious signal systematics will be
reported separately for each analysis in later Chapters.
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6.3 Likelihood model

All statistical tests in this work use the profile likelihood ratio as the test statistic:

⇤(x) =
L(x,

ˆ̂
✓(x))

L(x̂, ✓̂)
(6.10)

where L is the likelihood function. In this equation, x represents the parameters of interest
(POIs), and ✓ is the vector of all nuisance parameters (NPs), including systematic uncertain-
ties and parameters describing the shape and normalization of non-Higgs background. The
variables x̂ and ✓̂ denote the values of x and ✓ that maximize the unconditional likelihood
estimate (all NPs are free), while ˆ̂

✓(x) denotes the values of ✓ that maximize the conditional
likelihood estimate at a fixed x.

The test statistic �2 ln ⇤ is assumed to follow a �2 distribution with one degree of freedom
[130]. Agreement of the measured x with a test hypothesis is quantified (in the asymptotic
approximation) by a p-value from the observed value of �2 ln ⇤(x).

In the case of a single-category analysis, the likelihood function L is constructed from a
signal-plus-background model. The parameterization of the signal model s and the choice
of background functional form b for each category are described in detail in the previous
Section. The resulting probability density functions are:

s(m��; µCB, �CB) (6.11)

b(m��; ~⇠) (6.12)

The DSCB parameters in the signal function are fixed to the values found by following
the procedure in Section 6.2.1. The parameters ↵low, n

low, ↵high, n
high are omitted in the

argument of s for the sake of brevity. The background shape parameters ~⇠ remain free in
the fit.

The most common choice of POI is the signal strength µ, which gives the ratio of
measured to SM cross sections:

µi =
�

meas

i

�
SM

i

(6.13)

In order to measure di↵erent POI, such as the  parameters described in Section 2.3.3, the
signal strengths can be re-paramtereized (see Table 2.3). Apart from the re-parameterization
of the signal strength, the likelihood and test statistic remain unchanged. For the measure-
ment of the CP properties of tt̄H, the signal strengths are re-parameterized in terms of POI
t and mixing angle ↵ (see Chapter 12).

The likelihood for a single category without systematics takes the form

L(µ, NB, ~⇠) = e
�NS�NB

Y

k

h
NBb(mk

��
; ~⇠) + NSs(mk

��
; µCB, �CB)

i
(6.14)
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where m
k

��
are the measured data points, NB the number of continuum background events,

and NS the number of measured Higgs boson events, which can be written

NS =
X

p

µp ⇥ Np (6.15)

where Np is the predicted yield of process p. For a multi-category analysis, the total likelihood
function without systematics is the product of the likelihood in each category. All categories
use the same parametrization for the likelihood (Equation 6.14), and the POI are correlated
across all categories. The background normalization and shape parameters (N c

B
and ~⇠

c) are
fitted independently in each category c. Measurements of the POI are extracted from an
unbinned maximum likelihood fit over the total multi-category likelihood.

6.3.1 Treatment of systematics

Systematic uncertainties are incorporated into the likelihood to account for known sources
of imprecision in experimental measurements and theoretical calculations. Each systematic
uncertainty has a value (sign and magnitude) � and an associated nuisance parameter
(NP) ✓ that is left free in the maximum likelihood fit. Systematic uncertainties in H ! ��

analyses can impact the measured Higgs signal yield from production process p (Np), the
mean of the Higgs signal shape (µCB), and the width of the Higgs signal shape (�CB).

For each systematic uncertainty on the Higgs signal yield from production process p, the
parameter Np in the likelihood is modified by a response term (1 + �i✓i):

Np ! Np

Y

i

(1 + �i✓i) (6.16)

For each systematic uncertainty on the signal mean and resolution, response terms are added
to µCB and �CB respectively:

µCB ! µCB

Y

i

(1 + �i✓i) (6.17)

�CB ! �CB

Y

i

(1 + �i✓i) (6.18)

A constraint term associated with each systematic uncertainty modifies the overall
likelihood:

L(µ, ✓) ! L(µ, ✓)
Y

i

Fi(ri, ✓i) (6.19)

The means of the constraint terms ri are global observables: these represent the expected
values of the NPs ✓i. In the unconditional maximum likelihood fit, all global observables are
zero. The constraint term F (r, ✓) takes one of the following forms:
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• Gaussian:

F (r, ✓) = exp

"
�

1

2

✓
✓ � r

�

◆2
#

(6.20)

• Log Normal:

F (r, ✓) =
1

(✓ � r)
exp

"
�

1

2

✓
ln(✓ � r)

�

◆2
#

(6.21)

• Asymmetric: an asymmetric implementation of the log normal constraint with a
smooth polynomial interpolation in between [131]

The forms of the constraints for each systematic uncertainty are summarized in Tables 6.2 -
6.3.

For the remainder of this work, the likelihood used in the maximum likelihood fit used
includes the systematic uncertainties summarized in Section 6.4.

6.3.2 Generation of Asimov datasets

For each Higgs boson measurement, expected results are evaluated on an Asimov dataset
[130], which is used to represent the data that would be obtained for a specified value
of the POI. Expected results (that is, the results that would be obtained if the data fol-
lowed the Standard Model) can be derived from a fit to the signal-plus-background Asimov
dataset. There are several possibilities for the evaluation of the signal-plus-background Asi-
mov dataset.

Pre-fit Asimov does not use data in the region near the Higgs mass peak, but only
data in the sideband region (|m�� � 125| > 5 GeV). This Asimov prescription is particularly
useful before an analysis is unblinded. A fit is performed to data in the sidebands only, and
each global observable is set to the best fit value of the corresponding NP. The SM (µ = 1)
signal is super-imposed on the background obtained in this way.

Similarly, post-fit Asimov using the full diphoton mass range (105-160 GeV) can be
used to compute the expected significance. In this case, a fit is performed to data in the full
m�� range, and each global observable fixed to the best fit value of the corresponding NP.
This fit can be performed in two ways:

1. Fix the signal strength µ fixed to 1, then perform the fit to data. Set each global
observable to the best fit value of the corresponding NP. Generate the m�� distribution.

2. Perform the fit to data with µ profiled. Set each global observable to the best fit value
of the corresponding NP. Set µ to 1 and generate the m�� distribution.
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The signal-plus-background Asimov datasets (and therefore the expected signal signifi-
cances) obtained by these di↵erent methods are not necessarily the same. Figure 6.2 shows
the pre-fit Asimov dataset (green) and the post-fit Asimov datasets obtained by methods 1
(red) and 2 (blue) in an example analysis category targeting the tt̄H(��) process (details in
Chapter 9). Di↵erences are visible in the shape and normalization of the continuum back-
ground, as well as in the shape and normalization of the Higgs boson mass peak, due to the
di↵erent treatment of the global observables in these three prescriptions.
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Figure 6.2: Example signal-plus-background Asimov datasets in one tt̄H(��) analysis cat-
egory. The pre-fit Asimov dataset is shown in green, and the post-fit Asimov datasets
generated with methods 1 and 2 are shown in red and blue respectively.

In the analysis category shown in Figure 6.2, an excess of events in the m�� region 125-
130 GeV causes a shift in the position and width of the signal peak in the post-fit Asimov
datasets relative to the pre-fit Asimov dataset (which is insensitive to data in the region
120-130 GeV). Because the fit used to generate the Asimov dataset in method 1 assumes
a rigid µ = 1 normalization of the signal peak, the observed excess in data results in a
higher background normalization relative to method 2. In addition, profiling µ in method 2
can accommodate the excess in observed data without substantial pulls on signal systematic
uncertainties. In method 1, these systematics are pulled to fit the excess, resulting in a
higher signal normalization than method 2.

For the remainder of this work, expected results are derived on a post-fit Asimov dataset
generated by profiling the POI (method 2, corresponding to the blue curve in Figure 6.2).

6.4 Sources of systematic uncertainty

The systematic uncertainties on the tt̄H(��) measurement can be divided into two pri-
mary categories: theoretical uncertainties and experimental uncertainties. The source, form,
and impact of these uncertainties is summarized below.
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6.4.1 Theoretical uncertainties

Theory systematics are applied to account for missing higher order QCD corrections,
imprecise knowledge of the strong coupling constant ↵S, and uncertainties on the parton
distribution functions (PDFs). These uncertainties can impact the overall Higgs boson pro-
duction rates as well as the kinematics of Higgs boson events. The latter uncertainties (known
as migration uncertainties) account for the possibility of event migration between cate-
gories, or in/out of selection entirely.

Uncertainties on the predicted Standard Model cross section of process p are not included
on the measurement of cross section �p. However, these uncertainties are included on mea-
surements of the signal strength µp, since this result parameterizes the cross section in terms
of the SM prediction. In addition, if a process q 6= p is not measured simultaneously, but is
fixed to the SM expectation, then theory uncertainties on the inclusive SM �q are included on
the measurement of both �p and µp. Migration uncertainties are included on measurements
of both �p and µp.

The sign and magnitude of each theory uncertainty is calculated separately in each cat-
egory and for each signal process: this includes the tt̄H process for the cross section mea-
surement described in Chapter 10, and tt̄H, tHjb, and tWH for the measurement of CP
mixing angle described in Chapter 12. Theory uncertainties are evaluated by varying the
QCD renormalization and factorization scales (µR, µF ) up and down by a factor of two, and
by varying the PDF parameters according to prescriptions laid out in [34] or [13].

For processes with rates much lower than the target process(es), inclusive uncertainties
[34] can be applied in every category. The values of these can be found in Table 6.1. These
are used for example for tHjb, tWH and bbH in Chapter 10.

Process Order (QCD) QCD+ [%] QCD� [%] PDF [%]
ggF N3LO 4.6 6.7 3.2
VBF NNLO 0.4 0.3 2.1
WH NNLO 0.5 0.7 1.9
ZH NNLO 3.8 3.0 1.6
tt̄H NLO 5.8 9.2 3.6
bb̄H 5FS NNLO or 4FS NLO 20.1 23.9 �

tHjb LO 6.5 14.7 3.7
tWH NLO 4.9 6.7 6.3

Table 6.1: QCD scale and PDF uncertainties on inclusive Higgs boson production cross
sections at

p
s = 13 TeV with mH = 125.09 GeV [34]. The QCD uncertainties listed for the

bb̄H process are combined QCD/PDF uncertainties.

For Higgs boson production modes with large rates (ggF, VBF, and V H), inclusive
uncertainties are available. However, existing measurements of V + b-jets [132] [133] and
H + b-jets in the H ! ZZ ! 4` channel [134] indicate that there is substantial mis-
modeling in regions where at least one b-jet is required. Figure 6.3 shows a discrepancy of



CHAPTER 6. STATISTICAL MODEL 68

O(100%) between the predicted and measured rates of Higgs boson production with � 1
b-jet, which is far too large to be covered by the inclusive uncertainties in Table 6.1. Since
the preselection for the tt̄H(��) analyses includes a b-jet requirement, a conservative 100%
heavy flavor uncertainty is assigned to the ggF, VBF, and V H processes to account for
this discrepancy.
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Figure 6.3: Measured Higgs boson production cross section in bins of b-jet multiplicity in
the H ! ZZ ! 4` decay channel with 36.1 fb�1 of 13 TeV data [134]. The discrepancy
between data and simulation in the �1 b-jets bin is O(100%).

Migration uncertainties due to Monte Carlo modeling can be calculated by comparing
the predictions of di↵erent Monte Carlo generators. The Underlying Event / Parton
Showering (UEPS) systematic accounts for uncertainty in the modeling of the underlying
event, parton shower, and hadronization. This uncertainty is evaluated by comparing the
same Monte Carlo generator interfaced with di↵erent parton showering algorithms (typically
Pythia and Herwig). The relative UEPS uncertainty on the yield np of process p is

n
Herwig

p
� n

Pythia

p

n
Pythia

p

(6.22)

The theory uncertainties and associated nuisance parameters (NPs) are summarized in
Table 6.2. The correlation of NPs across categories and the form of the constraint terms are
also shown. Details on the di↵erent types of constraints are included in Section 6.3.1.
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Source Number of NPs Constraint type Correlated
QCD scale 1 per process asymmetric yes
LHAPDF: PDF + ↵S 1 per process log normal yes
PDF4LHC: PDF + ↵S 31 log normal yes
UEPS 1 per process log normal yes
Heavy Flavor 1 per process log normal yes
H ! �� BR 1 asymmetric yes

Table 6.2: Summary of the theory uncertainties incorporated into the H ! �� likelihood
model. The PDF uncertainty is evaluated either inclusively using the LHAPDF prescription
[13] or using the 31 eigenvector PDF4LHC scheme [34].

6.4.2 Experimental uncertainties

Many sources of experimental uncertainty arise from the reconstruction and calibration
of physics objects from low-level detector responses. The impact of these uncertainties is
obtained by calculating systematic variations provided by ATLAS Combined Performance
groups. Experimental uncertainties include

• Luminosity, which contributes an uncertainty of 1.7% to the total event yield [106]

• Trigger, which contributes an uncertainty of 0.4% to the total event yield [84] [107]

• Pileup reweighting

• Jet uncertainties, including uncertainties on tracks, vertex identification, jet energy
scale and resolution, and flavor composition/tagging [87] [89] [97] [100] [101]

• Photon uncertainties, including energy scale, resolution, identification, and isolation
[91] [92]

• Electron uncertainties, including energy scale, resolution, identification, and isola-
tion [91] [92] [95]

• Muon uncertainties, including energy scale, resolution, identification, and isolation
[96]

• Missing ET [104] [105]

In a multi-category analysis, the sign and magnitude of these experimental uncertainties are
calculated separately in each category.

The choice of an analytic function to model the continuum background also introduces
a potential bias to the signal plus background fit. The spurious signal test (Section 6.2.2)
quantifies the impact of a given background model on the fitted number of signal events.
The spurious signal is therefore included as an experimental systematic uncertainty on the
signal yield in each category.
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Finally, the uncertainty of the measured Higgs boson mass from the ATLAS and CMS
combination [37] is also applied to the mean of the signal DSCB shape (µCB) by following
Equation 6.17.

The experimental uncertainties and associated nuisance parameters (NPs) are summa-
rized in Table 6.3. The correlation of NPs across categories and the form of the constraint
terms are also shown. Details on the di↵erent types of constraints are included in Section
6.3.1.

Source Number of NPs Constraint type Correlated

Yield

Luminosity 1 log normal yes
Trigger e�ciency 1 log normal yes
Photon e�ciency 3 (ID, isolation, trigger) asymmetric yes

Yield and Migration

Flavor tagging 12 asymmetric yes
Jets 25 asymmetric yes
Jet flavor 14 asymmetric yes
Electrons 2 asymmetric yes
Muons 7 asymmetric yes
Missing ET 3 asymmetric yes
Pileup 1 asymmetric yes

Shape

Photon energy scale 69 (40 merged) Gaussian yes
Photon energy resolution 9 (5 merged) log normal yes
Spurious signal 1 per category Gaussian no
Measured mH 1 Gaussian yes

Table 6.3: Summary of the experimental uncertainties incorporated into the H ! �� likeli-
hood model.

6.5 Weighting data for presentation

Every data event carries equal weight in the statistical analysis. However, it can be
useful to look at weighted data in order to visualize the power of a multi-category analysis.
A weight of ln(1 + S/B) can be applied to each data event, where S (B) is the expected
signal (background) in the analysis category containing the event. This weighting procedure
serves to magnify the contribution of the most sensitive categories, which have the highest
S/B. Figure 6.4 shows an example of this weighting procedure applied to diphoton mass
distribution in the tt̄H(��) categories described in Chapter 9.
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Figure 6.4: Example diphoton invariant mass distribution in the unweighted (left) and ln(1+
S/B) weighted (right) presentations. The discussion of the particulars of this data is deferred
until Section 10.2.

The central value of a single bin in the weighted data distribution is given by the weighted
sum over categories:

� =
X

c

wcnc (6.23)

where nc is the unweighted event yield and wc = ln(1 + Sc/Bc) is the calculated weight
in category c. The statistical uncertainty on each bin of the weighted data distribution is
calculated by following the procedure outlined in [135]. A Poisson distribution P (nc/f,�/f)
is constructed for the scaled variable nc/f with mean �/f , where

f =

P
c
w

2

c
ncP

c
wcnc

(6.24)

Statistical uncertainties are calculated on this distribution, and the scaling is undone by
multiplying by f . The variance thus obtained is

f
2
�

2 = f� =
X

i

w
2

i
ni (6.25)

The statistical error bars on Figure 6.4b and similar Figures are derived according to this
prescription.
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Chapter 7

Machine Learning techniques

The goal of Machine Learning (ML) is to make predictions about unknown data based on
a large set of example data. As Machine Learning tools have developed and matured, they
have been applied with great success to the proton–proton dataset provided by the LHC and
the detailed Monte Carlo simulations produced by theorists.

This Chapter provides an overview of the use of the Machine Learning techniques used for
the physics analyses included in this Thesis. Section 7.1 provides an overview of multivariate
analysis (MVA) strategies, with a focus on classification problems. Section 7.2 describes
a class of ML models known as Boosted Decision Trees (BDTs), which are applied
extensively throughout the following Chapters. The methods used to optimize ML models
through hyper-parameter tuning are described in Section 7.3. For a detailed study of BDT
hyper-parameter tuning with a toy dataset, see Appendix D.

7.1 Multivariate analysis

A physics analysis that makes use of Machine Learning techniques is called a multivari-
ate analysis (MVA). Given properties, or “features,” ~x of a proton–proton event, an MVA
aims predict another property y of the same event. Common features used in MVAs include
the energy, flavor, and directional information of the physics objects (or combinations of
objects) described in Chapter 4.

The target property y is predicted by finding a function F that approximates Ftrue such
that

Ftrue(~x) = y (7.1)

The allowed functional forms of the function F depend on the type of Machine Learning
model used (Boosted Decision Tree, Neural Network, Support Vector Machine, etc.). The
complexity of the model is related to the number of free parameters in the function F : a
very complex model has many free parameters, while a simple model has few. The choice of
hyper-parameters ~h determines the complexity of a model (see Section 7.3).
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To begin MVA development, events with known (~x, y) (e.g. from simulation) are divided
into three statistically independent subsets:

1. A training set: example points to which the model’s free parameters are fit

2. A validation set: used select the model’s hyper-parameters (see Section 7.3)

3. A testing set: used to estimate the final performance of the model

These datasets need not be equal in size. In order to ensure that no bias is introduced,
it is important that the model parameters and the hyper-parameters be optimized using
independent datasets. The testing set is not used in optimization of the model, but kept as
a statistically independent dataset to use in later analysis stages.

Using the training set, the free parameters of the model are chosen to minimize the loss
function, which quantifies the accuracy of the estimated function F . A common choice of
loss function is the mean squared error (MSE), or Euclidean distance between the predictions
F (~xi) and observation yi:

MSE Loss = L(F ) =
NX

i=1

(F (~xi) � yi)
2 (7.2)

Another common choice for the loss function is the log loss, which takes the form

Log Loss = L(F ) =
NX

i=1

� [yi ln(F (~xi)) + (1 � yi) ln(1 � F (~xi))] (7.3)

A model that is too complex will result in F (~x) that gives a low value of the loss function
when evaluated on the training set, but not when evaluated on the validation set: this is
known as over-training. A model that is not complex enough will result in F (~x) that
performs poorly (high value of the loss function) on both the training and validation sets.

7.1.1 Classification

The MVAs used in the following Chapters address questions of classification, where the
MVA aims to predict a label indicating what physics processes the event originated from.

A simple model will give a good approximation of Ftrue if the features ~x have very di↵erent
shapes in the processes under consideration. For interactions that produce complex multi-
particle final states, it is often the case that many features have modest shape di↵erences,
but no single feature o↵ers powerful discrimination. In such cases, a classifier is a useful tool
for combining several features into a single powerful discriminant.
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Binary Classification

Binary classification is the simplest and most common type of classification algorithm.
In binary classification, there are only two labels to choose from:

Ftrue(~x) =

(
1 if signal (e.g. tt̄H)

0 otherwise
(7.4)

The output of a binary classifier evaluated on an event with features ~x is F (~x) 2 [0, 1],
with values near 0 indicating more background-like and values near 1 indicating more signal-
like. A threshold cut cth is placed on the classifier output such that events with F (~x) > cth

are labelled signal, and events with F (~x) < cth are labelled background.
The overall performance of a binary classifier model depends on:

• Signal acceptance, or true positive rate (a): the fraction of signal events that are
labelled correctly as signal

• Background rejection, or true negative rate (r): the fraction of background events
that are labelled correctly as background

An ideal classifier has 100% signal acceptance and 100% background rejection.
The Receiver Operating Characteristic (ROC) is commonly used to quantify the

performance of a binary classifier. This curve is inscribed by scanning the threshold cut cth

and plotting

(r(cth), a(cth)) (7.5)

Some example ROC curves are shown in Figure 7.1. The blue curve shows an ideal classifier,
and the red curve shows the equivalent of random guessing. Two more realistic models,
named Classifier 1 and Classifier 2, are shown in green and black respectively. The perfor-
mance of Classifier 2 is better than Classifier 1, since the signal acceptance is higher for each
value of the background rejection.

The area under the curve (AUC) can also be computed for each ROC curve to measure
the relative performance of di↵erent classifiers. A perfect classifier has ROC AUC = 1, and a
random classifier has ROC AUC = 0.5. ROC curves and ROC AUC will be used to optimize
the classifiers developed for the MVAs in later Chapters.

Multiclassification

Multiclassification problems require the function F to divide data in to Nc > 2 classes. In
this case, the truth label Ftrue(~x) of an event in class c can be expressed a vector {�c1, ..., �cNc},
where �ij is the Dirac delta function.
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Figure 7.1: Example ROC curves. The blue and red lines show an ideal and a random
classifier, respectively. The green and black curves show examples of more realistic classifiers.

The output of a multiclassier takes the form {F1(~x), ..., FNc(~x)} where Fc(~x) 2 [0, 1] for
all classes c. This can be normalized to give a vector of the probabilities of the event falling
into each class:

Pc(~x) =
Fc(~x)

P
Nc

i=1
Fi(~x)

(7.6)

The predicted class label assigned to each event corresponds to the class with highest prob-
ability in the output vector {P1(~x), ..., PNc(~x)}.

7.2 Boosted Decision Trees

Boosted Decision Tree (BDT) models have historically been a favorite MVA tool for high
energy physicists. The basic building block of the BDT is the decision tree, which divides
the feature space into rectangular regions (or “leaves”) by a sequence of binary splits [136].

Before training a BDT, each event in the training set is assigned an event weight. For
background events, the event weight is simply the Monte Carlo event weight (see Section
5.2). For signal events, the event weight is the product of the Monte Carlo event weight
and a scale factor RelativeNorm. The RelativeNorm parameter specifies the expected
relative normalization of the signal and background processes: if signal is expected to be
rare compared to background, RelativeNorm is much less than 1.

Given training data (~x1, y1), ..., (~xN , yN) with event weights (w1, ..., wN), the BDT pre-
diction f(~xi) is a constant assigned to the leaf Rj containing ~xi:

f(~xi) = aj for Rj 3 ~xi (7.7)
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Once leaves {R} are defined, the constants ~a are fully determined by minimizing the loss
function. The mean squared error loss function in Equation 7.2 is minimized by

aj =

P
yi2Rj

wiyiP
yi2Rj

wi

(7.8)

This is equivalent to the fraction of signal observations (yi = 1) contained in the leaf Rj.
For binary BDTs in the following Chapters, the inverse of the ROC AUC is used as the loss
function that is minimized in the BDT training.

The leaf definitions are obtained by a sequence of binary partitions of the feature space.
A greedy algorithm is used to determine the splitting variable xn and cut value c such that
the leaves R1 = {~x : xn < c} and R2 = {~x : xn > c} minimize the loss function. The same
greedy algorithm is then applied separately to the leaves R1 and R2, then to their daughter
leaves, etc. until some stopping criterion is reached. The constants ~a, the splitting variables
~xn, and the cut values ~c are all free parameters of the BDT model.

Figure 7.2 shows a diagram of an example tree obtained in this way. In some events,
a feature may be incalculable: for example, the leading lepton pT is “missing” in an event
containing no leptons. Features with missing values are deemed to pass all threshold cuts,
as shown in Figure 7.2.

Figure 7.2: Diagram of an example tree of depth 3, which partitions the feature space into
eight rectangular regions. The sequence of cuts applied to features x and y is outlined, and
the constant output for each leaf is listed.

If the splitting is allowed to proceed indefinitely, the final tree will have a single leaf for
each event in the training set. Several hyper-parameters can be adjusted to define stopping
conditions and prevent such egregious over-training:



CHAPTER 7. MACHINE LEARNING TECHNIQUES 77

• MaxDepth: the depth of the tree is limited to this maximum value. The number of
leaves in the tree is at most 2MaxDepth.

• MinChildWeight: the number of events in each leaf is required to be above this
threshold.

Additional conditions introducing penalties for large BDT weights (values of ~a) and small
improvements can be expressed as terms in a generalized loss function, called the objective
function:

Objective function = C(f,~a) = L(f) + ⌦(~a) (7.9)

where the “complexity function” ⌦ contains the following penalty terms:

• L1 regularization: controls the magnitude of the penalty terms linear in ai.

• L2 regularization: controls the magnitude of the penalty terms quadratic in ai.

• MinLossReduction: each splitting is required to improve the objective by at least
this amount.

For a tree with weights ~a = {a1, ..., aM} :

⌦(~a) = �M + ↵

MX

i=1

|ai| + �

MX

i=1

a
2

i
(7.10)

where ↵ and � are the L1 and L2 regularization hyper-parameters, and � represents the
minimum loss reduction. When these parameters are non-zero, the leaf definitions are chosen
to minimize the full objective function.

7.2.1 Boosting

Decision trees are considered weak learners: that is, their predictions tend to have a
large variance when trained on di↵erent subsets of the same data. In particular, when the
first splitting of each tree places a cut on a di↵erent feature, the predicted outcome can be
very di↵erent. Additive Ensembles, which sum the predictions of many trees, have much
higher accuracy than a single tree [136].

The predicted outcome of an ensemble of T trees on features ~x is

F (~x) =
TX

t=1

�tft(~x) (7.11)

The sequence of functions ft and coe�cients �t are determined by a boosting algorithm.
Popular boosting algorithms include Adaptive Boosting [137], Logit Boosting [138], and
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Gradient Boosting [139]. The Boosted Decision Trees described throughout this Thesis
use Gradient Boosting, as implemented in the eXtreme Gradient Boosting (XGBoost)
software package [140]. The algorithm for Gradient Boosting is outlined below.

An initial decision tree is trained according to the procedure already described, and �0

is taken to be 1:

F
(0)(~x) = f0(~x) = a

(0)

j
for R

(0)

j
3 ~x (7.12)

Then, while m < T :

• For each event i, compute the pseudo-residuals for round m:

r
(m)

i
= �

@L(f(~xi))

@f(~xi)

����
f=fm�1

(7.13)

• Re-weight the training data by taking w
0
i

= wir
(m)

i
. This serves to enhance the im-

portance of training instances that are poorly predicted by preceding trees. Each
subsequent round therefore focuses on those events that are hardest to classify.

• Train a single tree fm on the re-weighted training data.

• Compute ↵m so that the loss function is minimized:

L(F (m�1) + ↵mfm) (7.14)

• Set �m = ⌫↵m, where ⌫ is the LearningRate hyper-parameter. The introduction of
the LearningRate parameter (0  ⌫  1) slows the convergence of the model, ensuring
that narrow minima are not overlooked.

• Update the model

F
(m)(~x) = F

(m�1)(~x) + �mfm(~x) =
mX

t=1

�tft(~x) (7.15)

This procedure concludes after T rounds, or when early stopping conditions are met. The
number of rounds T (Rounds) can be treated as a hyper-parameter that requires tuning.
Alternatively, an early stopping condition can be implemented which terminates the boosting
after k rounds pass without considerable improvement in the loss function.

In order to minimize over-training, a di↵erent random subsample of the training data
can be used for each boosting round. This procedure is often referred to as bagging. The
Subsample hyper-parameter can be tuned to specify what fraction of the total dataset is
randomly selected at each boosting round.

The impact of tuning individual BDT hyper-parameters is explored in detail in Appendix
D. Strategies for performing optimization of a multi-dimensional hyper-parameter space are
discussed in Section 7.3.
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7.2.2 Multiclass BDT

The binary BDT described above can be generalized to a multiclass BDT, which divides
data into Nc > 2 classes. Nc binary BDTs are trained, where the signal of BDT i is
taken to be events in class i, and the background is taken to be events from all other
classes. The output of the multiclass BDT is the vector of the outputs of each binary BDT
{F1(~x), ..., FNc(~x)}.

The multiclass loss function is minimized at each boosting step. To compute the multi-
class loss function, the log loss function (Equation 7.3) is computed for each binary tree and
summed over all classes:

Lc(Fc) =
NX

i=1

� [�ic ln(Fc(~xi)) + (1 � �ic) ln(1 � Fc(~xi))] (7.16)

Multiclass log loss =
NcX

c=1

Lc(Fc) (7.17)

7.3 Hyper-parameter optimization

The complexity of an ML model is determined by the choice of its hyper-parameters.
Selection of appropriate values for all hyper-parameters is essential to avoid models that are
highly sub-optimal (under-trained) or biased (over-trained). The optimal values of a model’s
hyper-parameters depend on the dataset, and are impossible to predict a priori.

In order to optimize hyper-parameters, the loss function L(F~h) is re-parameterized as

a function of n hyper-parameters ~h = (h1, ..., hn). The re-parametrized loss function L(~h)
is then evaluated on the validation set, and the values of ~h that minimize L are chosen as
the optimal hyper-parameters. The BDT hyper-parameters that are tuned in the following
Chapters have been introduced above: MaxDepth, MinChildWeight, MinLossReduction, L1
Regularization, L2 Regularization, Rounds, LearningRate, Subsample, and RelativeNorm.

Grid scan

The most straightforward approach to hyper-parameter optimization is to perform a grid
scan over an n-dimensional rectangular phase space, and select from all points tested the ~h
that gives minimal L(~h). This method is easily parallelized, but computationally expensive:
scanning n hyper-parameters over s steps each requires training s

n BDTs. The interval of
the scan and the size of each step must both be determined before running the scan, and
poor choices of these values result in sub-optimal tuning.

The grid scan method of hyper-parameter optimization is applied in the training of the
Top Reco BDT described in Chapter 8.
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Gaussian processes minimization

A more complex but more e�cient approach to hyper-parameter optimization is Bayesian
minimization of L(~h) using Gaussian Processes [141], as implemented in the package scikit-
optimize [142].

In this method, it is assumed that that L(~h) follows a multivariate Gaussian. Given the
allowed range of each hyper-parameter, Ns starting points in the multi-dimensional hyper-
parameter space are randomly selected. For each starting point ~hi, the BDT is trained using
the corresponding hyper-parameter settings and L(~hi) is evaluated. The following procedure
is then applied:

• Using the known points (~h, L(~h)), obtain posterior function Lm.

• Find the ~hm that minimizes Lm.

• Train the BDT using hyper-parameters ~hm to get (~hm, L(~hm)).

• Save the minimum of the known points (~h, L(~h)).

• Increment m = m + 1 and repeat until the function LNp has been obtained.

The hyper-parameters corresponding to the minimum L of the known points are taken to be
optimal, and this training model is selected. Throughout this work, Ns = 10 and Np = 100.

The Gaussian processes method of hyper-parameter optimization is applied in the train-
ing of the BDTs described in Chapters 9 and 11.
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Chapter 8

Reconstruction of top decays

Three heavy particles are produced in tt̄H events (one Higgs boson and two top quarks),
each of which decays to lighter particles immediately after they are produced. As a result,
tt̄H events have final states with particularly high object multiplicity. In the case of tt̄H(��),
the Higgs boson is easy to identify and reconstruct with good mass resolution. However, the
tt̄-system is more complicated.

The decay of a top quark via t ! bW is dominant, and all other modes are neglected.
However, the subsequent decay of the W boson allows for many possibilities, which are
enumerated in Table 8.1.

Decay mode Branching fraction [%]
W ! e⌫e 10.75 ± 0.13
W ! µ⌫µ 10.57 ± 0.15
W ! ⌧⌫⌧ 11.25 ± 0.20
W ! qq

0 67.60 ± 0.27

Table 8.1: Branching fraction of W boson decay modes from the Particle Data Group [8].

Events are grouped into di↵erent channels based on the number of leptons produced in
the decay of the tt̄ system. Because only electrons and muons are classified as leptons in the
following Chapters, top decays to ⌧ are only considered leptonic if the ⌧ decay produces a
prompt e or µ. The breakdown shown in Table 8.2 is obtained by folding the W decay rates
in Table 8.1 with the branching fraction of ⌧ ! e⌫̄e⌫⌧ or µ⌫̄µ⌫⌧ .

The all-hadronic (0`) tt̄ decay makes up more than half of tt̄H events. A Feynman
diagram of this final state is shown in Figure 8.1. Assuming that each final state parton
corresponds approximately to one jet in tt̄H(��) events (due to small rates of highly boosted
objects), the hadronic decay of the top quark can be reconstructed by grouping together the
correct set of three jets. For example, the jets corresponding to b1, q1, and q

0
1

in Figure 8.1
can be combined into a reconstructed top candidate.
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0 ⌧had 1 ⌧had 2 ⌧had Total
0 ` 45.7% 9.9% 0.5% 56.1%
1 ` 34.1% 3.7% 0% 37.8%
2 ` 6.4% 0% 0% 6.4%

Table 8.2: Fraction of tt̄ decays resulting in various numbers of leptons (` = e or µ).

t

t

W

W

g

g

b1

q1

q
0
1

H

q
0
2

q2

b2

Figure 8.1: Lowest order Feynman diagram of the tt̄H process with an all-hadronic decay
of the tt̄ system. Additional quarks and gluons, the result of pileup or QCD radiation, can
further complicate this final state.

With many jets in each final state, finding the correct groupings of three jets (or triplets)
is a tricky combinatorial problem. Additional complications include the presence of extra
jets resulting from pileup or QCD radiation, or the failure of some jets from top quark decay
to meet fiducial requirements.

This Chapter describes a novel method for reconstructing the decay of top quarks using a
Top Reconstruction BDT (Top Reco BDT). This algorithm is applied in later Chapters
to distinguish between tt̄H, tH, and backgrounds, as well as between SM and BSM tt̄H and
tH scenarios. Section 8.1 gives an overview of the strategy for reconstructing the full tt̄

system given the output of the Top Reco BDT, which is trained to identify the triplet most
likely to be the result of a hadronic top quark decay. The training of the Top Reco BDT,
including the construction of signal and background samples and the training variables tested,
is described in Section 8.2.2. Section 8.3 reviews the performance of the Top Reconstruction
BDT in events with di↵erent n`.
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8.1 Reconstruction strategy

8.1.1 Hadronic Channel

The hadronic channel preselection targets the all-hadronic decay of the tt̄ system by
requiring that each event contain 2 photons passing tight identification/isolation criteria, 0
leptons, � 1 b-jet and � 3 total jets. The same hadronic preselection is used throughout
later Chapters. Since all preselected hadronic events contain at least three jets, there are
always enough jets to construct at least one triplet. In events with more than three jets, all
possible triplets are constructed. The Top Reco BDT score is evaluated for each triplet, and
the triplet with highest score is selected as the primary top candidate.

In events with six or more jets, a second hadronic top can be fully reconstructed by
following the same procedure and excluding jets already assigned to the first top. In events
with four or five jets, the second top can only be partially reconstructed: it is taken to be
the sum of the jets remaining after the primary top is reconstructed. In events containing
exactly three jets, no second top is reconstructed.

Table 8.3 contains a summary of the reconstruction status of the primary and second
tops in hadronic events with di↵erent jet multiplicity.

njets Top 1 (had) Top 2 (had)
3 full none

4-5 full partial
� 6 full full

Table 8.3: Summary of the reconstruction status of the primary and second tops in hadronic
events with di↵erent jet multiplicity.

Because the average number of jets in tt̄H(��) events passing hadronic selection is ⇠ 5.5,
many events only contain a single reconstructible top. For this reason, the Top Reco BDT
strategy laid out above prioritizes reconstruction of the primary top.

Alternative approaches are available that instead focus on the tt̄ system. Rather than
sequentially selecting the two top candidates with highest Top Reco BDT score, the average
of the two Top Reco BDT scores can be maximized. Tests of this alternative method resulted
in very similar performance to the sequential method. However, the computation time needed
to calculate the average Top Reco BDT score of each triplet pair is too large for this method
to be practically useful. Another alternative for reconstructing the tt̄ system would be to
train a BDT to identify the correct six jets corresponding to the all-hadronic top decays, as
in [143].
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8.1.2 Leptonic Channel

The Top Reco BDT is trained to identify hadronic top decays, which are comprised of a b

candidate and a hadronic W candidate (see the following Section). However, the same BDT
can be applied to semi-leptonic top decays, which are instead comprised of a b candidate
and a leptonic W candidate.

In events passing single-lepton preselection (2 photons passing tight identification/iso-
lation criteria, 1 e or µ, and � 1 b-jet), a leptonic W candidate is constructed from the
lepton and missing transverse energy, which is attributed to a neutrino. The W candidate
four-momentum is derived using a dedicated algorithm [144].

The lepton has well-measured four-momentum (~q, E`) and the neutrino is assigned four-
momentum (~p, E⌫). The lepton-plus-neutrino system is then assigned the invariant mass of
a W boson:

m
2

W
= (E` + E⌫)

2
� (~q + ~p)2 (8.1)

The neutrino is assumed to be massless, and the transverse components of the neutrino
momentum are taken to be identical to the missing transverse energy (px = E

miss

x
and py =

E
miss

y
). This gives the following constraint on the z-component of the neutrino momentum,

pz:

m
2

W
=
⇣
E` +

q
(Emiss

x
)2 + (Emiss

y
)2 + p2

z

⌘2

�
�
~q + (Emiss

x
, E

miss

y
, pz)

�2
(8.2)

If the transverse mass mT < mW , then Equation 8.2 has two real solutions for pz. The
solution with smaller |pz| is chosen, since this gives a momentum vector ~p that is closer in
�R to the true neutrino momentum in more than half of events.

If mT > mW , the two solutions to Equation 8.1 have a nonzero imaginary component. In
this case, the di↵erence between the transverse energy and neutrino transverse momentum
(which is assumed to be zero in Equation 8.1) is adjusted so that the imaginary component
vanishes. This is equivalent to requiring mW = mT in Equation 8.2, or

(~qT + ~pT )2 = 0 (8.3)

The resulting quadratic relationship between px and py gives two solutions for expressing

py in terms of px: p
(1)

y (px) and p
(2)

y (px). For each solution, the distance between the neutrino
transverse momentum and the missing transverse energy is calculated:

�
(1)(px) =

q
(px � Emiss

x
)2 + (p(1)

y (px) � Emiss
y

)2 (8.4)

�
(2)(px) =

q
(px � Emiss

x
)2 + (p(2)

y (px) � Emiss
y

)2 (8.5)

The distances �(1) and �
(2) are minimized by p

(1)

x and p
(2)

x , respectively. The corrected
missing transverse energy is chosen to be

(p(1)

x
, p

(1)

y
(p(1)

x
)) or (p(2)

x
, p

(2)

y
(p(2)

x
)) (8.6)
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The selected solution corresponds to the smaller of the minimized �(1) and �(2). Substituting
the corrected missing transverse energy into Equation 8.2 is guaranteed to yield exactly one
real solution for pz.

Once a W candidate has been constructed, the Top Reco BDT score is evaluated for
every (leptonic W , jet) combination. The primary top is reconstructed from the leptonic W

and the jet giving the highest Top Reco BDT score.
Since the single-lepton preselection requires one lepton and at least one b-jet in every

event, there are always enough objects to reconstruct a semi-leptonic top. No top candidate
can be reconstructed in dilepton events with this method, as this would require the missing
ET to be split between two semi-leptonic top decays.

In events with at least three jets remaining after semi-leptonic top reconstruction, a
hadronic top can also be reconstructed from the jet triplet with highest BDT score. In
events with two or three jets, the second top can only be partially reconstructed: it is
taken to be the sum of the jets remaining after the primary top is reconstructed. In events
containing only a single jet, no second top is reconstructed.

Table 8.3 contains a summary of the reconstruction status of the primary and second
tops in leptonic events with di↵erent lepton and jet multiplicities.

n` njets Top 1 (semi-lep) Top 2 (had)
1 1 full none
1 2-3 full partial
1 � 4 full full
2 any none none

Table 8.4: Summary of the reconstruction status of the primary and second tops in leptonic
events with di↵erent lepton and jet multiplicities.

8.2 Training of the Top Reco BDT

8.2.1 Constructing signal and background samples

The goal of the Top Reco BDT is to identify jet triplets that correspond to the decay
products of the same top quark: such triplets are designated as signal. The set of background
triplets includes all possible wrong combinations. See Table 8.5 for a summary of the signal
and background triplets in an event similar to that shown in Figure 8.1. A triplet is correctly
matched if its constituent W candidate (jet pair) and b candidate (single jet) are correctly
matched to the corresponding truth particles, and these truth particles are daughters of the
same top quark.

Signal and background samples are constructed from simulated tt̄H(��) events using the
following procedure:
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b candidate W candidate
Signal b1 q1 + q

0
1

Signal b2 q2 + q
0
2

Background b1 q2 + q
0
2

Background b1 q1 + q
0
2

Background b1 q2 + q
0
1

Background b1 b2 + anything
Background b2 q1 + q

0
1

Background b2 q1 + q
0
2

Background b2 q2 + q
0
1

Background b2 b1 + anything
Background q1, q

0
1
, q2 or q

0
2

anything
Background QCD/pileup anything
Background anything QCD/pileup + anything

Table 8.5: Summary of signal and background triplets in an example hadronic tt̄H event. b

and q represent the jets that are truth matched to the corresponding particles in Figure 8.1.

1. Find the W and b particle daughters of a truth top.

2. Follow the simulated decay chain of the W and b to identify the set of final state
hadrons descending from each particle. Identify the two (one) truth jets containing
the most hadrons descended from the W (b) (weighted by pT ).

3. Match each truth jet to the closest reconstructed jet in �R.

4. If this results in a set of three distinct jets (i.e. no jet is used twice in the triplet), this
triplet is truth matched and marked as a signal triplet.

5. All other sets of three distinct jets are considered background triplets.

The training is performed on Powheg+Pythia8 tt̄H(��) Monte Carlo events passing hadronic
preselection. Details of this Monte Carlo sample are included in Chapter 5.

If all three truth jets selected at Step 2 are required to be within acceptance (pT > 25
GeV, |⌘| < 4.0), only 59% of events passing hadronic preselection contain at least one truth
matched triplet. In events with no truth matched triplet, either the top quark is matched
to truth jets that fall out of acceptance, or multiple top decay products are merged into a
single jet. Table 8.6 shows the possible failure modes of the truth matching algorithm and
how frequently they occur. Truth jets falling below the pT acceptance threshold are the main
cause of failures in the truth matching.

If no cuts are placed on the truth jets matched to a top quark, 79% of events passing
hadronic preselection contain at least one truth matched triplet. Relaxing the cuts on truth
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Truth jet has
pT < 25 GeV

Truth jet has
|⌘| > 4.0

Truth jets are
merged

Leading top 41% < 0.1% 5%
Sub-leading top 47% < 0.1% 3%

Table 8.6: Breakdown of the performance of the truth matching algorithm when acceptance
cuts are applied to truth jets. Jets falling below the pT acceptance threshold are the main
cause of failures in the truth matching. The leading top is defined as the one with higher
pT .

jets allows triplets to be matched through truth jets that re-enter acceptance after recon-
struction. The remaining 21% of events with no truth matched triplet are dominated by
events where two top decay products correspond to a single jet.

The total number of possible jet triplets per event depends on the jet multiplicity:

ntriplet =
1

2
njet(njet � 1) (8.7)

The factor of 1

2
is due to the indistinguishability of the two jets comprising a W candidate.

With an average of ⇠ 5.5 jets per event, the number of background triplets is far larger than
the number of signal triplets ( 2 per event). Only 10% of background triplets are used in
the training, and this subset still contains ten times more triplets than the signal training
sample, which includes all truth matched triplets in 50% of Monte Carlo events. The other
50% of Monte Carlo events are reserved for validation and testing.

8.2.2 Training variables

The discriminating variables used to separate the signal (truth matched) triplets from
background triplets are:

• The four-vector information of the W boson (dijet) candidate

• The four-vector information of the b quark candidate

• The pseudo-continuous b-tag score of each of the three jets (that is, an integer indicating
whether the jet is b-tagged at 85, 77, 70, or 65% working point)

• �R between the W and b candidates

• �R between the two jets comprising the W candidate

• The trijet mass, or mass of the top candidate
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The signal and background distributions for each of these variables are shown in Figures
8.2-8.5. Compared to background triplets, truth matched triplets are composed of W and b

candidates with high pT and central ⌘, and a peak is visible at the W mass in signal triplet
distribution (Figures 8.2-8.3). The b-tag score is high for truth matched b candidates and
low for truth matched W candidates (Figure 8.4). Figure 8.5 shows that the jets composing
the W candidate are highly columnated in signal triplets, as are the W and b candidates.
There is a clear peak in the trijet mass distribution of signal triplets at the top quark mass
(Figure 8.5).
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Figure 8.2: Training variables for the Top Reco BDT: pT , ⌘, �, and mass of the W candidate.
Truth matched jet triplets (signal) and unmatched triplets (background) are shown in black
and red, respectively. Due to high statistics, agreement is very good between the training
(filled triangles) and testing (lines) samples. The open blue triangles show the distribution
of truth particles.

The Top Reco BDT is trained using the XGBoost package [140] with these variables as
input features. The Top Reco BDT discriminant (Figure 8.6) shows that signal triplets tend
to have a very high BDT score, while the random background is spread evenly over the full
BDT range. The area under the ROC curve is calculated to be 90.24%. The most important
features for BDT training are calculated using the SHAP package [145]: the b-tag score of
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Figure 8.3: Training variables for the Top Reco BDT: pT , ⌘, �, and energy of the b candidate.
Truth matched jet triplets (signal) and unmatched triplets (background) are shown in black
and red, respectively. Due to high statistics, agreement is very good between the training
(filled triangles) and testing (lines) samples. The open blue triangles show the distribution
of truth particles, where applicable.

the b candidate is the dominant variable, followed by the triplet mass and the mass of the
W candidate.

Additional training variables were tested, including

• The pT , ⌘, and � of the top candidate (trijet system)

• The four-vector information of the W boson candidate in the rest frame of the triplet

• The four-vector information of the b candidate in the rest frame of the triplet

• �R between the W and b candidates in the rest frame of the triplet

• �R between the two jets comprising the W candidate in the rest frame of the triplet

• The number of jets in the event
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Figure 8.4: Training variables for the Top Reco BDT: pseudo-continuous b-tag scores of each
jet in the triplet. High values indicate that the b candidate is b-tagged at a tight working
point. Truth matched jet triplets (signal) and unmatched triplets (background) are shown
in black and red, respectively. Due to high statistics, agreement is very good between the
training (filled triangles) and testing (lines) samples.
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Figure 8.5: Training variables for the Top Reco BDT: triplet mass, �R between the W jets,
and �R(W, b). Truth matched jet triplets (signal) and unmatched triplets (background) are
shown in black and red, respectively. Due to high statistics, agreement is very good between
the training (filled triangles) and testing (lines) samples. The open blue triangles show the
distribution of truth particles, where applicable.
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Figure 8.6: Top Reco BDT score. Signal peaks near 1, while the background is evenly spread
across the full BDT score range.

• The pT , ⌘, �, and mass of the system of jets recoiling from the triplet

However, the inclusion of these variables resulted in poorer performance of the Top Reco
BDT, as demonstrated in the next Section.

8.3 Performance

The performance of the Top Reco BDT is quantified by counting the number of events
in which the algorithm identifies a top candidate (jet triplet) that is truth matched to a top
quark. Similarly, the accuracy of W and b identification is quantified by counting number of
events in which the selected W and b candidates are truth matched to the corresponding par-
ticle. Accuracies are calculated in Powheg+Pythia8 tt̄H(��) Monte Carlo unless otherwise
indicated. The subset of Monte Carlo events used to evaluate performance is statistically
independent of that used in training.

The performance of several training setups is compared in this Section. The trainings
are named as follows:

1. Nominal: the training variables listed at the beginning of Section 8.2.2

2. Nominal w/o mt: same training variables used in Nominal, but without mt

3. Nominal w/o mW , mt: same training variables used in Nominal, but without mW and
mt



CHAPTER 8. RECONSTRUCTION OF TOP DECAYS 92

4. Boosted: same training variables used in Nominal, but with all kinematic variables
calculated in the rest frame of the triplet

5. Boosted w/o mt: same training variables used in Boosted, but without mt

6. Boosted w/o mW , mt: same training variables used in Boosted, but without mW and
mt

7. Boosted + p
t

T
w/o mW , mt: same training variables used in Boosted w/o mW , mt,

plus the pT of the triplet

Some comparisons are also made to the simple sum-pT method, which takes the jet triplet
with highest pT as the top candidate.

The performance of the nominal Top Reco BDT is also compared on multiple Higgs
Monte Carlo samples.

8.3.1 Hadronic channel

The accuracy of each Top Reco BDT training setup is evaluated for all tt̄H(��) events
passing hadronic preselection. The results are shown in Table 8.7, where the accuracy is
shown separately for top, W , and b identification. Note that in some events, the W and b

are both correctly identified, but the top is not: in these cases, the W and b identified are
not daughters of the same top quark. The Nominal training setup is selected for use in later
Chapters based on its high accuracy in this channel.

Training t-candidate W -candidate b-candidate
Nominal 37% 46% 57%

Nominal w/o mt 35% 45% 57%
Nominal w/o mW , mt 35% 43% 57%

Boosted 25% 33% 53%
Boosted w/o mt 17% 26% 50%

Boosted w/o mW , mt 17% 25% 51%
Boosted + p

t

T
w/o mW , mt 19% 28% 51%

Table 8.7: Percentage of events passing hadronic preselection that contain a correctly re-
constructed object (top, W , or b) in tt̄H(��) Monte Carlo. Shown for di↵erent BDT recon-
struction algorithms.

The accuracy of top reconstruction for up to two tops is shown in di↵erent tt̄H(��) Monte
Carlo samples in Table 8.8. No strong dependence on generator or showering algorithm is
observed.

The accuracy of the Top Reco BDT depends strongly on jet multiplicity. The fraction of
events that contain no truth matched tops (irreducible background) is higher in events with
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Powheg+Pythia8 MG5 aMC@NLO+Pythia8 MG5 aMC@NLO+Herwig++
1 top correct 37% 36% 33%
2 tops correct 5% 4% 4%

Table 8.8: Percentage of events passing hadronic preselection in which the Top Reco BDT
correctly reconstructs one or two tops, compared across several tt̄H(��) Monte Carlo sam-
ples.

fewer jets. At very high jet multiplicity, the total number of jet triplets increases rapidly (see
Equation 8.7), and the number of background triplets (combinatorial background) dominates
the signal. These e↵ects are demonstrated in Figure 8.7 and Table 8.9, which show the
dependence of the Top Reco BDT accuracy on the number of jets in the event. The Top
Reco BDT performs best in events with five to seven jets.
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Figure 8.7: Breakdown of hadronic tt̄H(��) Monte Carlo events containing no top candidate
(gray), a wrongly identified top candidate (red), and a correctly identified top candidate
(blue). Shown in exclusive bins of jet multiplicity.

The accuracy of each training setup in multiple H ! �� Monte Carlo samples is shown
in Table 8.10. The Nominal training has the strongest performance in all three samples.

The Top Reco BDT is also applied in two H ! �� samples where no top quark is present
at truth level: ggF and VBF. The kinematics of the selected top candidate in each sample
are shown in Figure 8.8. In samples containing true top quarks in the final state (tt̄H and
tWH), a top candidate is reconstructed with high pT and central ⌘. The tops reconstructed
in tt̄H and tWH have high Top Reco BDT score and mass peak near 173 GeV. In the
samples that do not contain true top quarks (ggF and VBF), only weak peaks are visible in
these distributions.
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njets No truth-
matched top

Incorrectly
identified top

Correctly
identified top

3 58% 18% 24%
4 37% 11% 30%
5 19% 44% 37%
6 12% 50% 38%
7 8% 54% 38%
8 6% 58% 36%
9 5% 61% 34%
10 4% 64% 32%
11 5% 64% 31%
12 4% 67% 29%
13 4% 69% 27%
14 1% 72% 27%

Table 8.9: Percentage of hadronic tt̄H(��) Monte Carlo events containing no correct top
candidate, wrongly identified top candidate, and correctly identified top candidate in bins
of jet multiplicity.

tt̄H tHjb tWH

Maximum in MC 79% 51% 52%
Nominal 37% 31% 21%

Nominal w/o mt 35% 30% 20%
Nominal w/o mW , mt 35% 29% 20%

Boosted 25% 25% 15%
Boosted w/o mt 17% 19% 10%

Boosted w/o mW , mt 17% 19% 10%
Boosted + p

t

T
w/o mW , mt 19% 19% 11%

Sum pT 4% 4% 3%

Table 8.10: Percentage of events passing hadronic preselection that contain a correctly recon-
structed top in tt̄H(��) and tH(��) Monte Carlo. Shown for di↵erent BDT reconstruction
algorithms.
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Figure 8.8: Reconstructed top mass and Top Reco BDT score in events passing hadronic
preselection. There are clear shape di↵erences between samples with truth tops (tt̄H, tWH)
and without (ggF, VBF).

8.3.2 Leptonic channel

The accuracy of each Top Reco BDT training setup is evaluated for all tt̄H(��) and
tWH(��) events passing single-lepton preselection: the results are shown in Table 8.11.

tt̄H tWH

Nominal 76% 47%
Nominal w/o mt 77% 48%

Nominal w/o mW , mt 76% 48%
Boosted 71% 44%

Boosted w/o mt 70% 43%
Boosted w/o mW , mt 71% 44%

Boosted + p
t

T
w/o mW , mt 74% 46%

Sun pT 19% 9%

Table 8.11: Percentage of events passing leptonic preselection that contain a correctly recon-
structed top in tt̄H(��) and tWH(��) Monte Carlo. Shown for di↵erent BDT reconstruction
algorithms.

In the leptonic channel, the Top Reco BDT is also applied to a tt̄�� Monte Carlo sample
and a sample where no top quark is present at truth level (ZH(��)). The kinematics of
the reconstructed semi-leptonic top candidate in each sample are shown in Figure 8.9. In
samples containing true top quarks in the final state (tt̄H, tWH, tt̄��), a top candidate is
reconstructed with high pT and central ⌘. The tops reconstructed in tt̄H, tWH and tt̄��
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have high Top Reco BDT score and mass peak near 173 GeV. In the ZH sample, weaker
peaks are visible in these distributions.
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Figure 8.9: Reconstructed top mass and Top Reco BDT score in events passing leptonic
preselection. There are clear shape di↵erences between samples with truth tops (tt̄H, tWH,
tt̄ + ��) and without (ZH). The underflow bin represents dilepton events, where no top
candidate is reconstructed.

In single lepton tt̄ events, a log likelihood method is often used to assign final state
objects to di↵erent parent top quarks. A comparison of one such algorithm (KLFitter [146])
is included in Table 8.12. Here the kinematic range is restricted to the range in which
the KLFitter transfer functions are valid (that is, require all objects to have |⌘| < 2.5).
Performance of the two algorithms is similar in this restricted ⌘ range. However, the Top
Reco BDT has the advantage of being more widely applicable, both to the full ⌘ range and
the case of all-hadronic tt̄ decays.

Accuracy KLFitter Top Reco BDT
Semi-leptonic top correct 25% 23 %

Hadronic top correct 56% 59%
Both tops correct 19 % 20%

Table 8.12: Percentage of tt̄H(��) Monte Carlo events in which top candidates are accurately
reconstructed. The accuracy of KLFitter and the Top Reco BDT is compared.
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Chapter 9

Selection of tt̄H(��) events

In the measurement of tt̄H(��), events passing a simple preselection are divided into
multiple categories, and a maximum likelihood fit is performed simultaneously to the m��

spectra in all categories. The preselection defines two channels:

1. Hadronic channel: 2 photons, 0 e/µ, � 3 jets, � 1 b-tagged jet (77% working point)

2. Leptonic channel: 2 photons, � 1 e/µ, � 1 b-tagged jet (77% working point)

The hadronic preselection targets the all-hadronic decay fo the tt̄ system, and the leptonic
preselection targets events containing at least one semi-leptonic top decay.

In each channel, an XGBoost [140] Boosted Decision Tree is trained to separate simulated
tt̄H(��) events from continuum background, which is modeled by the NTI data control region
(see Section 5.1.1). The figure of merit used to optimize these BDT trainings is described
in Section 9.1. Section 9.2 describes the training and optimization of the BDT categories in
both channels. Finally, Section 9.3 presents a study composition of the background in the
tt̄H(��) BDT categories.

9.1 Poisson number-counting significance

Since the full likelihood model is quite complex, the multivariate tt̄H(��) analysis cat-
egories are designed to maximize the number-counting significance. This number-
counting significance is based on the Poisson distribution, which gives the probability of
observing k events given an expectation of �:

P (k,�) =
�

k
e

��

k!
(9.1)

Assuming the background yield B is precisely known, the Poisson distribution can be
used to approximate the likelihood. For an observation of µS + B events, agreement of the
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observed µ with the null hypothesis (µ = 0) is given by the p-value

�2 ln
P (µS + B, B)

P (µS + B, µS + B)
= 2(µS + B) ln(1 +

µS

B
) � 2µS (9.2)

In the case of tt̄H, the background yield B includes an estimate of all non-tt̄H Higgs processes
as well as the continuum diphoton background. Rather than exercising the full background
estimation machinery, the number-counting significance relies on the estimation of continuum
background yield from a data control region described in Section 5.1.1.

The number-counting significance gives a rough estimate of the absolute significance of
a given set of categories. However, the relative performance of two sets of categories is well
quantified by a comparison of their number-counting significances. This makes the number-
counting significance a powerful figure of merit for the optimization of the tt̄H(��) BDT
categories.

In a single category, the expected significance of a Standard Model observation (µ = 1)
(compared to the null hypothesis) is:

Z =

r
2(S + B) ln(1 +

S

B
) � 2S (9.3)

If multiple categories are defined, the total expected significance Ztot is the quadratic sum
of the single-category significances.

The statistical uncertainty on Ztot (denoted Ytot) is dominated by the statistical un-
certainty on the estimate of continuum background. All Higgs Monte Carlo samples have
su�ciently high statistics that their contribution to this uncertainty is negligible. The total
significance can be expressed as a function of integers ni, which represent the number of
raw events in the data control region in category i (i.e. the number of events in the NTI
control region or TI sidebands). Standard propagation of uncertainties from ni to Ytot gives
the following formula for the statistical uncertainty on Ztot:

Y
2

tot
=
X

i

✓
@Ztot

@ni

◆2

ni (9.4)

In cases where there is a large systematic uncertainty on one or more components of
the background, it can also be useful to include this uncertainty in the number-counting
significance. For example, it is possible to incorporate the heavy flavor uncertainty on gluon
fusion (see Section 6.4) into the number-counting significance. The statistical and systematic
uncertainties on the signal yield can be written

�stat = S/Z (9.5)

�syst = �nggF (9.6)
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where � is the magnitude of the systematic uncertainty on ggF. The total significance then
becomes

Ztotal =
Sq

�
2

stat + �
2

syst

(9.7)

Such systematic uncertainties are included in calculations where indicated.

9.2 Categorization of events

Candidate tt̄H(��) events must contain two photons with pT /m�� > 0.35 (0.25) for
the leading (sub-leading) photon. The diphoton invariant mass must fall in the range 105-
160 GeV, and both photons must pass the tight identification and isolation requirements
described in Section 4.2.

Events are divided into two channels targeting di↵erent decays of the tt̄ system using
the hadronic and leptonic preselection above. In each channel, a Boosted Decision Tree is
trained to separate simulated tt̄H(��) events from continuum background. In both channels,
the continuum background sample used in training corresponds to the NTI data control
sample, where at least one photon fails the identification/isolation requirement (see Section
5.1.1). This sample has the high statistics necessary for BDT training, and it is statistically
independent of the TI dataset on which the final maximum likelihood fit is performed.

The discriminating variables used in training are low-level inputs such as jet and lepton
four-vectors. In most training variables, the true continuum background (the TI data side-
bands) is well modeled by the NTI data control sample (see Figures 9.1-9.4 and 9.7-9.10).
Discrepancies between NTI and TI are small compared to the di↵erence between tt̄H(��)
simulation and the NTI data control sample.

Once the BDTs are trained, four hadronic categories and three leptonic categories with
di↵erent signal-to-background ratios are defined by placing cuts on the BDT discriminants.
Events with low BDT score are rejected entirely. The remainder of this Section the BDT
training and category definition procedure in detail.

The seven categories defined in this Section were first published by ATLAS in tt̄H(��)
measurements at 79.8 fb�1 ([147], Section 10.1, Appendix E), and the same categories are
used in ATLAS tt̄H(��) measurements at 139 fb�1 (Section 10.2). In addition, the same
hadronic and leptonic BDT discriminants are used to define categories for the study of CP
violation in tt̄H(��) included in Chapters 11-12.

9.2.1 Hadronic channel

The hadronic channel targets the all-hadronic decay of the tt̄ system. In addition to
the photon requirements detailed above, hadronic channel events must pass a preselection
requiring at least three jets, with at least one b-tag at the 77% working point. Events with
electrons or muons are vetoed.
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A hadronic BDT is trained to separate tt̄H Monte Carlo (signal) from the continuum
background, which is modeled by the NTI data control region. Both samples are divided
into three subsets: 60% of each sample is used for training, another 20% for validation, and
the remaining 20% for estimating the final sensitivity. In order to increase statistics in the
training and validation sets, the cuts on photon pT /m�� are replaced with flat cuts of pT >

35 (25) GeV on the leading (sub-leading) photon.
The variables used to train the hadronic BDT are:

• pT /m��, ⌘, � of the two photons. Photon pT is scaled by m�� to reduce sculpting of
the diphoton mass spectrum.

• pT , ⌘, �, and E of the six jets with highest pT . If there is no jet n, dummy values are
given to the BDT in the place of jet n kinematics.

• Boolean b-tag flag (77% working point) for each of the six jets with highest pT . If there
is no jet n, a dummy value is given to the BDT in the place of a b-tag flag for jet n.

• Missing ET and � direction of missing ET . In addition to all-hadronic tt̄ decays, the
hadronic preselection also captures top decays to b⌧⌫⌧ where the ⌧ decays hadronically
(see Table 8.2). These events are the source of true missing ET in the hadronic channel.

Figures 9.1-9.4 show the signal and background distributions in each of these training vari-
ables. The resulting hadronic BDT discriminant is shown in Figure 9.5.

Four cuts are placed on the hadronic BDT discriminant to create five orthogonal regions:
events in the region with lowest BDT score are rejected, and the remaining regions make
up the four hadronic analysis categories. The cuts forming the category boundaries are
treated as hyper-parameters of the analysis, and both the boundary values and BDT hyper-
parameters are chosen to maximize the expected Standard Model tt̄H number-counting
significance evaluated on the validation set. This significance is given by Equation 9.3 in
each category, and the total significance is given by the sum in quadrature over all categories.

The category boundaries are determined from a brute force scan of all possible boundary
combinations. In order to have su�cient data in each category to perform the maximum
likelihood fit described in Chapter 6, a minimum of 0.8 continuum background events (pre-
dicted from NTI data) is required in each category in the range 123 < m�� < 127 GeV. This
corresponds to ⇠ 10 events in the full fit range of 105-160 GeV.

The optimal boundaries are shown in Table 9.1. 85% of the tt̄H signal events passing
hadronic preselection are selected into these four categories, and 89% of the preselected
continuum background events are rejected.

The predicted Higgs boson yield in each category is shown in Table 9.2, along with the
estimated continuum background derived by scaling the NTI sidebands. These yields are
calculated in the region 123 < m�� < 127 GeV. The expected number-counting significances
of the total Higgs boson signal (ZH), the tt̄H signal (Ztt̄H), and the single top plus Higgs
signal (ZtH) are shown in Table 9.3.
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(a) Leading photon pT /m�� (b) Leading photon ⌘ (c) Leading photon �

(d) Sub-leading photon pT /m�� (e) Sub-leading photon ⌘ (f) Sub-leading photon �

Figure 9.1: Hadronic BDT training variables: pT /m��, ⌘, and � of the leading and sub-
leading photons. Black squares show tt̄H Monte Carlo signal, and red and green points
represent the NTI and TI data sidebands, respectively.

(a) Missing ET (b) � of missing ET

Figure 9.2: Hadronic BDT training variables: missing ET and � direction of missing ET .
Black squares show tt̄H Monte Carlo signal, and red and green points represent the NTI
and TI data sidebands, respectively.
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(a) Jet 1 pT (b) Jet 1 ⌘ (c) Jet 1 �

(d) Jet 2 pT (e) Jet 2 ⌘ (f) Jet 2 �

(g) Jet 3 pT (h) Jet 3 ⌘ (i) Jet 3 �

Figure 9.3: Hadronic BDT training variables: pT , ⌘, and � of the three jets with highest pT .
Black squares show tt̄H Monte Carlo signal, and red and green points represent the NTI
and TI data sidebands, respectively.
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(a) Jet 4 pT (b) Jet 4 ⌘ (c) Jet 4 �

(d) Jet 5 pT (e) Jet 5 ⌘ (f) Jet 5 �

(g) Jet 6 pT (h) Jet 6 ⌘ (i) Jet 6 �

Figure 9.4: Hadronic BDT training variables: pT , ⌘, and � of the jets ranked fourth, fifth,
and sixth in pT . Black squares show tt̄H Monte Carlo signal, and red and green points
represent the NTI and TI data sidebands, respectively. Events with no jet n are added to
the underflow (left-most) bin for the kinematics of jet n.
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Figure 9.5: Distribution of hadronic BDT score for tt̄H Monte Carlo signal (red), non-tt̄H
Higgs processes (blue), and data sidebands (black) with 79.8 fb�1 of ATLAS data. Signal
(red) and background (blue, black) processes peak at opposite ends of the BDT spectrum.
Dashed vertical lines indicate the position of category boundaries, which are most visible in
the inlaid plot that zooms in to the signal-like end of the spectrum.

Category BDT range
tt̄H had 4 [0.911-0.971]
tt̄H had 3 [0.971-0.991]
tt̄H had 2 [0.991-0.996]
tt̄H had 1 [0.996-1]

Table 9.1: Ranges in hadronic BDT score defining the four hadronic tt̄H(��) categories.

tt̄H tHjb tWH ggF VBF WH ZH cont. bkg.
tt̄H(��) had 4 2.4 0.154 0.0657 0.657 0.19 0.122 0.338 26.5
tt̄H(��) had 3 3.92 0.11 0.102 0.471 0.0911 0.0618 0.207 11.4
tt̄H(��) had 2 2.95 0.0469 0.0835 0.146 0.0245 0.0178 0.0669 2.44
tt̄H(��) had 1 3.93 0.0299 0.131 0.0897 0.0158 0.0159 0.0518 0.759

Table 9.2: Predicted event yield in the region 123 GeV < m�� < 127 GeV at 79.8 fb�1 in
the hadronic BDT categories. The continuum background estimate is derived by scaling the
data yield in the NTI data sidebands.
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ZH Ztt̄H ZtH

tt̄H(��) had 4 0.746 0.448 0.0399
tt̄H(��) had 3 1.38 1.06 0.0527
tt̄H(��) had 2 1.81 1.53 0.0547
tt̄H(��) had 1 3.23 2.73 0.0728
Combined 4.02 3.33 0.113

Table 9.3: Predicted number-counting significance at 79.8 fb�1 in the hadronic BDT cate-
gories. The continuum background estimate is derived by scaling the data yield in the NTI
data sidebands.

Many combinations of hadronic BDT training variables were tested before settling on the
list above, including:

• High-level jet variables (HL): njets, ncen. jets, nb-jets, missing ET , HT

• Photons: pT /m�� and ⌘ for the two photons

• Jets: pT , ⌘ and pseudo-continuous b-tag score for up to six jets

• Tops: Top Reco BDT score (see Chapter 8), pT , ⌘, and m for the reconstructed top (t1),
pT , ⌘, and m of the system of jets recoiling against the top (t2), �R(t, ��), �R(t1, t2),
�R(t2, ��)

Figure 9.6 compares the performance of several combinations of these variables in terms
of number-counting significance. The set of high-level variables includes no photon-related
variables, and there is near-perfect agreement between significance calculating using NTI
sidebands and TI sidebands. The introduction of the photon variables increases the sensi-
tivity significantly (compare, for example, “Tops, HL, photons” and “Tops, HL”). It is also
interesting to note that replacing the low-level jet kinematics with reconstructed top variables
gives very similar performance (compare “Tops, HL, photons” and “Jets, HL, photons”).
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Figure 9.6: Predicted number-counting significance of four hadronic categories, with di↵erent
input variables used in BDT training. Black (blue) points represent significance calculations
with continuum background estimated from the NTI (TI) data sidebands. Square points
show significances that use the tt̄H yield from the nominal Monte Carlo sample, and circles
show significances that use the yield from a sample using an alternative parton showering
algorithm. The errors shown are statistical.

9.2.2 Leptonic channel

The leptonic channel targets final states with at least one top decaying semi-leptonically
to an electron or muon. In addition to the photon requirements detailed above, leptonic
channel events must pass a preselection requiring at least one b-jet and at least one electron
or muon.

A leptonic BDT is trained to separate tt̄H Monte Carlo (signal) from the continuum
background, which is modeled by the NTI data control region. The tt̄H signal is required
to contain at least one jet that is b-tagged at the 77% working point: 60% of this sample
is used for training, another 20% for validation, and the remaining 20% for estimating the
final sensitivity. The NTI data sample with � 1 lepton contains limited statistics, and four
statistically independent datasets are defined: one for training, one for BDT hyper-parameter
optimization (validation 1), one for category boundary optimization (validation 2), and one
for testing.

In the training and validation 1 samples, events are required to contain zero b-tagged jets
and at least one un-tagged jet in the central ⌘ region, e↵ectively modeling the background
from non-top QCD processes. In addition, the cuts on photon pT /m�� are replaced with flat
cuts of pT > 35 (25) GeV on the leading (sub-leading) photon, and the range of diphoton
invariant masses is extended to m�� > 80 GeV. 75% of this sample is used for training, and
the other 25% for optimization of the BDT hyper-parameters.
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In the validation 2 and testing samples, the same selection is applied that is used for
the signal sample (� 1 b-jet, � 1 lepton): 50% of this sample is used to optimize the BDT
category boundaries, and the other 50% is reserved for estimating the final sensitivity.

The variables used to train the leptonic BDT are:

• pT /m��, ⌘, and � of the two photons. Photon pT is scaled by m�� to reduce sculpting
of the diphoton mass spectrum.

• pT , ⌘, and � of up to two leptons. If there is no second lepton, dummy values are given
to the BDT in the place of second lepton kinematics.

• pT , ⌘, �, and E of the four jets with highest pT . If there is no jet n, dummy values are
given to the BDT in the place of jet n kinematics.

• Boolean b-tag flag (77% working point) for each of the four jets with highest pT . If
there is no jet n, a dummy value is given to the BDT in the place of a b-tag flag for
jet n.

• Missing ET and � direction of missing ET .

Figures 9.7-9.10 show the signal and background distributions in each of these training
variables. The resulting leptonic BDT discriminant is shown in Figure 9.11. The peak in
the NTI background at high BDT score is composed primarily of tt̄�� events, which are not
well rejected by the leptonic BDT (see Section 9.3.2).

Three cuts are placed on the leptonic BDT discriminant to create four orthogonal regions:
events in the region with lowest BDT score are rejected, and the remaining regions make up
the three leptonic analysis categories. The cuts forming the category boundaries are chosen
to maximize the expected Standard Model tt̄H number-counting significance evaluated on
the validation 2 set. This significance is given by Equation 9.3 in each category, and the
total significance is given by the sum in quadrature over all categories.

The category boundaries are determined from a brute force scan of all possible boundary
combinations. In order to have su�cient data in each category to perform the maximum
likelihood fit, a minimum of 0.8 continuum background events (predicted from NTI data)
is required in each category in the range 123 < m�� < 127 GeV. This corresponds to ⇠ 10
events in the full fit range of 105-160 GeV.

The optimal boundaries are shown in Table 9.4. 97% of the tt̄H signal events passing
leptonic preselection (� 1 b-jet, � 1 lepton) are selected into these four categories, and 43%
of the preselected continuum background events are rejected.

The predicted Higgs boson yield in each category is shown in Table 9.5, along with the
estimated continuum background derived by scaling the NTI sidebands. These yields are
calculated in the region 123 < m�� < 127 GeV. The expected number-counting significances
of the total Higgs boson signal (ZH), the tt̄H signal (Ztt̄H), and the single top plus Higgs
signal (ZtH) are shown in Table 9.6.
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(a) Leading photon pT /m�� (b) Leading photon ⌘ (c) Leading photon �

(d) Sub-leading photon pT /m�� (e) Sub-leading photon ⌘ (f) Sub-leading photon �

Figure 9.7: Leptonic BDT training variables: pT /m��, ⌘, and � of the leading and sub-
leading photons. Black squares show tt̄H Monte Carlo signal, and red and green points
represent the NTI and TI data sidebands, respectively.

Category BDT range
tt̄H lep 3 [0.705-0.942]
tt̄H lep 2 [0.942-0.987]
tt̄H lep 1 [0.987-1]

Table 9.4: Ranges in leptonic BDT score defining the three leptonic tt̄H(��) categories.



CHAPTER 9. SELECTION OF tt̄H(��) EVENTS 109

(a) Lepton pT (b) Lepton ⌘ (c) Lepton �

(d) Missing ET (e) � of missing ET

Figure 9.8: Leptonic BDT training variables: (top) pT , ⌘, and � of the leading lepton, and
(bottom) missing ET and � direction of missing ET . Black squares show tt̄H Monte Carlo
signal, and red and green points represent the NTI and TI data sidebands, respectively.

tt̄H tHjb tWH ggF VBF WH ZH cont. bkg.
tt̄H(��) lep 3 0.66 0.0634 0.022 0.028 0.00102 0.0265 0.0189 2.84
tt̄H(��) lep 2 1.85 0.0556 0.052 0 0 0.0226 0.013 2.35
tt̄H(��) lep 1 3.98 0.0307 0.123 0.00587 0 0.00956 0.00994 1.67

Table 9.5: Predicted event yield in the region 123 GeV < m�� < 127 GeV at 79.8 fb�1 in
the leptonic BDT categories. The continuum background estimate is derived by scaling the
data yield in the NTI data sidebands.
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(a) Jet 1 pT (b) Jet 1 ⌘ (c) Jet 1 �

(d) Jet 2 pT (e) Jet 2 ⌘ (f) Jet 2 �

Figure 9.9: Leptonic BDT training variables: pT , ⌘, and � of the two jets with highest pT .
Black squares show tt̄H Monte Carlo signal, and red and green points represent the NTI and
TI data sidebands, respectively. Events with no jet n are added to the underflow (left-most)
bin for the kinematics of jet n.

ZH Ztt̄H ZtH

tt̄H(��) lep 3 0.465 0.368 0.045
tt̄H(��) lep 2 1.16 1.06 0.0521
tt̄H(��) lep 1 2.5 2.33 0.0643
Combined 2.8 2.58 0.0942

Table 9.6: Predicted number-counting significance at 79.8 fb�1 in the leptonic BDT cate-
gories. The continuum background estimate is derived by scaling the data yield in the NTI
data sidebands.
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(a) Jet 3 pT (b) Jet 3 ⌘ (c) Jet 3 �

(d) Jet 4 pT (e) Jet 4 ⌘ (f) Jet 4 �

Figure 9.10: Leptonic BDT training variables: pT , ⌘, and � of the jets ranked third and fourth
in pT . Black squares show tt̄H Monte Carlo signal, and red and green points represent the
NTI and TI data sidebands, respectively. Events with no jet n are added to the underflow
(left-most) bin for the kinematics of jet n.

Many combinations of leptonic BDT training variables were tested before settling on the
list above, including:

• High-level jet variables (HL): ncen. jets, missing ET , HT , transverse mass mT , pT (lepton
+ missing ET )

• Photons: pT /m�� and ⌘ for the two photons

• Jets: pT , ⌘, � and b-tag flag for up to four jets

• Leps: pT , ⌘ and � of up to two leptons

• Tops: Top Reco BDT score, pT , ⌘, and m for the reconstructed top (t1), pT , ⌘, and m

of the system of jets recoiling against the top (t2)
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Figure 9.11: Distribution of leptonic BDT score for tt̄H Monte Carlo signal (red), non-tt̄H
Higgs processes (blue), and data sidebands (black) with 79.8 fb�1 of ATLAS data. Signal
(red) and background (blue, black) processes peak at opposite ends of the BDT spectrum.
Dashed vertical lines indicate the position of category boundaries, which are most visible in
the inlaid plot that zooms in to the signal-like end of the spectrum.

Figure 9.12 compares the performance of three combinations of these variables in terms of
number-counting significance. Once again, replacing the low-level jet and lepton kinematics
with reconstructed top variables gives very similar performance (compare “Tops, photons”
and “Jets, leps, MET, photons”).
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Figure 9.12: Number-counting significance of three leptonic categories, with di↵erent in-
put variables used in BDT training. Black (blue) points represent significance calculations
with continuum background estimated from the NTI (TI) data sidebands. Square points
show significances that use the tt̄H yield from the nominal Monte Carlo sample, and circles
show significances that use the yield from a sample using an alternative parton showering
algorithm. The errors shown are statistical.

9.3 Decomposition of continuum background

The continuum diphoton background included in the tt̄H analysis categories consists
mainly of two processes: �� + jets and tt̄��, with photons that can be either real or fake.
The total continuum background is estimated using the data-driven method already de-
scribed, but the relative contribution from each of these sources in the tt̄H categories has
so far remained unexplored. This Section introduces several methods for decomposing the
continuum background. Monte Carlo samples containing real photons are used to model the
shapes of both real-photon and fake-photon background processes.

9.3.1 Hadronic Channel

In the hadronic categories, the relative contribution of tt̄�� and �� + jets is determined
using a template fit method. A probability distribution function (PDF) f is constructed for
each background process as a function of an event variable x. The PDFs are summed with
a relative weight factor r, giving a combined PDF of

r ⇥ ftt̄��(x) + (1 � r) ⇥ f��(x) +
n

SM

tt̄H

ndata

⇥ ftt̄H(x) (9.8)
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The final term in this PDF represents the expected signal: n
SM

tt̄H
is the number of SM signal

events, ndata is the observed number of data events, and ftt̄H(x) is the signal PDF. Equation
9.8 is fitted to data, and the best fit value of r gives the fraction of tt̄�� making up the total
continuum background: this is referred to as the top background fraction.

The template fit method is most successful when the background PDFs ftt̄�� and f�� are
very di↵erent in shape. The variable x is chosen to be the reconstructed top candidate mass
in order to exploit the shape di↵erence between samples with and without true top quark
(see Chapter 8 for details on the top reconstruction). Figure 9.13 shows the templates ftt̄��,
f��, and ftt̄H , which use a bin size of 20 GeV. The statistical uncertainty on the Monte Carlo
templates is eclipsed by the size of the marker points.

Figure 9.13: The templates, normalized to unit area, of the top mass distribution in the tt̄H,
tt̄�� and �� + jets Monte Carlo samples.

The template fits are shown in Figure 9.14 in two regions: one region corresponding to
all four hadronic tt̄H(��) categories, and another region corresponding to the two hadronic
categories with highest signal-to-background ratio (S/B).

The top background fractions obtained in each region are summarized in Table 9.7. The
uncertainty on the top background fraction is divided into two components: a contribution
from the statistics of the data, and a contribution from the statistics of the templates.
The latter is determined by running 1000 toys per template fit and randomly varying the
templates bin-by-bin. The variations are subject to a Gaussian constraint with a width
corresponding to the 1� statistical error on the bin. The standard deviation of the top
background fractions from toys is taken as the error due to template statistics. The statistical
uncertainty on the templates is small compared to the statistical uncertainty in data.

Using the top background fraction extracted from data, the number of tt̄�� and ��+jets
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(a) tt̄H had 1-4 (b) tt̄H had 1-2

Figure 9.14: Template fits to data in the hadronic tt̄H(��) categories. The contributions
from tt̄�� (blue) and ��+ jets (red) are normalized to their fitted values of r and (1�r). The
tt̄H contribution (green) is fixed to the SM expectation. The fitted combined PDF is shown
in the dashed black line. The left plot shows the fit for all four hadronic BDT categories,
and the right shows only the two categories with highest S/B.

n
SM

tt̄H
/ndata r data temp

tt̄H had 1-4 2% 21% ±6% ±2%
tt̄H had 1-2 7% 31% ±16% ±5%

Table 9.7: The top background fraction obtained in the hadronic tt̄H(��) categories. The
uncertainty is split into components coming from data statistics (data) and from the template
statistics (temp).

events in each region can be extracted:

ntt̄�� = rndata (9.9)

n�� = (1 � r)ndata (9.10)

(9.11)

The ratio of this number of events to the prediction from Monte Carlo gives a data/Monte
Carlo scale factor for each process. These scale factors are shown in Table 9.8.

ktt̄�� data temp k�� data temp
tt̄H(��) had 1-4 4.87 ±1.50 ±0.44 1.00 ±0.08 ±0.02
tt̄H(��) had 1-2 3.31 ±1.67 ±0.58 1.21 ±0.31 ±0.11

Table 9.8: Data/Monte Carlo scale factors determined from the top background fraction for
the hadronic tt̄H(��) categories. The uncertainty is split into components coming from data
statistics (data) and from the template statistics (temp).
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The same procedure can be applied in the data sideband region only, with n
SM

tt̄H
= 0. The

top background fractions and data/Monte Carlo scale factors obtained from the sidebands
agree with those reported in Tables 9.7-9.8 within the statistical uncertainty.

9.3.2 Leptonic Channel

In the leptonic channel, the dilepton events provide a simple handle for background
decomposition. Since it is highly unlikely that �� + jets events contain more than one
lepton, all dilepton events are taken to be the result of tt̄ decays. In the data sidebands
(|m�� � 125 GeV| > 5 GeV), no contamination from tt̄H(��) is expected, and all dilepton
events are therefore attributed to tt̄��.

The number of dilepton events predicted by tt̄�� Monte Carlo is scaled to the dilepton
event yield in the data sidebands (eight events at 139 fb�1). This corresponds to a data/MC
scale factor of 2.91±1.3, with the uncertainty coming from the statistical error on the number
dilepton events in data. This same scale factor is applied to the predicted yield of tt̄�� events
containing � 1 lepton, and the scaled prediction is subtracted from the number of � 1 lepton
events in data. The remaining events are attributed to �� + jets. The data/MC scale factor
for �� + jets is extracted by solving:

n
SB

data
= ktt̄��n

SB

tt̄��
+ k��n

SB

��
(9.12)

Tables 9.9 and 9.10 show the values of each parameter in this formula.

Data yield Predicted tt̄�� yield Predicted �� + jets yield
Dilepton 8 2.75 0

� 1 leptons 118 29.42 3.92

Table 9.9: The dilepton and inclusive � 1 lepton event yields in the three leptonic tt̄H(��)
categories at 139 fb�1, counted in the m�� sidebands. Shown in data, tt̄�� Monte Carlo, and
�� + jets Monte Carlo.

ktt̄�� k��

Dilepton 2.91 ± 1.3 n/a
� 1 leptons 2.91 ± 1.3 8.25 ± 7.22

Table 9.10: Data/MC scale factors derived for each continuum background process in the
leptonic channel. The reported statistical error is due to the limited number of dilepton
events.

Applying the tt̄�� Monte Carlo scale factor to data in the full m�� range and including
the Standard Model prediction for tt̄H gives the fractions listed in Table 9.11. As expected,
the tt̄�� process is the dominant background in these categories, since ��+ jets is better
rejected by a leptonic BDT that is trained on 0 b-jet background (refer to Section 9.2.2).
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n
SM

tt̄H
/ndata r

tt̄H(��) lep 1-3 9% 66% ± 23%

Table 9.11: The top background fraction obtained in the leptonic tt̄H(��) categories.
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Chapter 10

First observation of tt̄H Production

The observation of tt̄H production at the LHC represents the first direct evidence of Higgs
boson coupling to quarks. The first observation of tt̄H above the 5� threshold for discovery
combined searches in multiple Higgs boson decay channels, including H ! �� [147] [148].
The 2018 ATLAS tt̄H combination is discussed in Section 10.1. Section 10.2 describes the
tt̄H(��) results from ATLAS using the full Run 2 dataset, which gives a single-channel
observed tt̄H significance of 4.9� (4.5� expected) [149].

10.1 Combination of Higgs decay channels

The full ATLAS tt̄H program includes searches in multiple Higgs boson decay channels.
A statistical combination of all available tt̄H analyses was performed 2018 using a partial
Run 2 dataset. The analyses included in this combination are summarized in Section 10.1.1.
Section 10.1.2 includes a discussion of the treatment of systematic uncertainties, and the
combined results are included in Section 10.1.3.

10.1.1 Input analyses

Run 2 tt̄H(bb̄) with 36.1 fb�1

The tt̄H(bb̄) analysis [150] targets the H ! bb̄ decay in conjunction with at least one
semi-leptonic top quark decay. The analysis included in the combination uses 36.1 fb�1 of
ATLAS data collected in 2015-2016. Events are divided according to lepton multiplicity
and b-jet multiplicity at di↵erent working points. Within each region, categories are defined
using a variety of multivariate techniques. Categories containing high fractions of tt̄H are
designated as signal regions. Control regions are used to constrain the rate of tt̄ background
processes, including tt̄ + bb̄, tt̄ + b, tt̄ + charm, and tt̄ + light jets.

In the dilepton channel, four control regions and three signal regions are defined. In the
single-lepton channel, six control regions and six signal regions are defined, including one
signal region that targets boosted (high pT ) Higgs bosons and top quarks using large-radius
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(R = 1.0) jets. The tt̄H signal strength is determined by fitting all 19 categories. The rate
of each background process is left free in the fit, with constraining power coming from the
control regions.

Run 2 tt̄H(multi-lepton) with 36.1 fb�1

The tt̄H(multi-lepton) analysis [143] targets H ! WW , H ! ⌧⌧ , and non-resonant
H ! ZZ decays. The analysis included in the combination uses 36.1 fb�1 of ATLAS
data collected in 2015-2016. Eight signal regions are defined based on lepton flavor and
multiplicity, with two categories corresponding to the 4` final state. In addition, four control
regions are defined to target the tt̄W , tt̄Z, tt̄, and diboson backgrounds.

The tt̄H signal strength is determined by fitting all twelve categories. The rate of each
background process is left free in the fit, with constraining power coming from the control
regions.

Run 2 tt̄H(��) with 79.8 fb�1

The tt̄H(��) analysis targets the H ! �� decay using the seven analysis categories
described in Chapter 9. The analysis included in this tt̄H combination uses 79.8 fb�1 of
13 TeV ATLAS data collected between 2015 and 2017 (results included in Appendix E).
The same analysis procedure is later applied to the full Run 2 dataset (139 fb�1), and these
results are reported in Section 10.2.

Run 2 tt̄H(ZZ ! 4`) with 79.8 fb�1

The tt̄H(ZZ ! 4`) analysis [147] targets resonant H ! ZZ decay with both Z bosons
decaying leptonically to e or µ. This analysis uses 79.8 fb�1 of 13 TeV ATLAS data collected
between 2015 and 2017. Events are selected that contain � 1 b-jet and � 4 leptons (two
same-flavor/opposite-sign pairs) with 115 GeV < m4` < 130 GeV. Events are then sorted
into two groups: had-enriched (� 4 jets and exactly 4 leptons), and lep-enriched (� 2 jets
and � 5 leptons). The had-enriched sample is further divided into one “Tight” category
and one “Loose” category based on a BDT discriminant. This BDT is trained to separate
tt̄H(ZZ ! 4`) Monte Carlo events from simulated background using the following training
variables: p

jj

T
, m

jj,�⌘jj, �Rmin(j, Z), �R(j1, 4`), ⌘ZZ

Zepp
, E

miss

T
, njet, nb-jet, HT , and H ! 4`

matrix element.

Run 1 tt̄H

The Run 1 ATLAS search for tt̄H production [151] combined three Higgs boson decay
channels: H(bb̄) [152], H(multi-lepton) [153], and H(��) [151]. With 4.5 fb�1 at

p
s = 7

TeV and 20.3 fb�1 at
p

s = 8 TeV, the Run 1 observed tt̄H significance is 2.5�, compared
to 1.5� expected. This corresponds to an observed signal strength of µtt̄H = 1.82+0.83

�0.75
.
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10.1.2 Systematic uncertainties

The Run 2 tt̄H(bb̄) and tt̄H(multi-lepton) analyses use data from 2015-2016. The exper-
imental uncertainties on physics objects (jets, leptons, photons, etc.) are mostly correlated
between these two analyses. The modeling uncertainty on tt̄V , tV , 4-top, and diboson
backgrounds are treated as fully correlated. The modeling uncertainty on tt̄ in the tt̄H(bb̄)
analysis is not correlated with tt̄H(multi-lepton) because the two analyses probe di↵erent
regions of phase-space. See [143] for full discussion of correlations.

The Run 2 tt̄H(ZZ ! 4`) and tt̄H(��) analyses use data from 2015-2017 and a later
version of ATLAS analysis software than the 2015-2016 analyses. The experimental uncer-
tainties on physics objects are treated as fully correlated between these two analyses, but
mostly uncorrelated with tt̄H(bb̄) and tt̄H(multi-lepton).

The main experimental systematics that are correlated in the combination of these four
analyses are uncertainties on the electron/photon energy scale and resolution, and on the
electron e�ciencies. The uncertainty on overall luminosity is treated as partially correlated
between the 2015-2016 and 2015-2017 datasets: a 1.51% common uncertainty is assigned
to both periods, and an additional 1.61% (1.27%) is applied for the 2015-2016 (2015-2017)
period.

Theory uncertainties, including uncertainties on the tt̄H signal prediction, are fully cor-
related across all four 13 TeV analyses. The theory systematics are dominated by the Monte
Carlo modeling of tt̄ background processes and uncertainties on the tt̄H signal (including
QCD scale and UEPS uncertainties).

The dominant sources of systematic uncertainty on the 13 TeV cross section measurement
are summarized in Table 10.1. To determine the contribution from each group of systematics,
the corresponding nuisance parameters are fixed to their best fit values from the uncondi-
tional maximum likelihood fit. The resulting error is then subtracted (in quadrature) from
the total error to obtain the error due only to the systematics in question.

In the combination of Run 1 and Run 2 tt̄H results, almost all systematics are treated as
uncorrelated. The only exceptions are the QCD scale uncertainty on tt̄H, uncertainties on
the Higgs boson branching fractions, and uncertainties on the electron/photon energy scale
and resolution.

10.1.3 Results of combined analysis

Run 2

A summary of all
p

s = 13 TeV analysis categories (including control regions) is shown
in Figure 10.1. The tt̄H signal is clearly visible above the background in the categories with
high signal-to-background ratio (on the right-hand side of the plot). The combined tt̄H

significance is observed to be 5.8� in the 13 TeV analyses, corresponding to a signal strength
of µtt̄H = 1.32 +0.32

�0.28
. The expected significance is 4.9�.
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Uncertainty source ��/� [%]

Theory uncertainties 11.9
tt̄ + heavy flavor 9.9
tt̄H 6.0
Non-tt̄H Higgs production 1.5
Other backgrounds 2.2
Experimental uncertainties 9.3
Fake leptons 5.2
Jets and missing ET 4.9
Electrons and photons 3.2
Luminosity 3.0
Tau leptons 2.5
Flavor tagging 1.8
Monte Carlo statistics 4.4

Table 10.1: Breakdown of the systematic uncertainties for the combined tt̄H cross section
measurement at

p
s = 13 TeV. This is shown as the uncertainty due to each group of

systematics (��), as a fraction of the total cross section (�). The numbers are obtained
from quadratic subtraction of the total uncertainty and the uncertainty of the fit with the
corresponding group fixed.
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Figure 10.1: Summary of all tt̄H analysis categories, binned in the logarithm of the signal-
to-background ratio (S/B) of the category. The tt̄H signal is clearly visible above the back-
ground in the most powerful categories (those with highest S/B).
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The combined tt̄H cross section at
p

s = 13 TeV is measured to be

�tt̄H = 670 ± 90 (stat.) +110

�100
(syst.) fb (10.1)

This is in agreement with the Standard Model prediction of 507 +35

�50
fb. The measured cross

section from each constituent analysis is shown in Figure 10.2a. No events are observed in
the tt̄H ! ZZ ! 4` categories, so an upper limit is placed on the cross section in this
channel. The measured tt̄H cross section in each Higgs boson decay channel is shown in
Figure 10.2b. The H ! bb̄ and H ! �� decay channel cross sections di↵er slightly from the
analysis-level cross sections due to some small contamination of other Higgs boson decays in
these categories.

SM
ttHσ/ttHσ

1− 0 1 2 3 4

Total Stat. Syst. SMATLAS

-1 = 13 TeV, 36.1 - 79.8 fbs

             Total       Stat.    Syst.

Combined   )
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  ± 0.18 , ±   ( 0.26

0.28  ±  1.32 

H (ZZ)tt < 1.77 at 68% CL
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0.23  ±  , 0.38

0.42  ±   ( 0.42
0.48  ±  1.39 

H (multilepton)tt   )0.27
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0.30  ±   ( 0.40
0.42  ±  1.56 

)bH (btt  0.53 )±  , 0.28
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Figure 10.2: Measured tt̄H cross section broken down by (a) ATLAS analysis and (b) Higgs
boson decay mode, normalized to the Standard Model prediction. The yellow (blue) bars
represent the statistical (systematic) component of the uncertainty on the measured cross
section. The Standard Model prediction is shown in red, with theory errors in gray.

Run 1 and Run 2

Combining the four Run 2 tt̄H analyses with the ATLAS Run 1 analysis gives an observed
tt̄H significance of 6.3�, compared to 5.1� expected. The combined signal strength is µtt̄H =
1.38 +0.31

�0.27
. Figure 10.3 shows the likelihood scans of the Run 1, Run 2, and combined

datasets.
The tt̄H cross section is shown as a function of center of mass energy in Figure 10.4.

The data correspond to Run 1 (
p

s = 8 TeV only) and Run 2 (Equation 10.1) cross section
measurements. The pink line represents the theory calculation at NLO in QCD + NLO in
EW, with the uncertainty shown as a purple band.
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Figure 10.3: Expected (dashed) and observed (solid) likelihood scans of the signal strength
µtt̄H for the Run 1 (black), Run 2 (blue), and combined datasets (red).
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10.2 tt̄H in the diphoton decay channel

The tt̄H(��) categorization described in Chapter 9 was developed and optimized on the
partial LHC Run 2 dataset of 79.8 fb�1, collected during 2015-2017. This same categorization
is applied to the full Run 2 dataset of 139 fb�1, and no re-optimization of the categories is
performed. This Section reports the full Run 2 results, which are included in [149]. Earlier
results at 79.8 fb�1 are described in Appendix E.

10.2.1 Signal and background shapes

In each analysis category, the signal shape is determined by fitting a Double-Sided Crystal
Ball (DSCB) function to a sample of inclusive Higgs boson Monte Carlo (see Section 6.2.1).
The best fit DSCB parameters for each tt̄H(��) category are shown in Table 10.2, along
with S90, the smallest m�� range containing 90% of Higgs signal.

Category µCB [GeV] �CB [GeV] ↵low ↵high nlow nhigh S90 [GeV]
tt̄H(��) had 4 125.15 1.55 1.7 1.5 5.0 13.3 3.00
tt̄H(��) had 3 125.16 1.52 1.7 1.5 5.0 12.8 2.96
tt̄H(��) had 2 125.14 1.46 1.7 1.4 4.6 16.6 2.84
tt̄H(��) had 1 125.14 1.29 1.7 1.5 4.7 16.6 2.48
tt̄H(��) lep 3 125.16 1.74 1.6 1.7 6.1 5.8 3.30
tt̄H(��) lep 2 125.13 1.62 1.7 1.4 4.5 21.6 3.13
tt̄H(��) lep 1 125.12 1.44 1.7 1.4 4.9 13.5 2.80

Table 10.2: Best fit parameter values for the signal m�� shape in each of the seven tt̄H(��)
categories at 139 fb�1. Note that these are the fitted values for the MC samples at mH = 125
GeV.

For the hadronic tt̄H(��) categories, the functional form of the continuum background is
extracted from templates created from NTI data. To enhance statistics in these templates,
events with no b-tagged jets are also included, and the b-tag status of all central jets are set
to “true” when computing BDT score. For the leptonic tt̄H(��) categories, the background
templates are constructed from tt̄�� Monte Carlo, since this process dominates the contin-
uum background once the BDT selection has been applied. In order to enhance statistics,
no photon identification or isolation cuts are applied to the leptonic background templates.

The functional form of the continuum background and the spurious signal are listed in
Table 10.3.

10.2.2 Systematic uncertainties

The experimental uncertainties included in the tt̄H(��) measurement are those sum-
marized in Section 6.4.2. A conservative 100% heavy flavor uncertainty is applied to the
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Category Function Nsp �
2
/ndof Prob(�2) [%]

tt̄H(��) had 4 Power Law +1.07 0.82 82.2
tt̄H(��) had 3 Power Law +0.658 1.14 22.2
tt̄H(��) had 2 Power Law +0.756 1.31 6.47
tt̄H(��) had 1 Exponential +0.316 1.33 5.45
tt̄H(��) lep 3 Exponential +0.165 0.87 73.8
tt̄H(��) lep 2 Power Law +0.430 1.33 5.45
tt̄H(��) lep 1 Exponential +0.241 1.51 0.981

Table 10.3: Results of the spurious signal test for the tt̄H(��) categories at 139 fb�1. The
�

2
/ndof indicates the performance of a background only fit to the template in the m�� range

105-160 GeV, but is in general not a part of the spurious signal criteria.

predicted ggF, VBF, and V H yields in each category, and inclusive uncertainties from [34]
are applied to the bb̄H, tHjb, and tWH yields.

For the tt̄H signal yields, QCD scale variations and PDF uncertainties (31 eigenvec-
tor scheme) are evaluated separately in each category. In addition, an Underlying Even-
t/Parton Showering (UEPS) uncertainty is calculated on the tt̄H yield in each category
by comparing predictions from Monte Carlo samples using di↵erent showering algorithms:
MG5 aMC@NLO+Pythia8 and MG5 aMC@NLO+Herwig++. The UEPS uncertainties are
listed in Table 10.4.

Category UEPS [%]
tt̄H had 4 +2.2
tt̄H had 3 �3.2
tt̄H had 2 �6.7
tt̄H had 1 �11.4
tt̄H lep 3 +5.1
tt̄H lep 2 �2.9
tt̄H lep 1 �9.0

Table 10.4: Underlying Event/Parton Showering (UEPS) uncertainty on tt̄H signal yields
in each analysis category. The uncertainty is obtained by comparing event yields from tt̄H

Monte Carlo samples with two di↵erent showering algorithms: MG5 aMC@NLO+Pythia8
and MG5 aMC@NLO+Herwig++.

The main sources of systematic uncertainty on the measurement of tt̄H cross section times
H ! �� branching fraction are summarized in Table 10.5. To determine the contribution
from each group of systematics, the corresponding nuisance parameters are fixed to their
best fit values from the unconditional maximum likelihood fit. The resulting error is then
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subtracted (in quadrature) from the total error to obtain the error due only to the systematics
in question.

Uncertainty source ��low/� [%] ��high/� [%]

Theory uncertainties 6.6 9.7
Underlying Event/Parton Shower 5.0 7.2
Heavy flavor 4.0 3.4
QCD scale 3.3 4.7
PDF+↵S 0.3 0.5

Experimental uncertainties 7.8 9.1
Photon energy resolution 5.5 6.2
Photon energy scale 2.8 2.7
Jet/missing ET 2.3 2.7
Spurious signal 2.1 2.0
Photon e�ciency 1.9 2.7
Luminosity and trigger 1.6 2.3
Higgs mass 1.6 1.5
Pileup 1.0 1.5
Flavor tagging 0.9 1.1
Leptons 0.4 0.6

Table 10.5: Contribution of groups of systematic uncertainties to the total error on the
measured tt̄H cross section times H ! �� branching ratio with 139 fb�1. This is shown
as the uncertainty due to each group of systematics (��), as a fraction of the total cross
section (�). The numbers are obtained from quadratic subtraction of the total uncertainty
and the uncertainty of the fit with the corresponding group fixed.

The dominant theory uncertainty is the UEPS uncertainty: since up to six jets in a single
event are used in the BDT training (see Chapter 9), dependence on the parton showering
algorithm is expected. The photon energy scale and resolution are the dominant experimental
systematics, and their role will be discussed in the next Section.

10.2.3 Results

The diphoton mass spectrum in each hadronic (leptonic) category is shown in Figure
10.5 (Figure 10.6), with the signal-plus-background fits overlaid. The observed significance
of tt̄H(��) is 4.9�, which corresponds to a signal strength of

µtt̄H = 1.38 +0.41

�0.36
= 1.38 +0.33

�0.31
(stat.) +0.13

�0.11
(exp.) +0.22

�0.14
(th.) (10.2)

The expected tt̄H(��) significance on the full Run 2 dataset (assuming the Standard Model)
is 4.5� (pre-fit) and 4.2� (post-fit).
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Figure 10.5: Diphoton invariant mass spectrum in the four hadronic tt̄H(��) categories with
139 fb�1 of ATLAS data. tt̄H(��) had 1 (a) corresponds to the tightest cut on BDT score,
and tt̄H(��) had 4 (d) to the loosest. The data is shown in black, with the fitted continuum
background distribution in blue, the total background (including non-tt̄H Higgs processes)
in green, and the tt̄H signal plus background in red.

Figure 10.7 shows the fitted signal and background yields in each category, calculated in
the m�� window containing 90% of the Higgs boson signal (S90 in Table 10.2). These yields
are also listed in Table 10.6.

In order to visually enhance the contribution of the most powerful analysis categories, the
data and fit in each category are weighted by ln(1+S/B) where S (B) is the expected signal
(background) in the smallest m�� window containing 90% of the Higgs boson signal. This
weighting procedure serves to magnify the contribution to the m�� spectrum of categories
with highest S/B. The weighted diphoton mass spectrum (summed over all categories) is
shown in Figure 10.8. A description of the calculation of errors on this plot is included in
Section 6.5.

The tt̄H cross section times the H ! �� branching fraction is measured to be

�tt̄H ⇥ B�� = 1.59 +0.43

�0.39
fb = 1.59 +0.38

�0.36
(stat.) +0.15

�0.12
(exp.) +0.15

�0.11
(th.) fb (10.3)

This is compared to a Standard Model prediction of 1.15 +0.09

�0.12
fb.
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Figure 10.6: Diphoton invariant mass spectrum in the three leptonic tt̄H(��) categories with
139 fb�1 of ATLAS data. tt̄H(��) lep 1 (a) corresponds to the tightest cut on BDT score,
and tt̄H(��) lep 3 (c) to the loosest. The data is shown in black, with the fitted continuum
background distribution in blue, the total background (including non-tt̄H Higgs processes)
in green, and the tt̄H signal plus background in red.

Characterizing the Higgs peak

In the seven tt̄H categories, the shape of the Higgs mass peak in data is broader and
centered at higher mH than expected. As a result, the photon energy scale and resolution
systematics are pulled to fit the peak in data, making these the dominant experimental un-
certainties. A number of tests are performed to quantify the di↵erence between the observed
and expected Higgs signal peak, and no significant tension with the expected Higgs boson
signal shape is observed.

If the Higgs boson mass is allowed to float along with the tt̄H signal strength, the best
fit occurs at mH = 126.45 +0.65

�0.63
GeV and µtt̄H = 1.40 +0.42

�0.36
. The tension between this

measurement and the expectation (mH = 125.09 GeV) is at the level of 2.15�.
In order to fit the width of the Higgs mass peak, a scale factor is assigned to �CB, the

resolution of the DSCB function. A scale factor of 1.0 corresponds to the expected width,
while a scale factor larger than 1.0 corresponds to a broadened peak. This scale factor is
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Figure 10.7: Fitted number of tt̄H(��) and background events in each analysis category
with 139 fb�1 of ATLAS data. The fitted continuum background yield is shown in blue, the
non-tt̄H Higgs background in green, and the tt̄H signal (normalized to the fitted µ = 1.38)
in red. The total number of data events per category is overlaid in black.

Category SM tt̄H SM non-tt̄H Higgs Cont. bkg. SM Total Data
tt̄H(��) had 1 6.94 0.81 4.50 12.25 15
tt̄H(��) had 2 5.58 1.11 16.53 23.22 31
tt̄H(��) had 3 7.73 3.07 56.02 66.83 82
tt̄H(��) had 4 4.92 5.03 100.65 110.59 105
tt̄H(��) lep 1 7.89 0.42 4.57 12.88 15
tt̄H(��) lep 2 3.92 0.43 7.46 11.82 11
tt̄H(��) lep 3 1.45 0.49 7.54 9.48 6

Table 10.6: Event yields in the seven tt̄H(��) categories with 139 fb�1. The observed yield
(Data) is compared with the sum of expected tt̄H signal, background from non-tt̄H Higgs
production, and continuum background. The continuum background yield is extracted from
the unconditional maximum likelihood fit. Event yields are counted in the smallest m��

window containing 90% of the expected signal.
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Figure 10.8: Weighted diphoton invariant mass spectrum of all seven tt̄H(��) categories with
139 fb�1 of ATLAS data. The data is shown in black, with the fitted continuum background
distribution in blue, the total background (including non-tt̄H Higgs processes) in green, and
the tt̄H signal plus background in red. The data and fit in each category are weighted by
ln(1 + S/B), where S (B) is the expected signal (background) in the smallest m�� window
containing 90% of the Higgs signal.

allowed to vary along with µtt̄H (for fixed mH). The best fit is at a scale factor of 1.45 +0.45

�0.32

and µtt̄H = 1.52 +0.46

�0.39
. The tension between this measurement and the expected width (scale

factor = 1.0) is 1.53�.
Allowing all three parameters (µtt̄H , mH , and width scale factor) to vary simultaneously,

the best fit value lies at mH = 126.33 +0.64

�0.63
GeV, width scale factor of 1.35 +0.38

�0.29
, and

µtt̄H = 1.53 +0.45

�0.38
,. The tension between this measurement and the expectation (scale factor

= 1.0 and mH = 125.09 GeV) is 1.68�.
A rigid signal shape is obtained by fixing the photon energy scale and resolution system-

atics to their expected values. The observed significance in this model is reduced to 4.5�,
corresponding to a signal strength of µtt̄H = 1.14 +0.38

�0.32
. Within uncertainties, these results

with fixed resolution are consistent with results where the mean and width of the signal peak
are allowed to vary.
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Chapter 11

CP-sensitive categorization of tt̄H(��)
events

With the observation of the tt̄H process, the coupling between the Higgs boson and
top quark has been directly established. The remainder of this work focuses on the direct
measurement of the CP structure of the top Yukawa coupling using tt̄H and tH production
in the H ! �� decay channel.

As discussed in Chapter 2, the CP nature of the coupling (scalar, pseudoscalar or mixed)
impacts the overall rates of tt̄H and tH production (Table 5.6) as well as sensitive kinematic
distributions [50] [154] [155]. Because of the large enhancement in the tH cross section in
BSM CP scenarios, the tHjb and tWH processes are considered as signal in addition to
tt̄H. This Chapter presents the development of multivariate tt̄H(��) CP categories that
are sensitive to changes in tt̄H and tH kinematics with di↵erent mixing angles ↵. Results
derived from this categorization using the full H ! �� statistical machinery are presented
in Chapter 12.

Section 11.1 reviews the figures of merit used to optimize the tt̄H(��) CP category
definitions. The most sensitive kinematic variables are reviewed in Section 11.2. Section 11.3
describes the training of CP BDTs to separate CP even and CP odd hypotheses, and Section
11.4 describes the procedure used to optimize the cut values defining category boundaries.

11.1 Number-counting limit on CP mixing

Following a procedure analogous to that presented in Section 9.1, the Poisson distribution
P (k,�) (Equation 9.1) can be used to approximate the likelihood and a p-value can be
calculated for various CP scenarios. Assuming the CP even hypothesis (SM, ↵ = 0� and
t = 1), the expected single-category exclusion of a CP hypothesis with mixing angle ↵ and
coupling strength t is given by the p-value
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�2 ln
P (S0,1 + B, S↵,t + B)

P (S0,1 + B, S0,1 + B)
= (11.1)

2(S0,1 + B) ln(
S0,1 + B

S↵,t + B
) � 2(S0,1 + B) + 2(S↵,t + B) (11.2)

where S↵,t is the number of signal events predicted at mixing angle ↵ and coupling strength
t. In the measurement of CP properties of the Higgs-top coupling, the signal yield S↵,t

includes tt̄H, tHjb, and tWH processes. The background yield B includes an estimate of
other Higgs boson processes as well as the continuum diphoton background. Rather than
exercising the full background estimation machinery, the number-counting significance relies
on the estimation of continuum background yield from a data control region described in
Section 5.1.1.

One figure of merit used to optimize the tt̄H(��) CP categories is the expected exclusion
of the CP odd hypothesis (↵ = 90� and t = 1):

ZCP (90) =

s

2(S0,1 + B) ln(
S0,1 + B

S90,1 + B
) � 2(S0,1 + B) + 2(S90,1 + B) (11.3)

The other figure of merit is the expected significance of SM tt̄H + tH (Equation 9.3, with
S = SM tt̄H + tHjb + tWH): this is referred to as Ztt̄H+tH . In order to obtain the total
Ztt̄H+tH and ZCP (90), the single-category significances are added in quadrature.

The number-counting significance can be used to estimate the impact of systematic uncer-
tainties on the signal and background. Since the measurement of CP in tt̄H(��) is dominated
by the statistical uncertainty on the number of background events, it is enough to compare
the magnitude of systematic uncertainties to the background-only statistical uncertainty:

� =
S0,1

Ztt̄H+tH

(11.4)

For �syst << �, the impact of systematics is expected to be nearly negligible compared to
the statistical uncertainty on the measurement. It is verified in Section 11.4 that the main
theory uncertainties are small compared to � in the optimized BDT categories.

Assuming t = 1, a number-counting estimate of the 95% confidence limit on the mixing
angle ↵ can also be derived from the exclusion ZCP (↵). A curve can be calculated by
interpolating ZCP (↵) calculated at all available Monte Carlo points (see Section 5.2.2). The
value of ↵ where this curve intersects Z = 1.96 corresponds to the 95% confidence limit.

11.2 Sensitive observables

Using tt̄H and tH Monte Carlo samples generated with t = 1 and di↵erent values of the
CP mixing angle ↵ (details in Section 5.2.2), the following distributions are obtained at par-
ticle level (i.e. before simulating the parton shower, hadronization, and detector response).
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The most powerful shape discrimination between CP even (↵ = 0�, t = 1) and CP odd
(↵ = 90�, t = 1)comes from the pT of the Higgs boson. In tt̄H, tHjb, and tWH, the Higgs
boson tends to have higher pT and more central in ⌘ in CP hypotheses with higher values of
the mixing angle ↵. Figure 11.1 shows the Higgs boson pT and ⌘ for di↵erent values of ↵.
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Figure 11.1: Particle-level distributions of Higgs boson pT and ⌘ in tt̄H (left), tHjb (center),
and tWH (right) Monte Carlo for di↵erent values of the CP mixing angle ↵. The coupling
strength t is fixed to 1.

The angular separation between top quarks also provides discrimination between CP
hypotheses in tt̄H. Figure 11.2 shows the angular distances �⌘ and �� between the top
and antitop, which are larger for higher values of ↵.

The pT and ⌘ of the top quarks are shown in Figure 11.3. These variables give some
separation between CP even and CP odd in tHjb, but their discrimination power is limited
in tt̄H and tWH. Another powerful variable is the invariant mass of the top quark plus Higgs
boson system, shown in Figure 11.4. In the case of tt̄H and tWH, the mtH is generally larger
in CP odd than in CP even, while the opposite trend is visible in tHjb.
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Figure 11.2: Particle-level distributions of the angular separation between top and antitop
quarks in tt̄H Monte Carlo for di↵erent values of the CP mixing angle ↵. The coupling
strength t is fixed to 1.
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Figure 11.3: Particle-level distributions of top quark pT and ⌘ in tt̄H (left), tHjb (center),
and tWH (right) Monte Carlo for di↵erent values of the CP mixing angle ↵. The coupling
strength t is fixed to 1.
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Figure 11.4: Particle-level distributions of mtH in tt̄H (left), tHjb (center), and tWH (right)
Monte Carlo for di↵erent values of the CP mixing angle ↵. The coupling strength t is fixed
to 1.

11.3 Multivariate categorization strategy

As in the Standard Model tt̄H(��) analysis (Chapter 9), events are preselected into two
channels targeting di↵erent decays of the tt̄ system: the hadronic channel targets the all-
hadronic tt̄ decay, and the leptonic channel targets final states with at least one semi-leptonic
top decay. The preselection for both channels is unchanged with respect to the SM tt̄H(��)
analysis.

The tt̄H(��) CP analysis categories are based on a partition of a two-dimensional BDT
space in each channel (see the schematic in Figure 11.5). The horizontal axis of the two-
dimensional BDT plane is formed by the background rejection BDT discriminant, which
separates tt̄H(��) signal from background processes. The hadronic and leptonic background
rejection BDTs are the same discriminants used in the SM tt̄H(��) analysis and described
in detail in Chapter 9.

The background rejection BDTs reject continuum background well, and acceptance at
the signal-like end of the spectrum is high for both tt̄H and tH. Figures 11.6 and 11.7 show
that there is weak dependence on CP mixing angle, and that this dependence is stronger in
tH than in tt̄H. The tight/isolated (TI) sideband data (|m�� � 125| > 5) is overlaid, giving
the approximate shape of the continuum background.

Figure 11.8 shows the background rejection BDT discriminants for the sum of tt̄H, tHjb

and tWH, with relative weights according to the predicted cross sections in Table 5.6. Here,
the dependence on mixing angle is due primarily to the changing fraction of the tH processes.

The vertical axis of the two-dimensional BDT plane (Figure 11.5) is formed by the CP
BDT, which separates simulated CP even (↵ = 0�, t = 1) and CP odd (↵ = 90�, t = 1)
tt̄H + tH signals. The following sections describe the training of the hadronic and leptonic
CP BDTs.
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Figure 11.5: Diagram of the two-dimensional BDT plane and tt̄H(��) CP categories in (left)
the hadronic channel and (right) the leptonic channel. The horizontal axis represents the
background rejection BDT score, and the vertical axis represents the CP BDT score. Vertical
and horizontal lines denote the category boundaries, and the shaded regions contain rejected
events.

(a) tt̄H had (b) tHjb had (c) tWH had

Figure 11.6: Hadronic background rejection BDT score for tt̄H, tHjb, and tWH for di↵erent
values of the CP mixing angle. The coupling strength t is fixed to 1. The open squares
show TI data in the sideband region.
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(a) tt̄H lep (b) tHjb lep (c) tWH lep

Figure 11.7: Leptonic background rejection BDT score for tt̄H, tHjb, and tWH for di↵erent
values of the CP mixing angle. The coupling strength t is fixed to 1. The open squares
show TI data in the sideband region.

(a) Hadronic tt̄H + tH (b) Leptonic tt̄H + tH

Figure 11.8: Background rejection BDT score for the sum of tt̄H, tHjb, and tWH for
di↵erent values of the CP mixing angle in (a) the hadronic channel and (b) the leptonic
channel. The coupling strength t is fixed to 1. The open squares show TI data in the
sideband region.
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11.3.1 Hadronic channel

Following the preselection in Chapter 9, hadronic channel events must contain zero lep-
tons (e or µ) and at least three jets, one or more of which is b-tagged at the 77% working
point.

The hadronic CP BDT is trained to separate CP even and CP odd signal events pass-
ing hadronic preselection using XGBoost [140]. The training samples are constructed from
MG5 aMC@NLO + Pythia8 Monte Carlo samples of tt̄H, tHjb, and tWH. The composition
of tt̄H, tHjb, and tWH in each sample is determined by the predicted cross section of each
process given in Table 5.6. The training is performed on 50% of each sample, while 25% is
reserved for validation (including early stopping of the BDT and determination of category
boundaries), and the final 25% is reserved for sensitivity evaluation.

The discriminating variables used in the hadronic CP BDT training are:

• pT and ⌘ of the diphoton system (Higgs boson candidate)

• pT , ⌘, � (with respect to the Higgs boson candidate), and Top Reco BDT score of
the reconstructed top candidate and the second top candidate (see Chapter 8). In the
case where no second top is reconstructed (either partially or fully), missing values are
passed to XGBoost for the kinematics of the second top.

• Angles �⌘ and �� between the top candidates. In the case where no second top is
reconstructed (either partially or fully), missing values are passed to XGBoost.

• Two-object invariant masses mt1H , and mt1t2 . In the case where no second top is
reconstructed (either partially or fully), the value of mt1 is passed to XGBoost for the
mt1t2 variable.

• HT =
P

jet j
p

j

T

• The minimum �R between a photon and a jet in the event

• The second-smallest �R between a photon and a jet in the event (out of all photon-jet
combinations)

• Jet multiplicity and b-jet multiplicity (77% working point)

• Missing ET significance (Equation 4.7)

Figures 11.9 -11.15 compare the Monte Carlo distribution of each training variable for dif-
ferent values of the mixing angle ↵, with the coupling strength t fixed to 1.

The BDT hyper-parameters are chosen to maximize the area under the ROC curve eval-
uated on the validation set. The ROC AUC of the hadronic CP BDT is 78.39%. The
distributions of the output BDT score for tt̄H, tHjb and tWH are shown separately for
each process in Figure 11.16.
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Figure 11.9: Hadronic CP BDT training variables: p
��

T
and ⌘

��. The open squares show TI
data in the sideband region.

Figure 11.10: Hadronic CP BDT training variables: pT , ⌘, � with respect to the Higgs boson
candidate, and Top Reco BDT score of the first reconstructed top quark. The open squares
show data in the sideband region.
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Figure 11.11: Hadronic CP BDT training variables: pT , ⌘, � with respect to the Higgs boson
candidate, and Top Reco BDT score of the second reconstructed top quark. The underflow
bins represent events where no second top is reconstructed (either partially or fully). The
open squares show data in the sideband region.

Figure 11.12: Hadronic CP BDT training variables: �⌘(t1, t2) and ��(t1, t2). The underflow
bins represent events where no second top is reconstructed (either partially or fully). The
open squares show TI data in the sideband region.
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Figure 11.13: Hadronic CP BDT training variables: mt1H and mt1t2 . The open squares show
TI data in the sideband region.

Figure 11.14: Hadronic CP BDT training variables: jet multiplicity, b-jet multiplicity, HT ,
and missing ET significance. The open squares show TI data in the sideband region.
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Figure 11.15: Hadronic CP BDT training variables: �R
�j

min
and �R

�j2

min
. The open squares

show TI data in the sideband region.

(a) tt̄H had (b) tHjb had (c) tWH had

Figure 11.16: Hadronic CP BDT score for tt̄H, tHjb, and tWH for di↵erent values of the
CP mixing angle. The coupling strength t is fixed to 1. The open squares show TI data in
the sideband region.

Figure 11.17 shows the two-dimensional hadronic BDT plane in data passing hadronic
preselection. For ease of visualization, the axes here represent transformations of the raw
BDT scores. The inner (outer) contours capture 25% (50%) of the tt̄H + tH signal for the
CP even and CP odd hypotheses. The projection onto the background rejection BDT and
CP BDT axes are shown in the right-hand panels. Data and signal samples are normalized
to unit area for a comparison of BDT shapes. It is clear that the background (the dominant
component in the data) is concentrated at low background rejection BDT score, while the
signal is concentrated at high background rejection BDT score. In addition, the CP even
and CP odd signal hypotheses are separated by the CP BDT score. The SM expectation
(CP even) is concentrated in the upper right corner of the 2D plane.
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Figure 11.17: Two-dimensional BDT distribution in data passing hadronic preselection.
The horizontal axis shows the background Rejection BDT discriminant and the vertical axis
shows the CP BDT discriminant. The inner (outer) contours capture 25% (50%) of the
tt̄H + tH events for the CP even (blue) and CP odd (red) hypotheses. The right panel
shows projections onto the BDT discriminant axes. Contributions from CP even (blue), CP
odd (red) tt̄H + tH processes and the data (black) are shown and normalized to unit area.

11.3.2 Leptonic channel

Again following the preselection in Chapter 9, leptonic channel events must contain at
least one lepton (e or µ) and at least one b-jet.

The leptonic CP BDT is trained to separate CP even and CP odd events passing leptonic
preselection using XGBoost [140]. The construction of training samples and the training
variables used are analogous to those used in training of the hadronic CP BDT

The training samples are constructed from MG5 aMC@NLO + Pythia8 Monte Carlo
samples of tt̄H, tHjb, and tWH, with the composition of tt̄H, tHjb, and tWH determined
by the predicted cross sections in Table 5.6. The training is performed on 50% of each sample,
while 25% is reserved for validation (including early stopping of the BDT and determination
of category boundaries), and the final 25% is reserved for sensitivity evaluation.

The discriminating variables used in the leptonic CP BDT training are the same as those
used in the hadronic training (though top quarks are reconstructed di↵erently, as described
in Chapter 8). In dilepton events (where no top quarks are reconstructed), missing values
are passed to XGBoost for all top-related variables. Figures 11.18 -11.24 compare the Monte
Carlo distribution of each training variable for di↵erent values of the mixing angle ↵, with
the coupling strength t fixed to 1.

The BDT hyper-parameters are chosen to maximize the area under the ROC curve. The
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Figure 11.18: Leptonic CP BDT training variables: p
��

T
and ⌘��. The open squares show TI

data in the sideband region.

Figure 11.19: Leptonic CP BDT training variables: pT , ⌘, � with respect to the Higgs boson
candidate, and Top Reco BDT score of the first reconstructed top quark. The underflow
bin corresponds to events containing � 2 leptons, where no top is reconstructed. The open
squares show TI data in the sideband region.
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Figure 11.20: Leptonic CP BDT training variables: pT , ⌘, � with respect to the Higgs
boson candidate, and Top Reco BDT score of the second reconstructed top quark. The
underflow bins in pT , ⌘, and � represent events containing � 2 leptons or where no second
top is reconstructed (either partially or fully). The underflow bin in Top 2 Reco BDT score
represents events where the second top is not fully reconstructed. The open squares show
TI data in the sideband region.

Figure 11.21: Leptonic CP BDT training variables: �⌘(t1, t2) and ��(t1, t2). The underflow
bins represent events containing � 2 leptons or where no second top is reconstructed (either
partially or fully). The open squares show TI data in the sideband region.
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Figure 11.22: Leptonic CP BDT training variables: mt1H and mt1t2 . The underflow bins
contain events with � 2 leptons, where no top is reconstructed. The open squares show TI
data in the sideband region.

Figure 11.23: Leptonic CP BDT training variables: jet multiplicity, b-jet multiplicity, HT ,
and missing ET significance. The open squares show TI data in the sideband region.



CHAPTER 11. CP-SENSITIVE CATEGORIZATION OF tt̄H(��) EVENTS 147

Figure 11.24: Leptonic CP BDT training variables: �R
�j

min
and �R

�j2

min
. The open squares

show TI data in the sideband region.

ROC AUC for the leptonic CP BDT is 76.69%. The distributions of the output BDT score
for tt̄H, tHjb and tWH are shown separately for each process in Figure 11.25.

(a) tt̄H lep (b) tHjb lep (c) tWH lep

Figure 11.25: Leptonic CP BDT score for tt̄H, tHjb, and tWH for di↵erent values of the
CP mixing angle. The open squares show TI data in the sideband region.

Figure 11.26 shows the two-dimensional leptonic BDT plane in data passing leptonic
preselection. For ease of visualization, the axes here represent transformations of the raw
BDT scores. The inner (outer) contours capture 25% (50%) of the tt̄H + tH signal for the
CP even and CP odd hypotheses. The projection onto the background rejection BDT and
CP BDT axes are shown in the right-hand panels. Data and signal samples are normalized
to unit area for a comparison of BDT shapes. Due to low statistics in data compared to
the hadronic channel, the binning in the 2D BDT plane is coarser here. It is clear that
the background (the dominant component in the data) is concentrated at low background
rejection BDT score, while the signal is concentrated at high background rejection BDT
score. In addition, the CP even and CP odd signal hypotheses are separated by the CP
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BDT score. The SM expectation (CP even) is concentrated in the upper right corner of the
2D plane.
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Figure 11.26: Two-dimensional BDT distribution in data passing leptonic preselection. The
horizontal axis shows the background rejection BDT discriminant and the vertical axis shows
the CP BDT discriminant. The inner (outer) contours capture 25% (50%) of the tt̄H + tH

signal events for the CP even (blue) and CP odd (red) hypotheses. The right panel shows
projections onto the BDT discriminant axes. Contributions from CP even (blue), CP odd
(red) tt̄H + tH processes and the data (black) are shown and normalized to unit area.

11.4 Determination of category boundaries

The optimal choice of category boundaries maximizes both the expected tt̄H + tH sig-
nificance (Ztt̄H+tH) and the expected number-counting exclusion of the CP odd hypothesis
(ZCP (90) from Equation 11.3). A brute force scan is performed over all possible boundary
combinations, and the boundary values are chosen to maximize Ztt̄H+tH and ZCP (90). For
boundary optimization, both figures of merit are evaluated on the validation set, since the
cuts forming the category boundaries are considered hyper-parameters of the analysis.

Up to four (three) categories are created by placing cuts on the hadronic (leptonic)
background rejection BDT discriminant. Events falling below the loosest cut are rejected.
Within each background rejection category, up to three CP categories are defined. Merging
of categories is allowed by overlapping of the category boundaries. The maximum allowed
number of categories is twelve (nine) for hadronic (leptonic). The selected categorization
contains twelve hadronic and eight leptonic categories: two rather than three CP BDT
categories are created in the tightest leptonic background rejection BDT region.
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In order to have su�cient data in each category to perform the maximum likelihood fit
described in Chapter 6, a minimum of 0.8 continuum background events (predicted from
NTI data) is required in each category in the range 123 < m�� < 127 GeV. This corresponds
to ⇠ 10 events in the full fit range of 105-160 GeV.

The results of the brute force scan are shown in Figure 11.27. It is clear that the same set
of boundaries does not necessarily maximize both Ztt̄H+tH and ZCP (90). The final category
boundaries are selected by allowing ZCP (90) to be lower than the maximal value by up to
0.15�: this corresponds to a small drop of 1� in the number-counting 95% confidence limit
on the mixing angle ↵.
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Figure 11.27: Summary of the CP odd exclusion ZCP (90) and SM tt̄H + tH significance
Ztt̄H+tH obtained by each set of boundaries in the brute force scan. The maximum exclusion
of the CP odd hypothesis is shown in magenta, the maximum SM tt̄H + tH significance in
black, and the selected category boundaries in red.

The chosen boundaries are listed in Table 11.1. The categories are labeled with numbers
1-20 according to Figure 11.5. Categories 1-12 are in the hadronic channel, and categories
13-20 are in the leptonic channel. The most CP even-like categories are those with high CP
BDT score (3, 6, 9, 12, 14, 17, 20), and the most CP odd-like categories are those with low
CP BDT score (1, 4, 7, 10, 13, 16, 19).

The expected significance of tt̄H and tH signal in the CP even and CP odd scenarios
is shown in Table 11.2. This Table also includes the expected exclusion of the CP odd and
maximal CP mixing (↵ = 45�, t = 1) hypotheses, assuming SM observation.

The background-only statistical uncertainty � (Equation 11.4) is shown for each category
in Table 11.3 and compared to the major theory uncertainties that will impact the result:
these include the 100% heavy flavor uncertainty on ggF, as well as on the Underlying Even-
t/Parton Showering uncertainties on tt̄H, tHjb, and tWH signal. All of these systematics
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Category Bkg Rej BDT score CP BDT score
tt̄H(��) CP 1 [0.995 � 1] [0 � 0.90]
tt̄H(��) CP 2 [0.995 � 1] [0.90 � 0.97]
tt̄H(��) CP 3 [0.995 � 1] [0.97 � 1]
tt̄H(��) CP 4 [0.991 � 0.995] [0 � 0.88]
tt̄H(��) CP 5 [0.991 � 0.995] [0.88 � 0.96]
tt̄H(��) CP 6 [0.991 � 0.995] [0.96 � 1]
tt̄H(��) CP 7 [0.981 � 0.991] [0 � 0.84]
tt̄H(��) CP 8 [0.981 � 0.991] [0.84 � 0.96]
tt̄H(��) CP 9 [0.981 � 0.991] [0.96 � 1]
tt̄H(��) CP 10 [0.909 � 0.981] [0 � 0.61]
tt̄H(��) CP 11 [0.909 � 0.981] [0.61 � 0.86]
tt̄H(��) CP 12 [0.909 � 0.981] [0.86 � 1]
tt̄H(��) CP 13 [0.988 � 1] [0 � 0.91]
tt̄H(��) CP 14 [0.988 � 1] [0.91 � 1]
tt̄H(��) CP 15 [0.915 � 0.988] [0 � 0.82]
tt̄H(��) CP 16 [0.915 � 0.988] [0.82 � 0.93]
tt̄H(��) CP 17 [0.915 � 0.988] [0.93 � 1]
tt̄H(��) CP 18 [0.252 � 0.915] [0 � 0.72]
tt̄H(��) CP 19 [0.252 � 0.915] [0.72 � 0.86]
tt̄H(��) CP 20 [0.252 � 0.915] [0.86 � 1]

Table 11.1: Optimized tt̄H(��) CP category boundaries.

tt̄H significance (if even) 5.00�
tt̄H significance (if odd) 2.75�
tH significance (if even) 0.321�
tH significance (if odd) 2.23�
ZCP (90�) 3.02�
ZCP (45�) 1.25�

Table 11.2: Predicted values of the figures of merit for the twenty tt̄H(��) CP categories,
calculated from event yields in the m�� region 125 ± 2 GeV. Continuum background is
calculated by scaling NTI data sidebands according to Equation 5.2.
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are found to be much less than �, and are therefore expected to have negligible impact on
the final results.

Category � nggF UEPS = n
Herwig

� n
Pythia

tt̄H tHjb tWH

tt̄H(��) CP 1 1.462 0.247 -0.157 0.008 0.010
tt̄H(��) CP 2 1.581 0.044 -0.049 -0.007 -0.005
tt̄H(��) CP 3 1.136 0.002 0.098 0.000 0.000
tt̄H(��) CP 4 1.275 0.208 -0.039 -0.043 -0.038
tt̄H(��) CP 5 1.534 0.054 -0.008 -0.020 -0.006
tt̄H(��) CP 6 1.554 0.009 0.080 -0.005 -0.007
tt̄H(��) CP 7 1.597 0.448 -0.053 -0.020 -0.014
tt̄H(��) CP 8 2.713 0.186 0.015 -0.010 -0.002
tt̄H(��) CP 9 2.623 0.021 0.094 0.007 -0.001
tt̄H(��) CP 10 1.363 0.557 -0.003 0.019 -0.012
tt̄H(��) CP 11 3.858 1.250 -0.053 -0.038 0.026
tt̄H(��) CP 12 7.860 0.600 0.007 -0.025 0.006
tt̄H(��) CP 13 1.398 0.001 -0.149 -0.024 -0.006
tt̄H(��) CP 14 1.640 0.001 0.156 - 0.008 0.001
tt̄H(��) CP 15 1.168 0.004 -0.089 -0.024 -0.011
tt̄H(��) CP 16 1.643 0.000 -0.015 -0.012 -0.014
tt̄H(��) CP 17 1.697 0.001 -0.036 0.001 0.000
tt̄H(��) CP 18 1.082 0.008 -0.016 0.032 -0.027
tt̄H(��) CP 19 1.627 0.008 -0.024 0.022 -0.010
tt̄H(��) CP 20 1.973 0.003 -0.014 -0.013 0.013

Table 11.3: Background-only statistical uncertainty (�) in each tt̄H(��) CP category com-
pared with the 100% heavy flavor uncertainty (nggF ) and the UEPS uncertainties on tt̄H,
tHjb, and tWH. All columns are in units of events at 139 fb�1 and are calculated in the
range m�� = 125 ± 2 GeV.

The number-counting rejection ZCP (↵) as a function of mixing angle is shown in Figure
11.28. The 95% confidence limit is shown as a horizontal dashed line. The limit is calculated
to be ↵ = 59.0� when background is estimated from the NTI sidebands, and ↵ = 64.4� when
background is estimated from the TI sidebands.
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Figure 11.28: Number-counting exclusion as a function of the CP mixing angle ↵. Continuum
background yield is estimated from NTI sidebands (blue) and TI sidebands (red).
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Chapter 12

Measurement of CP properties in tt̄H

and tH

A direct measurement of the CP properties of the Higgs-top interaction is performed with
the full Run 2 ATLAS dataset of 139 fb�1 using the twenty tt̄H(��) CP categories defined
in the previous Chapter. This measurement focuses the tt̄H and tH production modes in
the H ! �� decay channel, while remaining as insensitive as possible to the gluon fusion
and H ! �� loop processes. Section 12.1 describes the impact of CP violation in Higgs-top
interactions on ggF and H ! �� and two possibilities for their treatment in the statistical
analysis. The second Section describes the m�� signal and background shapes in the tt̄H(��)
CP categories, as well as the derivation of the tt̄H and tH signal yield dependence on the
mixing parameters ↵ and t. Section 12.3 discusses the major systematics, and the results
are presented in Section 12.4.

12.1 Treatment of loop processes

The contribution of the top quark to the gluon fusion and H ! �� loops gives these
processes sensitivity to CP violation in the Higgs-top interaction. However, this sensitivity
is only indirect, as many other models of BSM physics predict new loop contributions that
change the rates and kinematics of these processes. In order to measure the e↵ects of CP
violation in Higgs-top interactions directly, the tt̄H(��) CP analysis aims to be as insensitive
to these loop processes as possible.

The H ! �� decay kinematics are not expected to change with CP mixing angle, and
it is demonstrated in Section 12.1.1 that the shape of the ggF yield in the tt̄H(��) CP
categories is independent of the mixing angle ↵. As a result, the introduction of CP mixing
a↵ects only the overall rate of ggF and H ! �� in the analysis categories. The treatment
of these rates with e↵ective loop couplings is discussed in Section 12.1.2.
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12.1.1 Kinematics of gluon fusion

The ggF contribution to the hadronic tt̄H(��) CP categories is studied in detail. The
e�ciency of the hadronic preselection on SM ggF is 0.5%, which is reduced to < 0.1% with
the cut on the hadronic background rejection BDT discriminant at 0.909 (see Table 11.1).
In the leptonic channel, ggF contamination is neglected altogether, since the e�ciency of the
leptonic preselection on SM ggF is < 0.01%.

Figure 12.1 shows the hadronic background rejection BDT and CP BDT discriminants for
multiple models of SM ggF (Powheg+Pythia8, Powheg+Herwig7, and MG5 aMC@NLO+
Pythia8), as well as two CP-violating scenarios (MG5 aMC@NLO+Pythia8). Though CP
mixing in the Higgs-top coupling alters some kinematic variables in ggF (such as ��(j, j))
[51], the BDTs in Figure 12.1 (which are optimized on tt̄H and tH) are mostly insensitive to
this. The background rejection BDT shape does not depend appreciably on the CP mixing
angle ↵, and the CP BDT shape shows only a weak dependence.

Figure 12.1: Hadronic background rejection BDT score (a) and CP BDT score (b) for ggF
Monte Carlo samples.

In the statistical analysis of the tt̄H(��) CP categories, several theoretical uncertainties
are applied to allow migration of ggF events across categories. These uncertainties are derived
from a comparison of SM Monte Carlo samples using di↵erent Monte Carlo generators and
di↵erent parton showering algorithms (Table 12.4). With these conservative systematics
applied, the shape of ggF yield in the CP BDT categories is assumed to be invariant under
the mixing angle ↵.
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12.1.2 E↵ective loop couplings

The overall rates of the ggF and H ! �� processes are scaled by the square of the
e↵ective loop couplings g and �, respectively:

µggF = 
2

g
(12.1)

µ�� = 
2

�
(12.2)

Depending on the treatment of these loop couplings, the data are interpreted in the following
two scenarios:

1. g and � are constrained using data from the ATLAS combined Higgs coupling mea-
surement [31].

2. g and � are parameterized as function of t and ↵ and are varied coherently for tt̄H,
tH, ggF, and H ! ��.

Ideally, no model-dependent assumptions should be made about the ggF and H ! ��

processes: the first interpretation is therefore treated as the baseline. Details of each are
included below.

Constraints from data

In order to constrain the ggF and H ! �� processes, the dataset selected by the tt̄H(��)
CP analysis alone is insu�cient. Since only one Higgs boson decay channel is selected, it
is impossible to separate H ! �� from the production mode cross section. And since the
analysis rejects ggF as a background by design, the tt̄H(��) CP categories are left with little
sensitivity to this process. Therefore knowledge from other Higgs boson decay channels must
be applied as well.

The ATLAS Higgs coupling combination [31] provides the measurement of g and �

shown in Figure 12.2. The measured best fit couplings, errors, and correlation are re-derived
with all tt̄H categories excluded from the combination. This ensures that the dataset used
to constrain the ggF and H ! �� rates is orthogonal to the tt̄H(��) CP categories and
independent of the measured tt̄H cross section. In addition, the systematic uncertainties
between the re-derived combination and the tt̄H(��) CP categories can be neglected.

The re-derived constraints on g and � are:

g = 1.034 ± 0.067; � = 0.984 ± 0.064; ⇢(g,�) = �0.47 (12.3)

Since the ggF and H ! �� measurements are dominated by high-statistics categories, the
impact of removing the tt̄H categories is small.
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Figure 12.2: Two-dimensional likelihood scan of g and � from the ATLAS Higgs coupling
combination [31]. The best fit value of (g,�) is shown with 1 and 2� contours.

Parameterize coherently with tt̄H and tH

Assuming that the only new physics impacting the ggF and H ! �� loops is the model
of CP violation described by Equation 2.28, the e↵ective loop couplings g and � can be
directly parameterized as a function of t and ↵. The ggF and H ! �� rates can then be
varied coherently with tt̄H and tH production modes.

The parameterization of g and � in terms of t and ↵ is derived in [50] and can be
re-parameterized in terms of t and ↵:


2

g
= 

2

t
c
2

↵
+ 2.62

t
s
2

↵
+ 0.11tc↵(tc↵ � 1) (12.4)


2

�
= (1.28 � 0.28tc↵)

2 + (0.43ts↵)
2 (12.5)

where s↵ and c↵ represent the sine and cosine of the mixing angle ↵, respectively.

12.2 Signal and background model

12.2.1 Signal and background shapes

In each tt̄H(��) CP category, the signal shape is determined by fitting a Double-Sided
Crystal Ball (DSCB) function to a sample of inclusive Higgs boson Monte Carlo (see Section
6.2.1). The best fit DSCB parameters for all twenty categories are shown in Table 12.1,
along with S90, the smallest m�� range containing 90% of Higgs signal. The signal shape
parameters are derived from the inclusive SM Higgs boson Monte Carlo sample. Using
tt̄H + tH Monte Carlo with CP mixing angle ↵ 6= 0� has negligible impact on the signal
shape parameterization.

The functional form of the continuum background is extracted from templates con-
structed from tt̄�� Monte Carlo, since this process dominates the continuum background
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Category µCB [GeV] �CB [GeV] ↵low ↵high nlow nhigh S90 [GeV]
tt̄H(��) CP 1 125.10 1.16 1.6 1.5 6.2 15.5 4.3
tt̄H(��) CP 2 125.12 1.35 1.8 1.5 4.1 15.5 5.2
tt̄H(��) CP 3 125.27 1.64 1.7 1.7 4.5 11.9 6.0
tt̄H(��) CP 4 125.13 1.21 1.6 1.5 4.8 5.7 4.7
tt̄H(��) CP 5 125.17 1.50 1.7 1.5 6.9 15.0 5.6
tt̄H(��) CP 6 125.17 1.64 1.6 1.4 8.0 35.9 6.3
tt̄H(��) CP 7 125.09 1.21 1.6 1.5 5.6 11.6 4.7
tt̄H(��) CP 8 125.18 1.58 1.6 1.7 5.8 7.6 5.9
tt̄H(��) CP 9 125.21 1.72 1.7 1.7 4.4 12.2 6.3
tt̄H(��) CP 10 125.10 1.29 1.8 1.6 13.6 7.9 4.5
tt̄H(��) CP 11 125.15 1.55 1.7 1.6 4.7 7.6 5.4
tt̄H(��) CP 12 125.21 1.70 1.5 1.5 8.5 13.3 6.5
tt̄H(��) CP 13 125.11 1.29 1.6 1.5 6.8 11.1 5.0
tt̄H(��) CP 14 125.17 1.61 1.7 1.5 5.2 15.0 6.1
tt̄H(��) CP 15 125.15 1.45 1.6 1.6 5.7 6.0 5.4
tt̄H(��) CP 16 125.19 1.70 1.7 1.7 6.7 14.4 6.2
tt̄H(��) CP 17 125.20 1.71 1.5 1.5 7.9 14.4 6.7
tt̄H(��) CP 18 125.03 1.68 1.8 1.6 18.7 12.7 5.7
tt̄H(��) CP 19 125.17 1.76 2.2 1.5 1.4 10.2 6.6
tt̄H(��) CP 20 125.14 1.78 1.6 1.6 10.8 14.7 6.6

Table 12.1: Best fit parameter values for the signal m�� shape in each tt̄H(��) CP category.
Note that these are the fitted values for the MC samples at mH = 125 GeV.

once the BDT selection has been applied. Because the tt̄�� background template in cate-
gory 10 has exceptionally high statistical uncertainty (�MC = 3.06), the background shape
and spurious signal are derived instead from a template built from NTI data (�MC = 1.91).
In all other categories, the tt̄�� Monte Carlo template has a smaller statistical uncertainty
than the NTI background template.

The functional form of the continuum background and the spurious signal are listed in
Table 12.2.

12.2.2 Signal yield dependence on mixing angle

Event yields and signal purities in the twenty CP BDT categories are shown in Figure
12.3 for ↵ = 0� (top row), ↵ = 45� (middle row), and ↵ = 90� (bottom row). The ggF
event yields shown are from the MG5 aMC@NLO+Pythia8 Monte Carlo samples in which
the ggF rate changes coherently with the CP mixing angle ↵. The changing composition of
the tt̄H(��) CP categories is clearly visible, particularly the increase in the tH rate with ↵.
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Figure 12.3: (Left) Higgs event yields in the tt̄H(��) CP categories at 139 fb�1 at di↵erent
values of the CP mixing angle ↵. (Right) Purity of the Higgs yield in each category for
di↵erent values of ↵. Yields are calculated in the smallest m�� window containing 90% of
the fitted signal.
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Category Function Nsp �
2
/ndof Prob(�2) [%]

tt̄H(��) CP 1 Exponential +0.426 0.621 90
tt̄H(��) CP 2 Power Law �0.297 0.71 82
tt̄H(��) CP 3 Exponential +0.260 1.69 3
tt̄H(��) CP 4 Exponential +0.311 0.672 74
tt̄H(��) CP 5 Power Law �0.566 1.15 29
tt̄H(��) CP 6 Exponential +0.335 0.573 94
tt̄H(��) CP 7 Exponential +0.644 1.91 1
tt̄H(��) CP 8 Exponential �1.23 0.677 85
tt̄H(��) CP 9 Power Law �0.264 0.742 79
tt̄H(��) CP 10 Power Law �1.31 0.795 62
tt̄H(��) CP 11 Exponential +4.50 1.18 26
tt̄H(��) CP 12 Exponential +3.05 0.981 48
tt̄H(��) CP 13 Exponential +0.199 0.981 48
tt̄H(��) CP 14 Exponential +0.129 0.996 46
tt̄H(��) CP 15 Power Law �0.205 1.06 39
tt̄H(��) CP 16 Exponential +0.398 0.841 66
tt̄H(��) CP 17 Power Law �0.393 1.38 12
tt̄H(��) CP 18 Exponential +0.761 0.91 57
tt̄H(��) CP 19 Power Law �0.498 0.718 81
tt̄H(��) CP 20 Exponential �0.135 0.618 90

Table 12.2: Results of the spurious signal test for the tt̄H(��) CP analysis categories. The
�

2
/ndof indicates the performance of a background only fit to the template in the m�� range

105-160 GeV, but is in general not a part of the spurious signal criteria.

To measure the mixing angle ↵ and coupling strength t, the signal yield must be pa-
rameterized as function of these two parameters. The signal yield in each category takes
the same form as the tt̄H and tH cross sections in Chapter 2, with the parameters fitted
independently in each category.

The tt̄H yield in category i is parameterized using the form of the cross section in
Equation 2.29:

yi = Ai
2

t
c
2

↵
+ Bi

2

t
s
2

↵
+ Ei

2

t
s↵c↵ (12.6)

where s↵ and c↵ represent the sine and cosine of ↵, respectively. For a discussion of the
diagrams corresponding to each term, refer to Section 2.4.1. The coe�cients A, B, and
E are determined in each category by fitting to the signal yield predicted by Monte Carlo
sample at di↵erent mixing angles.

The inclusive parameterization of the tt̄H signal yield (sum of all twenty tt̄H(��) CP
categories) is shown in Figure 12.4a, while Figure 12.4b shows the fitted values of the coef-
ficients A, B, and E in each category. As expected, interference between CP even and CP
odd (coe�cient E) is small.
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Figure 12.4: (Left) Parameterization as function of the CP mixing angle of the inclusive tt̄H

signal yield in the tt̄H(��) CP categories. The yields are normalized to 139 fb�1. (Right)
Fitted parameterization coe�cients for tt̄H. The coe�cient values have been normalized to
SM.

For tHjb and tWH, the interference between Higgs couplings to the top quark and
the W boson must also be taken into account. The tHjb and tWH yield in category i is
parameterized using the form of the cross section in Equation 2.30 (with di↵erent values of
the coe�cients for tHjb and tWH):

yi = Ai
2

t
c
2

↵
+ Bi

2

t
s
2

↵
+ Citc↵ + Dits↵ + Ei

2

t
s↵c↵ + Fi (12.7)

For a discussion of the diagrams corresponding to each term, refer to Section 2.4.1. The
coe�cients A, B, C, D, E and F are determined in each category by fitting to the signal
yield predicted by Monte Carlo. In the case of tH, the fit is performed over both the mixing
angle ↵ and the coupling strength t in order to break the degeneracy among the parameters
A, B, and F . Several tHjb and tWH Monte Carlo samples with t 6= 1 are generated for
this purpose (see Section 5.2.2 for details).

The inclusive parameterizations of the tHjb and tWH signal yield are shown in Figures
12.5a and 12.6a, respectively. Figures 12.5b and 12.6b show the fitted values of the coe�-
cients A, B, C, D, E, and F in each category. As expected, the interference between the
CP even Higgs-top and Higgs-W couplings (coe�cient C) is large and negative.

The signal parametrization is summarized in Figure 12.7 for all processes whose rates
depend on the CP mixing angle ↵. The parameterizations of ggF and H ! �� from Equation
12.4 are shown as dashed lines.
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Figure 12.5: (Left) Parameterization as function of the CP mixing angle of the inclusive tHjb

signal yield in the tt̄H(��) CP categories. The yields are normalized to 139 fb�1. (Right)
Fitted parameterization coe�cients for tHjb. The coe�cient values have been normalized
to SM.
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Figure 12.6: (Left) Parameterization as function of the CP mixing angle of the inclusive tWH

signal yield in the tt̄H(��) CP categories. The yields are normalized to 139 fb�1. (Right)
Fitted parameterization coe�cients for tWH. The coe�cient values have been normalized
to SM.
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Figure 12.7: Inclusive parametrization of all processes dependent on the CP mixing angle ↵,
with t = 1. The yields are normalized to the Standard Model prediction.

12.3 Systematic uncertainties

The experimental systematics calculated for the tt̄H(��) CP analysis are those summa-
rized in Table 6.3. The theory systematics in Table 6.2 are calculated per process and per
category for the tt̄H(��) CP analysis, with magnitudes summarized in this Section.

The QCD and PDF uncertainties are calculated in each category for each signal process
(tt̄H, tHjb, and tWH). The magnitudes of these uncertainties are shown in Table 12.3. The
PDF uncertainties on tt̄H, tHjb, and tWH are calculated according to the LHAPDF [13]
prescription and treated as a single correlated nuisance parameter. In the case of ggF, VBF,
and V H, a 100% heavy flavor uncertainty is applied to the normalization of each process to
account for the uncertainty on the total cross section.

The Underlying Event/Parton Showering (UEPS) systematic is calculated by comparing
the yield between SM samples interfaced with two di↵erent showering algorithms: Pythia8
and Herwig7. The UEPS uncertainty is calculated separately for each category and for each
process (tt̄H, tHjb, tWH, and ggF): the matrix element generator used for this comparison
is MG5 aMC@NLO for tt̄H and tH, and Powheg for ggF.

For tt̄H and ggF, and additional Monte Carlo generator uncertainty is applied, which ac-
counts for di↵erences in the predicted event yield per category from di↵erent matrix element
calculations. For tt̄H, this comparison is performed between the nominal MG5 aMC@NLO+Pythia8
and an alternative Powheg+Pythia8 sample. For ggF, the nominal sample is generated with
Powheg+Pythia8 and the alternative with MG5 aMC@NLO+Pythia8.
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tt̄H [%] tHjb [%] tWH [%]
Category QCD+ QCD� PDF QCD+ QCD� PDF QCD+ QCD� PDF
tt̄H(��) CP 1 6.0 9.4 2.0 7.0 7.7 2.3 2.6 4.8 2.8
tt̄H(��) CP 2 5.5 8.9 1.6 3.6 4.4 2.6 9.2 15.5 2.9
tt̄H(��) CP 3 2.8 7.4 1.5 13.1 10.8 1.3 6.4 39.7 2.6
tt̄H(��) CP 4 7.7 10.3 2.2 11.6 10.5 1.3 1.7 2.5 2.8
tt̄H(��) CP 5 6.1 9.2 1.7 8.3 8.1 3.9 5.2 9.1 2.3
tt̄H(��) CP 6 5.8 8.9 1.4 1.2 2.6 2.4 12.5 19.7 2.0
tt̄H(��) CP 7 9.1 10.9 2.0 6.8 7.5 2.5 2.1 2.7 3.0
tt̄H(��) CP 8 6.2 9.2 1.6 4.4 5.7 7.0 4.8 7.4 2.5
tt̄H(��) CP 9 6.2 9.1 1.5 3.5 4.2 5.0 9.0 14.0 2.4
tt̄H(��) CP 10 9.5 10.9 2.4 7.0 7.8 5.5 4.7 4.6 3.3
tt̄H(��) CP 11 7.3 9.9 1.9 7.1 7.7 1.3 2.1 2.6 2.9
tt̄H(��) CP 12 6.0 9.0 1.5 2.8 4.7 1.0 3.8 4.5 2.2
tt̄H(��) CP 13 6.8 9.7 1.7 2.8 5.1 2.2 3.6 4.6 2.7
tt̄H(��) CP 14 6.7 9.4 1.5 0.6 2.1 1.5 13.9 21.9 2.1
tt̄H(��) CP 15 6.6 9.5 1.7 9.7 9.4 2.1 1.8 2.6 2.8
tt̄H(��) CP 16 4.5 8.2 1.4 5.2 6.2 1.8 4.5 3.8 2.0
tt̄H(��) CP 17 4.8 7.9 1.3 5.4 5.7 1.5 2.8 3.7 2.1
tt̄H(��) CP 18 6.1 8.9 1.4 7.2 7.9 1.6 3.7 3.7 2.9
tt̄H(��) CP 19 4.7 8.1 1.3 7.7 8.0 1.3 1.2 1.0 2.2
tt̄H(��) CP 20 4.0 7.1 1.4 2.3 3.7 3.5 4.8 7.0 2.1

Table 12.3: Theory systematics impacting the overall rate of signal processes (tt̄H, tHjb,
and tWH): the relative QCD scale uncertainties and PDF uncertainties (shown in %).
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tt̄H [%] tHjb [%] tWH [%] ggF [%]
Category MC gen UEPS UEPS UEPS MC gen UEPS
tt̄H(��) CP 1 +1.4 �6.3 +9.1 +10.6 �87.0 �6.7
tt̄H(��) CP 2 �4.3 �1.4 �19.5 �13.3 �51.5 +53.7
tt̄H(��) CP 3 �9.7 +7.4 0.0 �7.4 0.0 �50.2
tt̄H(��) CP 4 +2.5 �5.4 �40.7 �36.1 �16.0 +30.7
tt̄H(��) CP 5 �5.6 �0.6 �45.2 �15.0 +28.1 +27.3
tt̄H(��) CP 6 �7.2 +6.1 �24.1 �35.8 �77.2 �96.7
tt̄H(��) CP 7 +5.3 �8.8 �21.5 �14.3 �12.4 �1.5
tt̄H(��) CP 8 �5.7 +0.8 �12.3 �2.8 +0.4 +103.5
tt̄H(��) CP 9 �7.8 +6.0 +47.9 �5.4 +7.0 +20.7
tt̄H(��) CP 10 �1.8 �2.7 +44.1 �26.7 �38.2 +29.2
tt̄H(��) CP 11 +2.2 �5.0 �12.0 +8.1 �18.8 +29.2
tt̄H(��) CP 12 �3.1 +0.1 �11.1 +2.6 +19.0 +58.8
tt̄H(��) CP 13 +3.5 �4.6 �35.0 �8.2 �96.9 +9.6
tt̄H(��) CP 14 �2.6 +4.6 �37.3 +2.4 0.0 +58.6
tt̄H(��) CP 15 +8.8 �10.9 �14.1 �6.5 �35.6 +7.1
tt̄H(��) CP 16 +0.5 �1.0 �19.2 �23.9 0.0 0.0
tt̄H(��) CP 17 +0.9 �2.2 +35.4 +15.7 0.0 �100.0
tt̄H(��) CP 18 +7.5 �9.1 +21.5 �18.4 �203.2 +111.7
tt̄H(��) CP 19 +5.6 �7.9 +27.7 �13.1 +94.3 �73.6
tt̄H(��) CP 20 +3.4 �2.5 �24.0 +25.3 �86.6 �12.5

Table 12.4: Theory systematics impacting the migration of tt̄H, tHjb, tWH, and ggF events
across categories: the relative UEPS uncertainties and Monte Carlo generator uncertainties
(shown in %).
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12.4 Results

The diphoton mass spectra of the data in each of the twenty tt̄H(��) CP categories are
shown in Figures 12.8-12.10. Figure 12.8 shows the most CP even-like categories (those
with high CP BDT score: 3, 6, 9, 12, 14, 17, 20), Figure 12.9 shows the most CP odd-like
categories (those with low CP BDT score: 1, 4, 7, 10, 13, 16, 19), and Figure 12.10 shows
the categories with intermediate CP BDT score (2, 5, 8, 11, 15, 18).

The reconstructed Higgs boson and top quark masses in data are shown in Figure 12.11.
The sum of all categories is shown with data in each category weighted by ln(1+S/B), where
S (B) is the fitted signal (background) in the smallest m�� window containing 90% of the
signal. The fitted curves in the projection are similarly weighted. This weighting procedure
is used to visually emphasize the contribution of the most powerful analysis categories (that
is, the categories with highest signal-to-background ratio). A description of the calculation
of errors on this plot is included in Section 6.5. A clear peak is visible at the Higgs boson
mass and top quark mass, indicating the presence of both particles in the events in the most
sensitive categories.

12.4.1 Sensitivity to SM tt̄H and tH

The sensitivity to tt̄H is evaluated by setting ↵ = 0� and fixing the yield of all non-
tt̄H production processes (including tHjb and tWH) to the SM expectation. Theory and
experimental uncertainties are retained on all event yields. The data is compared to the
null hypothesis where µtt̄H = 0. The observed tt̄H significance is 5.2� (compared to 4.4�
expected), and the measured signal strength is

µtt̄H = 1.43 +0.39

�0.34
= 1.43 +0.33

�0.31
(stat.) +0.13

�0.11
(exp.) +0.17

�0.09
(th.) (12.8)

An upper limit on the cross section of tH production (tHjb+ tWH) is derived by setting
↵ = 0� and fixing the cross sections of all Higgs boson processes except tt̄H, tHjb, and tWH

to their SM expectations. A fit is performed where the tH and tt̄H signal strengths are left
free.

The limit on the tH cross section is calculated using the CLs procedure [156]. The
observed upper limit on the tH cross section is 11.6 times the SM expectation (compared to
11.7 expected). At the time of writing, this limit is the strongest available on the tH process
[157].
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Figure 12.8: Diphoton invariant mass spectrum in the tt̄H(��) CP categories with high
CP BDT score (CP even-like). The signal-plus-background fit is overlaid in red, the total
background in dashed green, and the continuum background in dashed blue.
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Figure 12.9: Diphoton invariant mass spectrum in the tt̄H(��) CP categories with low
CP BDT score (CP odd-like). The signal-plus-background fit is overlaid in red, the total
background in dashed green, and the continuum background in dashed blue.
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Figure 12.10: Diphoton invariant mass spectrum in the tt̄H(��) CP categories with interme-
diate CP BDT score. The signal-plus-background fit is overlaid in red, the total background
in dashed green, and the continuum background in dashed blue.
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Figure 12.11: Distribution of reconstructed top quark mass and reconstructed Higgs boson
mass in the tt̄H(��) CP analysis categories. The right panels show the projections onto the
Higgs boson mass and top quark mass axes. In the upper panel, the fitted continuum back-
ground (blue), the total fitted background including non-tt̄H/tH Higgs production (green),
and the signal-plus-background fit (red) are shown. All categories are shown, with data in
each category weighted by ln(1 + S/B) of the category. The fitted curves in the projection
are similarly weighted.

12.4.2 Constraints on CP mixing

A fit is performed to the data in all twenty tt̄H(��) CP categories where the CP mixing
angle ↵ and the coupling strength t are left free, and the e↵ective loop couplings g and
� are constrained by combined ATLAS Higgs data (Equation 12.3). The fitted signal
and background yields are shown in Figure 12.12, calculated in the smallest m�� window
containing 90% of the tt̄H + tH signal. The bottom panel compares the fitted signal and
data minus the fitted background. Using the method described in [158], the compatibility
between the observed data and the fit in Figure 12.12 is found to have a p-value of 35%.

Table 12.5 shows the expected signal yield for three CP mixing hypotheses: Standard
Model (↵ = 0�, t = 1), maximal CP mixing (↵ = 45�, t = 1), and fully CP odd (↵ = 90�,
t = 1). The expected background yields and observed data are also shown.

A comparison is performed between the data-minus-background and the extracted signal
from di↵erent CP mixing angles. These fits are performed with ↵ fixed and t free. In order
to obtain high enough statistics for a visual interpretation, categories are merged in to three
bins: CP even-like (categories 3, 6, 9, 12, 14, 17, 20), CP odd-like (1, 4, 7, 10, 13, 16, 19),
intermediate (2, 5, 8, 11, 15, 18). The results are shown in Figure 12.13. The data clearly
favor the ↵ = 0� hypothesis over ↵ = 90�.
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The two-dimensional likelihood scan of t cos↵ and t sin↵ is shown in Figure 12.14a.
The one-dimensional likelihood scan over CP mixing angle ↵ (with the coupling strength t

profiled) is shown in Figure 12.14b. Systematic uncertainties have negligible impact on the
limit. Assuming that the SM (CP even) hypothesis is true, the expected 95% confidence
limit is |↵| > 63�, and the observed data exclude |↵| > 43� at 95% confidence level. The
probability to observe a limit on ↵ that is stronger than the expectation is 11% (evaluated
on 500 toys).
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Figure 12.14: (Left) The 1, 2, and 3� exclusion contours in the (t cos↵, t sin↵) plane,
calculated with g and � constrained by ATLAS combined Higgs boson data. (Right)
One-dimensional likelihood scan over the CP mixing angle ↵. The coupling strength t is
profiled.

The CP odd hypothesis (↵ = 90�) is rejected at the 3.9� level, and ↵ = 180� is rejected
at the 2.5� level. The measured mixing angle (in degrees) is

↵ = 0.0 +25.1

�21.2
(stat.) +2.8

�1.7
(syst.) (12.9)

Parametrize loop processes in terms of t and ↵

Assuming there is no new physics other than CP mixing in the Higgs-top interaction, the
e↵ective loop coupling strengths g and � are directly parameterized as functions of t and
↵ using Equation 12.4. This result is more model-dependent than the primary interpretation
above. Here, the constraints from combined ATLAS Higgs data are not used, but only data
in the twenty tt̄H(��) CP analysis categories.

The two-dimensional likelihood scan of t cos↵ and t sin↵ is shown in Figure 12.15a.
The entire negative branch of t cos↵ is rejected at above 3�. However, high values of t,
up to t ⇠ 6, are allowed since no knowledge of the constraints from ggF and H ! ��

are applied in this interpretation. The region of allowed values contains a hole at t = 4.7:
near this value of t, the H ! �� branching fraction drops to zero (see Figure 12.16), a
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scenario excluded by the observation of µtt̄H > 0 in the tt̄H(��) CP analysis categories. The
one-dimensional likelihood scan of ↵ with t profiled is shown in Figure 12.15b. Systematic
uncertainties have negligible impact on the limit.
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Figure 12.15: (Left) The 1, 2, and 3� exclusion contours in the (t cos↵, t sin↵) plane,
with g and � parameterized in terms of t and ↵ according to Equation 12.4. (Right)
One-dimensional likelihood scan over the CP mixing angle ↵. The coupling strength t is
profiled.

Figure 12.16: The H ! �� branching fraction and SM tt̄H and tH cross sections as a
function of t. The drop in the H ! �� branching fraction corresponds to the inner excluded
region in Figure 12.15.

Assuming that the SM (CP even) hypothesis is true, the expected 95% confidence limit
is |↵| > 56�. The observed data exclude |↵| > 43� at 95% confidence level, and the CP odd
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hypothesis is rejected at the 4.0� level. The measured mixing angle (in degrees) is

↵ = 0.1 +26.6

�23.2
(stat.) +7.4

�5.2
(syst.) (12.10)

The region t cos↵ > 1.5 has been definitively excluded (> 95% CL) by ATLAS combined
Higgs data [31], and an interpretation combining this full dataset with the parameterization
in Equation 12.4 would yield a stronger limit than either presented here. In particular, it
would eliminate the region t cos↵ > 1.5 from the second interpretation, which is not ex-
cluded by data in the tt̄H(��) CP categories alone. However, this limit would be dominated
by the statistical power of ggF (and H ! ��, to a lesser extent) rather than direct Higgs-top
production. This analysis is therefore left to a future combination of ATLAS Higgs data.
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Chapter 13

Conclusions

During Run 2 of the Large Hadron Collider, protons were collided at
p

s = 13 TeV, the
highest center of mass energy achieved by a collider to date. During this time, the ATLAS
experiment collected a dataset of unprecedented size, corresponding to a luminosity of 139
fb�1. Analysis of this dataset has provided fundamental insight into the nature of the Higgs
boson and its interaction with the top quark, the heaviest particle in the Standard Model.

By performing a statistical combination of ATLAS tt̄H searches in multiple Higgs decay
modes, Higgs boson production in association with a top-antitop quark pair was observed
for the first time in the partial Run 2 dataset at the level of 6.3� (5.1� expected). This
observation directly established the interaction of the Higgs boson with quarks and serves
as powerful validation of the theory of Higgs-quark couplings in the SM.

Due to the excellent diphoton mass resolution of the ATLAS detector and the clean
signature of the H ! �� decay, this channel has proven to be one of the most powerful for
tt̄H measurements. Using machine learning techniques, a sophisticated multivariate analysis
was developed based on the momenta of jets, photons, and leptons. The resulting categories
contain a high ratio of tt̄H signal to background. Top quarks were reconstructed with high
probability in selected tt̄H(��) events, verifying the presence of both a top quark and a
Higgs boson in the final state. The measurement of the tt̄H cross section in the H ! ��

channel is among the most precise single channel measurements to date: a cross section times
branching fraction of �tt̄H ⇥ B�� = 1.59 +0.43

�0.39
fb is measured using the full Run 2 ATLAS

dataset.
With the tt̄H process directly established, a direct measurement of the CP properties of

the Higgs-top interaction was then carried out in the H ! �� decay channel. A CP-sensitive
multivariate categorization was developed using reconstructed top quark variables, yielding
a single-channel observed tt̄H significance of 5.2� (4.4� expected) and an observed upper
limit on the tH cross section is 11.6 times the SM expectation (11.7 expected). The observed
data excludes a fully CP odd Higgs-top coupling at the level of 3.9�. The CP mixing angle
is constrained to |↵| > 43� at 95% confidence level (|↵| > 63� expected).

With Run 2 brought to a successful conclusion, the LHC experiments (ATLAS included)
are undergoing large-scale upgrades in preparation for the High-Luminosity LHC (HL-LHC),
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which will expand the existing proton–proton dataset by a factor of ten or more over the
next few decades. The exploration of the Higgs boson and its couplings will continue at the
HL-LHC through high precision and di↵erential Higgs measurements, in addition to searches
for new production and decay modes.
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Appendix A

Search for TeV-scale gravity

The increase in proton–proton center of mass energy from
p

s = 8 TeV to 13 TeV in
LHC Run 2 opened up a large phase space for new physics that had not been explored
by previous experiments. This Appendix describes an early Run 2 search for signatures of
TeV-scale gravity, such as microscopic black holes or string balls [2] [3], in final states with
many high pT jets [159].

The production of microscopic black holes and subsequent decay to jets are generated
using the CHARYBDIS2 event generator [160]. Figure A.1 shows the distribution of jet
multiplicity (njet) and scalar sum of jet pT (HT ) for an example signal point: a model of
rotating black holes in 6 extra dimensions, where the Planck scale in 4 + 6 dimensions (MD)
is 2 TeV and the black hole threshold mass (Mth) is 7 TeV. This signal point is just beyond
the limit on this process set by ATLAS using 8 TeV data [161]. The signal is concentrated
around HT ⇠ 5.5 TeV and njet ⇠ 8.

Event Selection 

•  We look for events with high jet multiplicity 
and high HT (scalar sum of jet pT) 
– Dominant background is QCD multijets 

4 

HT vs. jet 
multiplicity for 
rotating black 

holes in 6 extra 
dimensions  

Figure A.1: Distribution of HT and njet for a rotating black hole signal in 6 extra dimensions,
where the Planck scale in 4+6 dimensions (MD) is 2 TeV and the black hole threshold mass
(Mth) is 7 TeV.

This search targets signals with high jet multiplicity and large HT , such as that shown
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in Figure A.1. Jets are required to have pT > 50 GeV and |⌘| < 2.8. In order to ensure that
the trigger is fully e�cient in the selected region, each event must have HT > 1 TeV and
leading jet pT > 200 GeV. The analysis is performed in six inclusive jet multiplicity bins:
njet � 3 � 8.

The dominant background passing this selection is QCD multijet production, which is
estimated using a data-driven method. In each njet bin, the HT range is divided into three
regions as shown in Figure A.2: a Control Region (CR) at low HT , a Validation Region (VR)
at intermediate HT , and a Signal Region (SR) at high HT . The region boundaries C, V , and
S are optimized using a Pythia8 multijet Monte Carlo sample that is normalized to data at
low HT :

1. C is chosen so that the background extrapolation uncertainty is minimized.

2. S is chosen so that the background extrapolation uncertainty in the SR is 0.5 events.

3. V is chosen so that 20 background events are predicted in the range V < HT < S.

Analysis Strategy 

•  The HT range is divided into three regions: 

•  The boundaries C,V, and S are optimized for 
luminosity and jet multiplicity bin 

•  Data-driven background estimation: fit data in 
CR, then extrapolate to predict the background in 
VR and SR 

•  Signal shows up at high HT, so data in the control 
region is dominated by background * 

6 

Figure A.2: Diagram of the Control Region, Validation Region, and Signal Region definitions.

The multijet background is estimated separately in each njet bin by fitting to data in the
Control Region. The functional forms considered for the shape of the multijet background
are listed in Table A.1. To evaluate the performance of each fit function, pseudo-experiments
(PEs) are generated from the Pythia8 multijet Monte Carlo. A candidate function qualifies if
the fit converges and the function decreases monotonically in at least 95% of PEs. Qualifying
functions are ranked based on their extrapolation uncertainty (determined using PEs). The
function with smallest extrapolation uncertainty is selected as the baseline: extrapolation of
this function to the VR and SR gives the central values of the background prediction.

The uncertainty on the background prediction has two components:

1. PE: extrapolation uncertainty calculated from the pseudo-experiments

2. DD: data-driven systematic uncertainty
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Functional form p1 p2

1 f1(x) =
p0(1�x)p1

xp2
(0,+1 ) (0,+1 )

2 f2(x) = p0(1� x)p1ep2x
2

(0,+1 ) (-1 ,+1 )

3 f3(x) = p0(1� x)p1xp2x (0,+1 ) (-1 ,+1 )

4 f4(x) = p0(1� x)p1xp2 ln x (0,+1 ) (-1 ,+1 )

5 f5(x) = p0(1� x)p1(1 + x)p2x (0,+1 ) (0,+1 )

6 f6(x) = p0(1� x)p1(1 + x)p2 ln x (0,+1 ) (0,+1 )

7 f7(x) =
p0

x (1� x)[p1�p2 ln x] (0,+1 ) (0,+1 )

8 f8(x) =
p0

x2 (1� x)[p1�p2 ln x] (0,+1 ) (0,+1 )

9 f9(x) =
p0(1�x1/3)p1

xp2
(0,+1 ) (0,+1 )

10 f10(x) = p0(1� x1/3)p1xp2 ln x (0,+1 ) (-1 ,+1 )

Table A.1: Functional forms considered for the HT distribution of the multijet background.

The systematic uncertainty from pseudo-experiments is the di↵erence in the number of
events in the SR between the Monte Carlo prediction and the fit extrapolation. The data-
driven systematic uncertainty is derived by extrapolating all qualifying fit functions to the
VR and SR. This gives a projected background yield that is di↵erent from the baseline. Any
qualifying function that does not agree with data in the VR within 95% confidence level is
rejected. The data-driven systematic uncertainty is taken to be the maximum di↵erence in
the SR background projection between the baseline and the remaining fit functions.
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Figure A.3: HT distribution in data with 3.0 fb�1 in the njet � 3 bin, with qualifying fit
functions overlaid. Functions rejected by data in the Validation Region are marked with an
asterisk. The region boundary V (S) is shown as a blue dotted (dashed) vertical line.

Bootstrap analysis method

The analysis strategy outlined above relies on the assumption that there is no significant
signal contamination in the Control Region. However, if the analysis is performed directly
with a few inverse femtobarns of 13 TeV data, then there are allowed signal points that could
impact the HT spectrum in the CR and bias the background fit.

In order to ensure that the analysis is not biased by possible signal contamination, a
boostrap analysis method is applied: the analysis is repeated and at several steps in
integrated luminosity. If no new physics is observed at Step i, then Step i+1 (at about 10⇥
higher luminosity) is safe from signal contamination in the CR. The Run 1 ATLAS exclusion
limit is taken as a starting point, and the 13 TeV analysis is performed at four luminosity
steps: 6.5 pb�1, 74 pb�1, 0.44 fb�1, and 3.0 fb�1. The total integrated luminosity used in
the analysis is 3.6 fb�1.

Figure A.4 shows the observed HT distribution in data at each luminosity step in the
njet � 3 bin. The region boundaries C, V , and S (overlaid in blue) are calculated indepen-
dently for each njet bin and for each luminosity step. A signal point near the exclusion limit
set by each step is shown in red.

The observed and predicted number of events in each region are shown in Table A.2 for
each luminosity step and each jet multiplicity bin. No significant excess is observed. At Step
1, only the njet � 3 bin has enough statistics to derive a result. Statistics are too low to
derive a result in the njet � 8 bin until Step 3.
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njet � VR (obs) VR (exp) SR (obs) SR (exp)

3 19 20.4 ± 4.4 (PE) ± 2.6 (DD) 0 0.65 ± 0.46 (PE) ± 0.64 (DD)

(a) Step 1: 6.5 pb
�1

njet � VR (obs) VR (exp) SR (obs) SR (exp)

3 23 27.1 ± 3.7 (PE) ± 9.6 (DD) 1 1.42 ± 0.41 (PE) +4.3
�1.42 (DD)

4 27 25.4 ± 3.2 (PE) ± 15.5 (DD) 0 1.62 ± 0.46 (PE) +9.2
�1.62 (DD)

5 21 18.9 ± 2.9 (PE) ± 9.9 (DD) 0 1.32 ± 0.48 (PE) +5.1
�1.32 (DD)

6 18 20.7 ± 3.3 (PE) ± 10.4 (DD) 0 1.19 ± 0.48 (PE) +13.3
�1.19 (DD)

7 29 22.2 ± 3.7 (PE) ± 7.0 (DD) 0 0.81 ± 0.36 (PE) ± 0.60 (DD)

(b) Step 2: 74 pb
�1

njet � VR (obs) VR (exp) SR (obs) SR (exp)

3 21 20.4 ± 2.7 (PE) ± 10.5 (DD) 2 1.46 ± 0.42 (PE) +4.37
�1.46 (DD)

4 23 29.9 ± 3.9 (PE) ± 8.1 (DD) 2 1.95 ± 0.46 (PE) +4.06
�1.95 (DD)

5 17 21.4 ± 3.4 (PE) ± 7.1 (DD) 1 1.56 ± 0.51 (PE) +3.47
�1.56 (DD)

6 19 28.3 ± 4.3 (PE) ± 6.3 (DD) 0 1.44 ± 0.40 (PE) +2.13
�1.44 (DD)

7 28 24.7 ± 3.8 (PE) ± 4.5 (DD) 0 0.96 ± 0.39 (PE) +1.74
�0.96 (DD)

8 25 31.8 ± 4.7 (PE) ± 1.4 (DD) 2 2.86 ± 0.40 (PE) ± 0.70 (DD)

(c) Step 3: 0.44 fb
�1

njet � VR (obs) VR (exp) SR (obs) SR (exp)

3 28 19.5 ± 3.6 (PE) ± 4.1 (DD) 1 2.10 ± 0.51 (PE) ± 1.78 (DD)
4 27 20.8 ± 2.3 (PE) ± 6.4 (DD) 2 2.36 ± 0.52 (PE) ± 2.12 (DD)
5 26 22.3 ± 2.6 (PE) ± 6.8 (DD) 2 1.95 ± 0.45 (PE) +2.10

�1.95 (DD)
6 20 20.3 ± 2.9 (PE) ± 5.4 (DD) 3 1.82 ± 0.49 (PE) +1.91

�1.82 (DD)
7 14 20.7 ± 4.1 (PE) ± 1.7 (DD) 0 0.53 ± 0.36 (PE) ± 0.22 (DD)
8 19 18.2 ± 4.9 (PE) ± 3.5 (DD) 0 0.43 ± 0.36 (PE) ± 0.26 (DD)

(d) Step 4: 3.0 fb
�1

Table A.2: Observed and expected event yields at each luminosity step in the bootstrap
analysis, shown in bins of inclusive jet multiplicity. At Step 1, only the njet � 3 bin has
enough statistics to derive a result. Statistics are too low to derive a result in the njet � 8
bin until Step 3.



APPENDIX A. SEARCH FOR TEV-SCALE GRAVITY 182

Ev
en

ts
 / 

0.
1 

Te
V

2−10

1−10

1

10

210

310 ATLAS
Step 1

-1 L dt = 6.5 pb∫ = 13 TeV, s

 3≥ jetn

Data 2015
Multijets

 = 6 TeV 
th

 = 2.5 TeV, MDM

 [TeV]TH
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5

D
at

a/
M

C

0
0.5

1
1.5

2

(a) Step 1: 6.5 pb
�1

Ev
en

ts
 / 

0.
1 

Te
V

2−10

1−10

1

10

210

310

410 ATLAS
Step 2

-1 L dt = 74 pb∫ = 13 TeV, s

 3≥ jetn

Data 2015
Multijets

 = 7.5 TeV 
th

 = 3 TeV, MDM

 [TeV]TH
1 2 3 4 5 6

D
at

a/
M

C

0
0.5

1
1.5

2

(b) Step 2: 74 pb
�1

Ev
en

ts
 / 

0.
1 

Te
V

2−10

1−10

1

10

210

310

410

510 ATLAS
Step 3

-1 L dt = 0.44 fb∫ = 13 TeV, s

 3≥ jetn

Data 2015
Multijets

 = 8 TeV 
th

 = 4.5 TeV, MDM

 [TeV]TH
1 2 3 4 5 6 7

D
at

a/
M

C

0
0.5

1
1.5

2

(c) Step 3: 0.44 fb
�1

Ev
en

ts
 / 

0.
1 

Te
V

2−10

1−10

1

10

210

310

410

510

610 ATLAS
Step 4

-1 L dt = 3.0 fb∫ = 13 TeV, s

 3≥ jetn

Data 2015
Multijets

 = 9 TeV 
th

 = 2.5 TeV, MDM

 [TeV]TH
1 2 3 4 5 6 7 8

D
at

a/
M

C

0
0.5

1
1.5

2

(d) Step 4: 3.0 fb
�1

Figure A.4: Comparison of data and multijet Monte Carlo at each step of the bootstrap
analysis in the njet � 3 bin. The Monte Carlo prediction from Pythia8 (yellow) is normalized
to data at low HT . The region boundaries C, V , and S are overlaid in blue, and a signal
point near the exclusion limit is shown in red for each luminosity step.

Limits on new physics

Limits are derived on multiple signal models simulated using the CHARYBDIS2 event
generator [160]. Figure A.5 shows the exclusion of rotating black holes in 6 extra dimensions
in terms of the model parameters MD and Mth. Figure A.6 shows the exclusion of string
balls in terms of the string coupling (gS), the string scale (MS), and the string ball threshold
mass (Mth).

A model-independent limit on the cross section of new physics at high HT can be derived
from the limit on the number of signal events NS:

� =
NS

L

✏
reco

✏true
(A.1)

Here, L is the integrated luminosity and ✏true (✏reco) represents the analysis selection e�ciency
on true (reconstructed) signal events. The ratio of e�ciencies ✏reco/✏true is model dependent,
so a conservative estimate is used to obtain the cross section limit. The expected and
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Figure A.6: Limit on the production of string balls generated using CHARYBDIS2.

observed cross section limits are reported in Table A.3 for each inclusive jet multiplicity bin.
The HT range of the Signal Region is also shown.
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njet � HT > H
min
T (TeV) Expected limit (fb) Observed limit (fb)

3 5.8 1.63
+0.70
�0.57 1.33

4 5.6 1.77
+0.70
�0.57 1.77

5 5.5 1.56
+0.73
�0.50 1.75

6 5.3 1.52
+0.69
�0.50 2.15

7 5.4 1.02
+0.36
�0.0 1.02

8 5.1 1.01
+0.29
�0.0 1.01

Table A.3: Expected and observed limits on the cross section of new physics in bins of
inclusive jet multiplicity.
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Appendix B

Multijet modeling with
MG5 aMC@NLO

Multijet final states constitute a major background in many ATLAS analyses, especially
searches for Beyond the Standard Model physics (see for example Appendix A). Because
pure QCD processes are challenging to model in Monte Carlo, background predictions of
multijet processes are often derived using data-driven methods. In order for multijet Monte
Carlo samples to be useful for analysis, a thorough understanding of their inputs and features
is essential.

This appendix presents the development of the first leading order 2 ! 4 multijet sample
generated for use in ATLAS at

p
s = 13 TeV. The MG5 aMC@NLO generator is selected for

this sample because of its ability to perform leading order multileg and NLO calculations,
and because of its interface to multiple showering packages. For references associated with
each Monte Carlo generator software, see Table 5.3.

Throughout this Appendix, the MG5 aMC@NLO sample is compared to a leading order
2 ! 2 Pythia sample generated with version 8.1.86. This sample uses PDF set NNPDF23
[162] and the A14 parameter tune, and EvtGen for bottom and charm hadron decays. This
Pythia sample is found to agree well with data in important jet distributions, including
leading and inclusive jet pT [163].

The MG5 aMC@NLO multijet sample is generated using MG5 aMC@NLO version 2.3.3.
The contribution from diagrams with up to four partons in the final state is calculated at
leading order in ↵S. Additional jets are generated by the parton shower, which is performed
by Pythia 8.2.12. The matching/merging is done according to the CKKW-L algorithm [164]
with a merging scale of 30 GeV. The EvtGen program is used for bottom and charm hadron
decays.

The NNPDF30 PDF set [127] is selected for the baseline sample with the A14 parameter
tune [122]. The CT10NLO PDF [165] set is chosen as an alternative PDF set, and a small test
sample is generated in order to examine the impact of the choice of PDF on jet variables. The
LHAPDF PDF reweighting procedure [13] is applied to this test sample, and the reweighting
is found to close within 15%. The total e↵ect of PDF choice on the MG5 aMC@NLO sample
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is taken to be the envelope of these reweighted distributions. This gives an uncertainty on
the total jet cross section of about 10-20% for jet pT < 4.5 TeV. The impact of PDF choice
grows large in the high pT tail.

Slicing

The MG5 aMC@NLO sample is composed of twelve regions (or “slices”) in parton-level
HT (scalar sum pT ). Slicing at the parton level rather than particle level removes the need
for filters with low e�ciency and therefore long generation times. The contribution from
each HT slice to the full pT and HT distributions can be seen in Figure B.1. The boundaries
of the HT slices are listed in Table B.1.

Slice name HT1 HT2 HT3 HT4 HT5 HT6
Min HT [GeV] 0 100 200 300 500 700
Max HT [GeV] 100 200 300 500 700 1000

Slice name HT7 HT8 HT9 HT10 HT11 HT12
Min HT [GeV] 1000 1500 2000 4000 6000 8000
Max HT [GeV] 1500 2000 4000 6000 8000 13000

Table B.1: HT slice boundaries used for the MG5 aMC@NLO multijet Monte Carlo sample.

The HT sliced sample agrees well with an HT inclusive test sample, and it has been
verified that the distribution is smooth at the slice boundaries (Figure B.2).

(a) Leading jet pT (b) HT

Figure B.1: Leading jet pT and HT for the MG5 aMC@NLO multijet sample sliced in parton-
level HT . Each slice is represented in a di↵erent color. The dashed black lines mark the
boundaries of the HT slices.
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(a) Leading jet pT (b) HT

Figure B.2: Leading jet pT and HT for the MG5 aMC@NLO multijet sample sliced in parton-
level HT (black) and unsliced (red). The ratio in the bottom panel is to the Pythia8 sample.
Agreement is good in the region where the unsliced sample has su�cient statistics, including
at HT slice boundaries (vertical dashed lines).

Scale variations

Two forms are tested for the renormalization and factorization scales µR and µF :

• S0: the transverse mass of the 2 ! 2 system resulting from kT clustering (the default
for LO generation in MG5 aMC@NLO)

• S1: the total transverse energy in the event:

S1 =
NX

i=1

EipT,iq
p

2

x,i
+ p

2

y,i
+ p

2

z,i

(B.1)

The renormalization and factorization scales (µR and µF ) are varied independently up
and down by a factor of two to provide an uncertainty band on each distribution. The
total scale uncertainty on the MadGraph sample is taken to be the envelope of these eight
variations. The impact of scale variations on the jet cross section is dominated by µR rather
than µF . These scale variations give an uncertainty on the total jet cross section of about
40%.

The leading jet pT and HT distributions are shown in Figure B.3 using scales S0 and S1.
The sample using scale S1 agrees better in shape with the Pythia8 sample in both variables.
In addition, the uncertainty due to scale variations is smaller on the sample with scale S1.
This form of the scale is therefore chosen for the final MG5 aMC@NLO sample.

Test samples with 2 ! 2, 2 ! 3, and 2 ! 4 partons in the matrix element were generated
using scale S1. Figure B.4 shows that the scale variations on the 2 ! 4 multileg sample
(light gray band) cover the di↵erences between these calculations.
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(a) Leading jet pT (b) HT

Figure B.3: Leading jet pT and HT using two di↵erent forms of the scale in MG5 aMC@NLO
multijet Monte Carlo. The default scale S0 is shown in black and S1 in green. The uncertainty
bands show the envelope of distributions with µR and µF varied up and down by a factor of
two. The ratio is shown to the Pythia8 sample. All jets have pT > 50 GeV and |⌘| < 5.0.

(a) Leading jet pT (b) Inclusive jet pT

Figure B.4: Leading jet pT and inclusive jet pT for MG5 aMC@NLO multijet samples using
scale S1. The light gray band shows scale variations on the 2 ! 4 sample, and the dark gray
band shows the PDF uncertainty on this sample. The ratio is shown to the Pythia8 sample.
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(a) Third jet pT (b) ��(j2, j3) (c)  
⇤

Figure B.5: Variables sensitive to the third jet for MadGraph multijet Monte Carlo samples.
The light gray band shows scale variations on the 2 ! 4 MadGraph sample, and the dark
gray band shows the impact of PDF choice on this sample. The ratio is shown to the Pythia8
sample.

Variables sensitive to the third jet (Figure B.5) can be used to probe the di↵erences
between the 2 ! 2 and 2 ! 3, 4 samples. The 2 ! 3+ samples have a harder pT spectrum
for the third jet than 2 ! 2, as well as a higher average jet multiplicity. All MG5 aMC@NLO
samples show good agreement in the angular separation between the second and third jets
(��(j2, j3)), but there is a large discrepancy with Pythia. The angle between the plane
formed by the leading jet momentum/beam and the plane formed by the second/third leading
jet momentum ( ⇤) [166] exhibits shape di↵erences between the 2 ! 2 and 2 ! 3+ samples,
and the MG5 aMC@NLO 2 ! 2 sample is most similar in shape to Pythia.

In an optimal multijet Monte Carlo setup, the data provide a guide. Additional mea-
surements at

p
s = 13 TeV, particularly measurements of variables sensitive to the third jet,

will shed further light on the relative performance of the available multijet samples. Such
comparisons are underway, and this MG5 aMC@NLO sample is included in a comprehensive
comparison of ATLAS multijet Monte Carlo samples [163].



190

Appendix C

Radiation damage in the IBL

This Appendix presents two o✏ine studies of the e↵ects of radiation damage on the
ATLAS Insertable B-Layer (IBL). Before describing these studies in detail, a description of
the IBL layout and electronics are provided that is beyond the scope of Chapter 3. Section
C.1 reports measurements of the rate of Single Event Upset (SEU) in the IBL obtained by
reading back pixel configuration latches. Section C.2 describes a measurement of leakage
current in the IBL and includes projections for Run 3.

The IBL: a closer look

The IBL is composed of silicon pixel sensors with two di↵erent designs:

1. Planar sensors are used in the central region (|z| < 24 cm). These sensors are of the
same design used in other layers of the Pixel detector. Each planar sensor consists of
26,880 pixels, each with surface area of 250 ⇥ 50 µm2 and thickness of 200 µm.

2. 3D sensors are used in the forward region. This new sensor design is used for the first
time in ATLAS [71]. Each 3D sensor has a surface area of 250 ⇥ 50 µm2 and thickness
of 230 µm.

The readout chip used in the IBL is the FE-I4B, which is built in 130 nm CMOS technol-
ogy [167] [168]. Each planar IBL module is composed of two FE-I4B chips and one planar
sensor, and each 3D module is composed of a single FE-I4B chip and one 3D sensor. Each
pixel in the sensor is electrically bonded to one channel of an FE-I4B chip to form a module.

Fourteen carbon fiber staves support the IBL modules. Each stave is 64.3 cm long and 3
cm wide, and is oriented along the beam direction. Figure C.1 shows the orientation of the
IBL staves and the numbering scheme used to label them. Each stave holds twelve planar
and eight 3D modules. Four 3D modules are located on the A side (|z| > 0 cm) and four on
the C side (|z| < 0 cm). In total, there are 32 FE-I4B readout chips on each stave.
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Figure C.1: Position of IBL staves in the x̂ ⇥ ŷ plane [169].

C.1 Single Event Upset

Single Event Upset (SEU) is an e↵ect of ionizing radiation where charge injected into a
circuit’s memory cell(s) leads to a flip in one or more logic states. At the LHC, SEUs are
caused by recoil nuclei and hadronic showers resulting from the interaction of particles in
the detector material near the memory cells a↵ected [170]. Such interactions are di�cult
to model, but an understanding of SEU rates is essential for detector operations. This
Section presents an in-situ measurement of the probability of bit flips in the radiation hard
memory cells known as Dual Interlocked CElls, or DICE latches [171] [172], which store the
configuration of each pixel in the IBL.

Each DICE latch contains thirteen bits, which correspond to the following configuration
settings:

• 0: Output enable

• 1-5: Threshold tuning DAC (TDAC) value. 1 = most significant bit (MSB)

• 6-7: Selection of charge injection capacitor

• 8: HitBus (input to logical OR of all pixel discriminator outputs in the matrix)

• 9-12: Time-over-threshold (ToT) tuning DAC (FDAC) value. ToT represents the
length of time that single pixel discriminator is over threshold in counts of an externally
supplied clock (nominally 40 MHz). 12 = most significant bit (MSB)

During data taking, more than 99% of pixels are enabled: that is, they have a value of one
stored in bit 0. Both capacitor selection bits and the HitBus bit also store values of one.
The 5-bit TDAC stores an average value of fifteen, and the 4-bit FDAC stores an average
value of seven.
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The SEU rate is measured by copying the values of the pixel latches (which are radiation
hard) into a register which is not radiation hard. After allowing a certain fluence of particles
to traverse the device, the latch values are re-copied, read back, and compared to their orig-
inal values. The fraction of pixels in which the bit state flips after taking data of integrated
luminosity L depends on the probability of 0 ! 1 (�0!1) and 1 ! 0 (�1!0) transitions due
to SEU:

N1(0) � N1

N1

= �1!0 ⇥ L (C.1)

N0(0) � N0

N0

= �0!1 ⇥ L (C.2)

Figure C.2 shows the change in the fraction of ones (a) and zeros (b) for a sample bit
(the second most significant TDAC bit) during LHC fill 6371 in 2017. The first point is zero
by construction. Because the register cannot be read back while the FE-I4B chip is receiving
trigger signals, there are only two points for the planar modules (black): one before the start
of collisions, and the other after beam dump. For the 3D modules (red), the register is read
back after about 150 pb�1 of data taking.
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Figure C.2: Fraction of pixels in which TDAC-bit2 flips, measured at the beginning of LHC
fill 6371 and after about 150 pb�1 of integrated luminosity for 3D modules (red) and after
the end of LHC fill for planar modules (black).

From read back measurements like those shown in Figure C.2, the SEU probabilities �0!1

and �1!0 can be extracted for each of the thirteen pixel latches. The resulting probabilities
are shown in Figure C.3 for the three bits that are most important for operations: the
output enable bit, the TDAC most significant bit, and the FDAC most significant bit. The
probability �0!1 is not calculated for the output enable bit because most pixels are enabled
initially.

For the TDAC and FDAC most significant bits, the 0 ! 1 transition is about five times
as frequent as the 1 ! 0 transition. For additional studies of this asymmetry, refer to [169].
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(a) 0: output enable
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(b) 5: TDAC MSB
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(c) 12: FDAC MSB

Figure C.3: Probability of bit flip due to SEU in the three DICE latches in the three DICE
latches most important for IBL operations: (a) the output enable bit, (b) the most significant
TDAC bit, and (c) the most significant FDAC bit. The probability of the 0 ! 1 (1 ! 0)
transition is shown in blue (red).

C.2 Measurement of leakage current

The leakage current is a small current that is present in a reverse-biased semiconductor
sensor, even when no particles are traversing the sensor (see Figure C.4). The leakage
current increases linearly with non-ionizing energy loss (NIEL), or fluence, which measures
the radiation that damages the silicon pixel sensors. Fluence is measured in units of MeV
neutron-equivalent radiation per cm2 (abbreviated MeV neq/cm2) and is proportional to
integrated luminosity, which is well measured in ATLAS.

2.3 Pixel Sensors and Their Properties 51
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Fig. 2.13. Typical shape of a silicon sensor’s IV-curve with indication of the origin
of di�erent current contributions

book uses the term pad if the size of the cells is su�ciently large and their

number su�ciently small that all of them can be connected by wire bonds

either directly onto the cell or onto a bond pad routed to the device edge.

One of many examples where pad detectors were used for tracking is the

UA2 experiment at the CERN-SppS collider [73]. Very large pad detectors

with no segmentation on the device level were used, for example, as sampling

elements in the H1 Plug calorimeter at the HERA storage ring at DESY [74].

If the cell size is below the millimeter range, the connections to the pream-

plifier with wire bonds becomes impractical and the bump-bond technique

(see Chap. 4) must be used. In this case one speaks of a hybrid pixel detector.

When the electrodes are largely asymmetric (e.g. several cm long and a

few tens of µm wide) the device is called strip detector. Wire bonding is the

natural connection technique in this case. Most of the silicon detectors used

today in particle physics are strip detectors. Moreover, very often in strip

detectors the coupling capacitor and the bias resistor (indicated in Fig. 2.12)

of each channel are integrated onto the sensor; i.e., strip detectors are often

AC-coupled. In pixel sensors with cell dimensions of several hundred microm-

eters in both directions this integration is not easily possible and because of

the small leakage currents per channel also not necessary. Pixels have a direct

connection to the readout electronics or, in other words, they are DC-coupled.

In the following only pixel detectors will be described.

2.3.2 Leakage Current and Maximum Operation Voltage

The leakage or dark current is flowing in the absence of external e�ects like

particles or light if a reverse bias is applied. In addition to volume generation

Figure C.4: Sample IV curve of a silicon pixel sensor [173]. The leakage current is the small
current measured at voltages between Vdepl and Vmax.

The Hamburg model [174] provides a phenomenological model for predicting the leakage
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current after n time steps:
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j=1

⇥(Tj) ⇥ tj

t0
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(C.3)

Here, Li is the integrated luminosity, ti is the duration, and Ti is the temperature during the
i
th time step. Ltot is the total integrated luminosity, � is the fluence, and V is the sensor

volume. The measured values of ↵I , ↵⇤
0
, and � are

↵I = (1.23 ± 0.06) ⇥ 10�17 A/cm (C.4)

↵
⇤
0

= 7.07 ⇥ 10�17 A/cm (C.5)

� = (3.29 ± 0.18) ⇥ 10�18 A/cm (C.6)

The factors ⌧ and ⇥ are

⌧
�1(Tj) = 1.2+5.3

�1.0
⇥ 1013 s�1
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(�1.1 ± 0.05)

eV

kBTj
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(C.7)
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1
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(C.8)

The reference temperature TR is taken to be 0�C for this study.
Given a prediction for the fluence � and measurements of temperature, duration, and

integrated luminosity at each time step, the Hamburg model can be used to calculate the
leakage current as a function of integrated luminosity. The Hamburg model predictions are
overlaid on all measurements below.

To measure the leakage current, readings of high voltage, temperature, and uncorrected
leakage current are compiled for each IBL module group listed in Table C.1. Each module
group in this table corresponds to four FE-I4B chips in the IBL. The high voltage, temper-
ature, and leakage current readings are averaged over time steps of one luminosity block
(LB). The duration of a luminosity block is usually around one minute, and the experimental
conditions are assumed to be constant during this period.

The high voltage of the planar sensors (M1-M3) began at 80 V in 2015, increased to 150
V during 2016, to 300 V at the start of 2017, and finally to 400 V at the start of 2018. The
high voltage of the 3D sensors began at 20 V in 2015, and increased to 40 V for the remainder
of the run. The increase in the high voltage settings is necessary to ensure that the sensors
are fully depleted after experiencing more and more radiation damage. Measurements of
the leakage current recorded during an LB when the high voltage di↵ers from the setting
by � 1V are vetoed: most vetoed points correspond to times when the high voltage is o↵
because ATLAS is not taking data.

The temperature of the IBL sensors varies with time and data taking conditions. How-
ever, the leakage current can be corrected to a constant reference temperature of TR = 0�C
by applying a correction factor:

Ileak(TR) = Ileak(T ) exp

✓
�

Eg

2kB


1

TR

�
1

T

�◆
(C.9)
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Module group Module type z [cm]
LI Sx A4 3D > 24
LI Sx A3 Planar [16, 24]
LI Sx A2 Planar [8, 16]
LI Sx A1 Planar [0, 8]
LI Sx C1 Planar [-8, 0]
LI Sx C2 Planar [-16, -8]
LI Sx C3 Planar [-24, -16]
LI Sx C4 3D < -24

Table C.1: Summary of the IBL module groups and their positions in ATLAS. The label x

corresponds to the stave number of the module group.

The silicon band gap energy Eg is taken to be 1.21 eV.
The measured leakage current as a function of Run 2 luminosity is shown in Figure C.5.

Measurements are averaged over all staves at the same z position and over the A and C
sides (which exhibit very similar behavior). The Hamburg model prediction is overlaid for
comparison, with a z-dependent scale factor applied to normalize the predicted fluence/lu-
minosity (�/L) factor to data. The predicted �/L from FLUKA and the fitted scale factors
are reported in Table C.2. The simulation is found to over-predict �/L at high |z|.

The sudden drops in the measured leakage current correspond to technical stops and
year-end shutdowns. The IBL is warm (room temperature) during this time, and substantial
annealing takes place. The level of annealing predicted by the Hamburg model is slightly
less than what is observed in data.

Modules Predicted �/L Scale factor
A4 58.45 ⇥1011 0.75
A3 59.90 ⇥1011 0.93
A2 62.40 ⇥1011 0.96
A1 65.45 ⇥1011 1.04
C1 65.45 ⇥1011 1.04
C2 62.40 ⇥1011 0.94
C3 59.90 ⇥1011 0.91
C4 58.45 ⇥1011 0.76

Table C.2: Predicted �/L factors from FLUKA [(1 MeV neq/cm2) ⇥ fb] and fitted scale
factors for each group of IBL modules.

The ratio of two leakage current measurements is predicted to be the ratio of the fluences
multiplied by the depleted volume. The measured ratio to the 3D modules and correspond-
ing Hamburg model predictions are shown in Figure C.6. The discontinuity near 35 fb�1

corresponds to the increase in high voltage in 2016: before the voltage change, the IBL
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Figure C.5: Measured leakage current in IBL modules as a function of integrated luminosity.
The leakage current is averaged over modules at similar |z| and normalized by the sensor
volume. The temperature is corrected to 0�C. The data (points) are compared to a Hamburg
model simulation (lines), which is normalized to data independently for each module group.

sensors were running under-depleted. Following this change, the ratio is approximately flat
for the remainder of Run 2.

Using the scale factors in Table C.2, the Hamburg model predictions for the IBL leakage
current can be extended to the end of LHC Run 3. Multiple temperature and luminosity
scenarios are under consideration for Run 3, but the maximum leakage current reached is
similar in all scenarios.

Figure C.7 shows the Run 2 measured and Run 2-3 predicted leakage current in each
module group. This projection corresponds to a total Run 3 luminosity of 320 fb�1, with
shutdowns (and therefore warm time for the IBL) after each 80 fb�1 period. Since Figure C.5
has demonstrated that the Hamburg model tends to under-predict the amount of annealing,
this projection is considered conservative.
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Figure C.6: Measured leakage current in IBL modules as a function of integrated luminosity,
normalized to the measured leakage current in the 3D modules. The leakage current is
averaged over modules at similar |z| and normalized by the sensor volume. The temperature
is corrected to 0�C. The data (points) are compared to a Hamburg model simulation (lines),
which is normalized to data independently for each module group.
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Figure C.7: Measured leakage current in IBL modules as a function of integrated luminosity.
The leakage current is averaged over modules at similar |z| and normalized by the sensor
volume. The temperature is corrected to 0�C. The data (points) are shown through the end
of Run 2, and the Hamburg model simulation (lines) is projected through the end of Run 3.
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Appendix D

Toy BDT Model

This Appendix contains a toy example of the BDT method applied to a simple two-
dimensional dataset. It is intended to illustrate the structure of a BDT discriminant and
the impact of hyper-parameter choices. The code used to perform these tests is available at
https://github.com/jennetd/toy-bdt.

The dataset contains only two features, x and y, for ease of visualization. The train-
ing data is composed of 1,000,000 random points in (x, y), with signal (Label = 1) and
background (Label = 0) defined by the following:

Label = f(x, y) =

(
1 if y > A cos(n⇡x) + y0 and y < A cos(n⇡x) + y0 + 1

0 otherwise
(D.1)

The distribution of signal and background in the (x, y) plane is shown in Figure D.1a for
A = 0.5, n = 4 and y0 = 0.5. This choice of parameters gives a deterministic relationship
between the data label (0 or 1) and features (x, y), which is not the case in most systems.
A more realistic model introduces some small random noise: Label = f(x, y + ✏), where ✏
is a random number generated according to a gaussian distribution with mean µ = 0 and
standard deviation � = 0.1. A distribution of signal and background with the addition of
this random noise is shown in Figure D.1b.

D.1 Tuning single hyper-parameters

A single tree (Rounds = 1) is trained in XGBoost on the example dataset. The BDT
performance is tested for range of values for each tree hyper-parameter. For a discussion of
the mathematical meaning of each hyper-parameter, see Chapter 7.
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(a)

(b)

Figure D.1: Distribution in (x, y) of a sample binary dataset without random noise (a) and
with random noise (b). Yellow represents the signal (Label = 1) and blue represents the
background (Label = 0), according to Equation D.1 with A = 0.5, n = 4 and y0 = 0.5.
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Figure D.2 shows the BDT score as a function of training variables (x, y) for di↵erent
values of MinChildWeight. MaxDepth is fixed to infinity and MinLossReduction to zero, so
that MinChildWeight alone controls the size of the tree. Figure D.2a shows an over-trained
example: MinChildWeight = 1, and each leaf contains a single training event. Figure D.2d
shows an under-trained example: MinChildWeight = 1000, and the tree does not grow large
enough to resolve the signal well.

(a) MinChildWeight = 1 (b) MinChildWeight = 10

(c) MinChildWeight = 100 (d) MinChildWeight = 1000

Figure D.2: Distribution of BDT score in (x, y) obtained by a single decision tree for di↵erent
values of MinChildWeight. MaxDepth is fixed to infinity and MinLossReduction to zero, so
that MinChildWeight alone controls the size of the tree.
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Figure D.3 shows the BDT score as a function of training variables (x, y) for di↵erent
values of MaxDepth. MinChildWeight is fixed to one and MinLossReduction to zero, so that
MaxDepth alone controls the size of the tree. Figure D.2a shows a highly under-trained
example: MaxDepth = 3, meaning that the tree has at most 23 = 8 leaves. Higher values of
MaxDepth allow for more leaves, and better resolution of the signal (see Figure D.2d).

(a) MaxDepth = 3 (b) MaxDepth = 5

(c) MaxDepth = 7 (d) MaxDepth = 9

Figure D.3: Distribution of BDT score in (x, y) obtained by a single decision tree for di↵erent
values of MaxDepth. MinChildWeight is fixed to one and MinLossReduction to zero, so that
MaxDepth alone controls the size of the tree.
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Figure D.4 shows the BDT score as a function of training variables (x, y) for di↵erent
values of MinLossReduction. MinChildWeight is fixed to one and MaxDepth to infinity, so
that MinLossReduction alone controls the size of the tree. Figure D.4a shows an over-trained
example: MinLossReduction = 0, and each leaf contains a single training event. Figure D.4d
shows an under-trained example: MinLossReduction = 100, and the tree does not grow large
enough to resolve the signal well.

(a) MinLossReduction = 0 (b) MinLossReduction = 1

(c) MinLossReduction = 10 (d) MinLossReduction = 100

Figure D.4: Distribution of BDT score in (x, y) obtained by a single decision tree for di↵erent
values of MinLossReduction. MinChildWeight is fixed to one and MaxDepth to infinity, so
that MinLossReduction alone controls the size of the tree.
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The power of gradient boosting is illustrated in Figure D.5, which shows the BDT score as
a function of training variables (x, y) at di↵erent steps in the boosting process. MaxDepth
is fixed to six, MinChildWeight to one, and MinLossReduction to zero so that the depth
controls the size of the tree. After only 5 rounds, the signal can be resolved with high
probability.

(a) 1 round (b) 5 rounds

(c) 10 rounds (d) 50 rounds

Figure D.5: Distribution of BDT score in (x, y) obtained after di↵erent numbers of boosting
rounds. MaxDepth is fixed to six, MinChildWeight to one and MinLossRed to zero, so that
the depth controls the size of the trees.
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Figure D.6 shows the BDT score as a function of training variables (x, y) for di↵erent
values of the LearningRate. MaxDepth is fixed to six, MinChildWeight to one, and Min-
LossReduction to zero so that the depth controls the size of the tree. With larger values
of the LearningRate, the training converges faster and the separation between signal and
background becomes starker after the same number of boosting rounds (10).

(a) LearningRate = 0.01 (b) LearningRate = 0.1

(c) LearningRate = 0.5 (d) LearningRate = 1.0

Figure D.6: Distribution of BDT score in (x, y) obtained after 10 boosting rounds for dif-
ferent values of the LearningRate. MaxDepth is fixed to six, MinChildWeight to one, and
MinLossRed to zero, so that the depth controls the size of the trees.
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Figure D.7 shows the BDT score as a function of training variables (x, y) for di↵erent
values of the Subsample parameter. MaxDepth is fixed to infinity, MinChildWeight to one,
and MinLossReduction to zero, a scenario that results in severe overtraining in a single tree
(see Figure D.2a). The Subsample parameter can mitigate the e↵ects of overtraining by using
a di↵erent subset of the training data in each boosting round. Smaller values of Subsample
correspond to less overlap in the training samples, and therefore less overtraining.

(a) Subsample = 0.001 (b) Subsample = 0.01

(c) Subsample = 0.1 (d) Subsample = 1

Figure D.7: Distribution of BDT score in (x, y) obtained after 10 boosting rounds for di↵erent
values of the Subsample parameter. MaxDepth is fixed to infinity, MinChildWeight to one,
and MinLossRed to zero, so that the depth controls the size of the trees. Subsample alone
suppresses overtraining.
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Figure D.8 shows the BDT score as a function of training variables (x, y) for di↵erent
values of the L1 Regularization parameter ↵. MaxDepth is fixed to infinity, MinChildWeight
to one, and MinLossReduction to zero, a scenario that results in severe overtraining in a single
tree. The Subsample parameter is fixed to one. The ↵ parameter can mitigate the e↵ects of
overtraining by restricting the magnitude of the leaf weights. Larger values of ↵ correspond
to tighter restrictions on the weights, and therefore less overtraining.

(a) L1 Reg ↵ = 0 (b) L1 Reg ↵ = 1

(c) L1 Reg ↵ = 10 (d) L1 Reg ↵ = 100

Figure D.8: Distribution of BDT score in (x, y) obtained after 10 boosting rounds for di↵erent
values of the L1 Regularization parameter ↵. MaxDepth is fixed to infinity, MinChildWeight
to one, and MinLossRed to zero, so that the depth controls the size of the trees. Subsample
is set to one, and ↵ alone suppresses overtraining.
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Figure D.9 shows the BDT score as a function of training variables (x, y) for di↵erent
values of the L2 Regularization parameter �. Again, MaxDepth is fixed to infinity, MinChild-
Weight to one, and MinLossReduction to zero, a scenario that results in severe overtraining
in a single tree. The Subsample parameter is fixed to one. The � parameter can mitigate
the e↵ects of overtraining by restricting the magnitude of the leaf weights. Larger values of
� correspond to tighter restrictions on the weights, and therefore less overtraining.

(a) L2 Reg � = 0 (b) L2 Reg � = 1

(c) L2 Reg � = 10 (d) L2 Reg � = 100

Figure D.9: Distribution of BDT score in (x, y) obtained after 10 boosting rounds for di↵erent
values of the L2 Regularization parameter �. MaxDepth is fixed to infinity, MinChildWeight
to one, and MinLossRed to zero, so that the depth controls the size of the trees. Subsample
is set to one and ↵ to zero, and � alone suppresses overtraining.
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D.2 Dataset Size

The performance of a BDT decreases as training statistics become very low. Figure D.10
demonstrates the worsening performance of a BDT trained on datasets of decreasing size,
all obeying Equation D.1. The hyper-parameters are identical for each training dataset, and
tuned so that overtraining is not an issue. More training data gives a better approximation of
Equation D.1 (Figure D.10a), and with too small a training set Equation D.1 is not learned
at all (Figure D.10d).

(a) 1,000,000 points (b) 10,000 points

(c) 2,500 points (d) 100 points

Figure D.10: Distribution of BDT score in (x, y) obtained from di↵erent numbers of randomly
generated training points. More training data gives a better approximation of the desired
function shown in Figure D.1a. The hyper-parameters are identical for each training dataset,
and tuned so that overtraining is not an issue.
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A realistic training dataset can often be very asymmetric: the ratio of signal events to
background is very small in measurements of rare physics process such as ttH(��). Figure
D.11 shows the change in BDT output as a function of the RelativeNorm parameter, which
gives the relative normalization of signal and background (S/B). In cases where S/B is very
large (Figure D.11a, b), the BDT score is more often signal-like. In the case where S/B is
very small (Figure D.11e, f), the BDT score is more often background-like.

(a) S/B = 100 (b) S/B = 10

(c) S/B = 2 (d) S/B = 0.5

(e) S/B = 0.1 (f) S/B = 0.01

Figure D.11: Distribution of BDT score in (x, y) obtained for the 10,000 event training set,
with di↵erent relative normalization of signal (S) and background (B). In the case where
S/B is very large (a), the BDT score is more often signal-like (yellow). In the case where
S/B is very small (f), the BDT score is more often background-like (blue).
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D.3 Training Packages

The first application of machine learning to tt̄H(��) categorization [94] used the TMVA
package [175] to train a simple five-variable BDT with gradient boosting. Subsequent more
sophisticated analyses (see Chapters 9 and 11) have relied primarily on the XGBoost package
[140].

XGBoost TMVA
Rounds num rounds NTrees
MaxDepth max depth MaxDepth
MinChildWeight min child weight MinNodeSize
MinLossReduction gamma –
Regularization lambda, alpha –
LearningRate eta Shrinkage
Subsample subsample BaggedSampleFraction

Table D.1: Summary of hyper-parameter names in di↵erent BDT training packages.

A comparison of the two algorithms is shown in Figure D.12. The same binary training
data as above (1,000,000 points) is used in all training comparisons. Hyper-parameters in
each package are tuned to identical values (as far as is possible) according to Table D.1.
MaxDepth is fixed to six, MinChildWeight to one, and MinLossRed to zero, so that the
depth controls the size of the tree. Subsample is fixed to one, and LearningRate is fixed to
one. The performance appears to be very similar between the two training packages.
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(a) XGBoost - 1 round (b) TMVA - 1 round

(c) XGBoost - 5 rounds (d) TMVA - 5 rounds

(e) XGBoost - 10 rounds (f) TMVA - 10 rounds

(g) XGBoost - 50 rounds (h) TMVA - 50 rounds

Figure D.12: Distribution of BDT score in (x, y) obtained from XGBoost (left) and TMVA
(right) after di↵erent numbers of boosting rounds. The hyper-parameters are tuned to
identical values according to Table D.1. MaxDepth is fixed to six, MinChildWeight to one,
and MinLossRed to zero. Subsample is fixed to one, and LearningRate is fixed to one.
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D.4 Multiclassification

The multiclass toy dataset again contains only two features, x and y, for ease of visu-
alization. The training data is composed of 1,000,000 random points in (x, y), with three
regions (Label 2 (0, 1, 2)) defined by the following:

Label = g(x, y) =

8
><

>:

2 if y > A cos(n⇡x) + y0

1 if y < A cos(n⇡x) + y0 + 1

0 otherwise

(D.2)

The distribution of signal and background in the (x, y) plane is shown in Figure D.13a
for A = 0.5, n = 4 and y0 = 0.5. As in the binary dataset, some small random noise
is introduced: Label = g(x, y + ✏), where ✏ is a random number generated according to a
gaussian distribution with mean µ = 0 and standard deviation � = 0.1. A distribution of
the three classes with the addition of this random noise is shown in Figure D.13b.

(a) (b)

Figure D.13: Distribution in (x, y) of a sample three-class dataset without random noise (a)
and with random noise (b). Yellow represents Label = 2, green represents Label = 1, and
blue represents Label = 0, according to Equation D.2 with A = 0.5, n = 4 and y0 = 0.5.

A single tree (Rounds = 1) is trained in XGBoost on the example dataset. The BDT
performance is tested for range of values for each tree hyper-parameter.

Figure D.15 shows the BDT “softprob” score as a function of training variables (x, y) for
di↵erent values of MinChildWeight. MaxDepth is fixed to infinity and MinLossReduction
to zero, so that MinChildWeight alone controls the size of the tree. Figure D.15a shows an
over-trained example: MinChildWeight = 1, and each leaf contains a single training event.
Figure D.15d shows an under-trained example: MinChildWeight = 1,000, and the tree does
not grow large enough to resolve the signal well. The assigned class label (corresponding to
max{P0, P1, P2}) for each (x, y) pair is shown in Figure D.14.
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(a) MinChildWeight = 1 (b) MinChildWeight = 10

(c) MinChildWeight = 100 (d) MinChildWeight = 1,000

Figure D.14: Distribution of assigned class label in (x, y) obtained by a single decision tree
for di↵erent values of MinChildWeight. MaxDepth is fixed to infinity and MinLossReduction
to zero, so that MinChildWeight alone controls the size of the tree.
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(a) P0, MinChildW = 1 (b) P1, MinChildW = 1 (c) P2, MinChildW = 1

(d) P0, MinChildW = 10 (e) P1, MinChildW = 10 (f) P2, MinChildW = 10

(g) P0, MinChildW = 100 (h) P1, MinChildW = 100 (i) P2, MinChildW = 100

(j) P0, MinChildW = 1,000 (k) P1, MinChildW = 1,000 (l) P2, MinChildW = 1,000

Figure D.15: Distribution of “softprob” BDT scores in (x, y) obtained by a single decision tree
for di↵erent values of MinChildWeight. MaxDepth is fixed to infinity and MinLossReduction
to zero, so that MinChildWeight alone controls the size of the tree.
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Figure D.17 shows the BDT “softprob” score for each class as a function of training
variables (x, y) for di↵erent values of MaxDepth. MinChildWeight is fixed to one and Min-
LossReduction to zero, so that MaxDepth alone controls the size of the tree. Figure D.15a
shows a highly under-trained example: MaxDepth = 3, meaning that the tree has at most
23 = 8 leaves. The assigned class label (corresponding to max{P0, P1, P2}) for each (x, y)
pair is shown in Figure D.16.

(a) MaxDepth = 3 (b) MaxDepth = 5

(c) MaxDepth = 7 (d) MaxDepth = 9

Figure D.16: Distribution of assigned class label in (x, y) obtained by a single decision tree
for di↵erent values of MaxDepth. MinChildWeight is fixed to one and MinLossReduction to
zero, so that MaxDepth alone controls the size of the tree.
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(a) P0, MaxDepth = 3 (b) P1, MaxDepth = 3 (c) P2, MaxDepth = 3

(d) P0, MaxDepth = 5 (e) P1, MaxDepth = 5 (f) P2, MaxDepth = 5

(g) P0, MaxDepth = 7 (h) P1, MaxDepth = 7 (i) P2, MaxDepth = 7

(j) P0, MaxDepth = 9 (k) P1, MaxDepth = 9 (l) P2, MaxDepth = 9

Figure D.17: Distribution of “softprob” BDT scores in (x, y) obtained by a single decision
tree for di↵erent values of MaxDepth. MinChildWeight is fixed to one and MinLossReduction
to zero, so that MaxDepth alone controls the size of the tree.
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The power of gradient boosting is illustrated in Figure D.19, which shows the BDT
“softprob” score as a function of training variables (x, y) at di↵erent steps in the boosting
process. After only 5 rounds, the three classes can be resolved with high probability. The
assigned class label (corresponding to max{P0, P1, P2}) for each (x, y) pair is shown in Figure
D.18 as a function of number of boosting rounds.

(a) 1 round (b) 5 rounds

(c) 10 rounds (d) 50 rounds

Figure D.18: Distribution of assigned class label in (x, y) obtained after di↵erent numbers
of boosting rounds. MaxDepth is fixed to six, MinChildWeight to one, and MinLossRed to
zero, so that the depth controls the size of the tree.
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(a) P0, 1 round (b) P1, 1 round (c) P2, 1 round

(d) P0, 5 rounds (e) P1, 5 rounds (f) P2, 5 rounds

(g) P0, 10 rounds (h) P1, 10 rounds (i) P2, 10 rounds

(j) P0, 50 rounds (k) P1, 50 rounds (l) P2, 50 rounds

Figure D.19: Distribution of “softprob” BDT scores in (x, y) obtained after di↵erent numbers
of boosting rounds. MaxDepth is fixed to six, MinChildWeight to one, and MinLossRed to
zero, so that the depth controls the size of the trees.
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Appendix E

tt̄H in the diphoton decay channel
(79.8 fb�1)

The tt̄H(��) categorization described in Section 9.2 was developed and optimized on
the partial LHC Run 2 dataset of 79.8 fb�1, collected during 2015-2017. This Appendix
describes the results on this partial dataset, which are superseded by the full Run 2 results
in Section 10.2.

E.1 Signal and Background Model

In each analysis category, the signal shape is determined by fitting a Double-Sided Crystal
Ball (DSCB) function to a sample of inclusive Higgs boson Monte Carlo (see Section 6.2.1).
The best fit DSCB parameters for each category are shown in Table E.1. Di↵erences in the
signal parameters with respect to the full Run 2 analysis (Table 10.2), particularly the signal
resolution �CB, result from the addition of a high-pileup Monte Carlo sample representative
of the data taking conditions in 2018.

For the hadronic tt̄H(��) categories, the functional form of the continuum background is
extracted from templates created from NTI data. To enhance statistics in these templates,
events with no b-tagged jets are also included, and the b-tag status of all central jets are
set to “true” when computing the BDT score. For the leptonic tt̄H(��) categories, the
background templates are constructed from tt̄+�� Monte Carlo, since this process dominates
the continuum background once the BDT selection has been applied. In order to enhance
statistics, no photon ID or isolation cuts are applied.

The functional form of the continuum background and the spurious signal are listed in
Table E.2.
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Category µCB [GeV] �CB [GeV] ↵high ↵low nhigh nlow

tt̄H(��) had 4 125.27 1.63 1.9 1.9 3.8 3.4
tt̄H(��) had 3 125.27 1.59 2.0 1.8 3.8 4.3
tt̄H(��) had 2 125.27 1.46 1.6 1.6 5.5 4.9
tt̄H(��) had 1 125.24 1.32 1.7 1.7 6.5 4.5
tt̄H(��) lep 3 125.26 1.73 1.9 1.7 3.6 4.9
tt̄H(��) lep 2 125.24 1.68 1.9 1.8 4.2 4.4
tt̄H(��) lep 1 125.22 1.45 1.7 1.6 5.3 4.9

Table E.1: Best fit parameter values for the signal m�� shape in each of the seven tt̄H(��)
categories at 79.8 fb�1. Note that these are the fitted values for the MC samples at mH = 125
GeV.

Category Function Nsp �
2
/ndof

tt̄H(��) had 4 Power Law +0.96 0.98
tt̄H(��) had 3 Power Law +0.63 0.88
tt̄H(��) had 2 Exponential +0.36 0.72
tt̄H(��) had 1 Power Law +0.11 0.86
tt̄H(��) lep 3 Exponential +0.24 1.26
tt̄H(��) lep 2 Power Law +0.33 0.79
tt̄H(��) lep 1 Power Law +0.12 0.97

Table E.2: Results of the spurious signal test for the tt̄H(��) categories at 79.8 fb�1. The
�

2
/ndof indicates the performance of a background only fit to the template in the m�� range

105-160 GeV, but is in general not a part of the spurious signal criteria.

E.2 Systematic Uncertainties

The experimental uncertainties included in the tt̄H(��) measurement are those summa-
rized in Section 6.4.2.

A conservative 100% heavy flavor uncertainty is applied to the predicted ggF, VBF,
and V H yields in each category, and inclusive uncertainties from [34] are applied to the
bb̄H, tHjb, and tWH yields. For the tt̄H signal yields, QCD scale variations and PDF
uncertainties (31 eigenvector scheme) are evaluated separately in each category. In ad-
dition, a UEPS uncertainty is calculated by comparing event yields predicted by Monte
Carlo samples using di↵erent showering algorithms: tt̄H MG5 aMC@NLO+Pythia8 and
MG5 aMC@NLO+Herwig++. The magnitudes of the UEPS uncertainty are summarized in
Table 10.4.

The dominant uncertainty is the UEPS: since up to six jets in a single event are used in
the BDT training (see Chapter 9), dependence on the parton showering algorithm is to be
expected. The QCD scale uncertainty on the tt̄H yield is the second most dominant uncer-
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tainty. The photon energy scale and resolution are the dominant experimental systematics.

E.3 Results (79.8 fb�1)

The diphoton mass spectrum in each hadronic (leptonic) category is shown in Figure E.1
(Figure E.2) with the signal-plus-background fits overlaid. The observed tt̄H(��) significance
is 4.1�, which corresponds to a signal strength of

µtt̄H = 1.41 +0.53

�0.44
(E.1)

The expected tt̄H(��) significance on this dataset (assuming the Standard Model) is 3.7�
(from pre-fit Asimov).

(a) tt̄H(��) had 1 (b) tt̄H(��) had 2

(c) tt̄H(��) had 3 (d) tt̄H(��) had 4

Figure E.1: Diphoton invariant mass spectrum in the four hadronic tt̄H(��) categories with
79.8 fb�1 of ATLAS data. tt̄H(��) had 1 (a) corresponds to the tightest cut on BDT score,
and tt̄H(��) had 4 (d) to the loosest. The data is shown in black, with the fitted continuum
background distribution in blue, the total background (including non-tt̄H Higgs processes)
in green, and the tt̄H signal plus background in red.
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(a) tt̄H(��) lep 1 (b) tt̄H(��) lep 2

(c) tt̄H(��) lep 3

Figure E.2: Diphoton invariant mass spectrum in the three leptonic tt̄H(��) categories with
79.8 fb�1 of ATLAS data. tt̄H(��) lep 1 (a) corresponds to the tightest cut on BDT score,
and tt̄H(��) lep 3 (c) to the loosest. The data is shown in black, with the fitted continuum
background distribution in blue, the total background (including non-tt̄H Higgs processes)
in green, and the tt̄H signal plus background in red.

Figure E.3 shows the fitted signal and background yields in each category, calculated in
the m�� window containing 90% of the Higgs signal (S90).

In order to visually enhance the contribution of the most powerful analysis categories,
the data and fit in each category are weighted by ln(1 + S/B) where S (B) is the expected
signal (background) in the smallest m�� window containing 90% of the Higgs signal. This
weighting procedure serves to magnify the contribution to the m�� spectrum of the categories
with highest S/B. The weighted diphoton mass spectrum (summed over all categories) is
shown in Figure 10.8.
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Figure E.3: Fitted number of tt̄H(��) and background events in each analysis category with
79.8 fb�1 of ATLAS data. The fitted continuum background yield is shown in blue, the
non-tt̄H Higgs background in green, and the tt̄H signal (normalized to the fitted µ = 1.41)
in red. The total number of data events per category is overlaid in black.

Figure E.4: Weighted diphoton invariant mass spectrum of all seven tt̄H(��) categories with
79.8 fb�1 of ATLAS data. The data is shown in black, with the fitted continuum background
distribution in blue, the total background (including non-tt̄H Higgs processes) in green, and
the tt̄H signal plus background in red. The data and fit in each category are weighted by
ln(1 + S/B), where S (B) is the expected signal (background) in the smallest m�� window
containing 90% of the Higgs signal.



APPENDIX E. tt̄H IN THE DIPHOTON DECAY CHANNEL (79.8 FB�1) 225

E.4 Top reconstruction in the 79.8 fb�1 analysis

At the time of the 79.8 fb�1 analysis, the BDT algorithm used to reconstruct top quarks
was in an early stage of development. This Early Top Reco BDT di↵ers from the finalized
Top Reco BDT described in Chapter 8 in three major ways:

1. Background sample: The Early Top Reco BDT was designed for discrimination be-
tween tt̄H and non-top backgrounds, so the set of background triplets was constructed
from all combinations of three jets in the NTI data control sample. The final Top Reco
BDT was designed to correctly identify the jet triplet corresponding to the top in as
many tt̄H events as possible, so the set of background triplets was constructed from
all non truth-matched triplets in tt̄H Monte Carlo.

2. Signal sample: The Early Top Reco BDT required that the jet truth-matched to
the bottom quark be b-tagged for all signal triplets. For the final Top Reco BDT, this
requirement on the signal is lifted, and instead the b-tag scores of all three jets were
used as training variables.

3. Tri-jet mass: The Early Top Reco BDT does not use the triplet mass as a training
variable. In the final Top Reco BDT, the addition of this variable improves the accuracy
by 2%.

The introduction of these changes increased the accuracy of the top reconstruction from
only 19% in tt̄H events with the Early Top Reco BDT to 37% with the final Top Reco BDT
described in Chapter 8.

Figure E.5 shows the mass of the reconstructed top quark in the NTI data control region
as reconstructed by the Early (left) and final (right) Top Reco BDTs. The distribution is
shown in each hadronic tt̄H(��) category (recall from Chapter 9 that had 1 corresponds
to the highest S/B), and the distribution of events passing hadronic preselection but not
entering the BDT categories is shown in black.

The two Top Reco BDTs have similar qualitative behavior: as the S/B increases, the
reconstructed top mass peaks more strongly at mt = 173 GeV. However, because the triplet
mass is used as a training variable in the final Top Reco, this BDT sculpts the top candidate
mass into a sharper peak compared to the Early Top Reco.
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(a) Final Top Reco
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Figure E.5: Comparison of the Early Top Reco BDT and the Top Reco BDT described in
Chapter 8 in hadronic NTI data events.

E.4.1 Decomposition of continuum background

In order to study the continuum background in the hadronic tt̄H categories at 79.8
fb�1, the template fit procedure described in Chapter 9.3 was used to determine the relative
contribution of tt̄�� and �� + jets processes. The top quark mass reconstructed by the Early
Top Reco BDT is chosen as the PDF distribution.

The Early Top Reco BDT does not su↵er from sculpting of the top candidate mass
distribution to the extent that the final Top Reco BDT does. As a result, templates built
from tt̄�� and �� + jets Monte Carlo samples have a larger shape di↵erence in the Early
Top Reco candidate mass than in the final Top Reco candidate mass. For the decomposition
of the continuum background, it is therefore advantageous to use the Early Top Reco BDT,
despite its lower top identification accuracy.

The template fit to Equation 9.8 are shown in Figure E.6. The fit is performed to data
in the two hadronic categories with highest signal-to-background ratio (S/B). The top
background fraction obtained is shown in Table 9.7, along with the uncertainty due to the
statistics of the data. The statistical uncertainty on the Monte Carlo templates is small
compared to the statistical uncertainty in data.

n
SM

tt̄H
/ndata Top bkg fraction

tt̄H(��) had 1-2 10% 58% ± 19%

Table E.3: The top background fraction obtained in the two hadronic tt̄H(��) categories
with highest S/B at 79.8 fb�1.

The top background fraction measured in 79.8 fb�1 of data using the Early Top Reco
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Figure E.6: Template fit to data in the two hadronic tt̄H(��) categories with highest S/B

at 79.8 fb�1. The contributions from tt̄�� (blue) and ��+ jets (red) are normalized to
their fitted values. The tt̄H contribution (green) is fixed to the SM expectation. The fitted
combined PDF is shown in the dashed black line.

BDT is 58% ± 19%. As reported in Section 9.3, the top background fraction measured in
139 fb�1 of data using the final Top Reco BDT is 31% ± 16% (neglecting the uncertainty due
to template statistics, for a proper comparison). The measurements agree within statistical
errors. Because of the disadvantageous sculpting of the top mass templates constructed from
the final Top Reco BDT, the precision on the top background fraction measurement does
not improve much with the luminosity increase from 79.8 to 139 fb�1.

E.5 Event displays of tt̄H(��) candidates

Figures E.7-E.10 present visualizations of data events selected into the tt̄H(��) categories
with highest signal-to-background ratio.

In these images, jets reconstructed using the anti-kt algorithm with R = 0.4 are rep-
resented by cones, with blue cones indicating that the jet is b-tagged at the 77% working
point. Muon candidates are represented as a red track passing through the detector, and
electron candidates as a green line leading to green deposits in the electromagnetic calorime-
ter. Photon candidates correspond to green towers in the electromagnetic calorimeter with
no associated track.
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Appendix F

Higgs couplings in the diphoton decay
channel

This Appendix describes the full measurement of Higgs couplings in the H ! �� decay
channel with 79.8 fb�1 of 13 TeV ATLAS data. Section F.1 describes the selection of diphoton
events into categories targeting all Higgs boson production modes. Section F.2 details the
parameterization of the signal and background m�� shapes, and Section F.3 reviews the
dominant systematic uncertainties. Results are presented in Section F.4.

The inclusive Higgs boson cross section is measured, as well as the individual cross
sections for four Higgs boson production modes: ggF, VBF, V H, and tt̄H + tH. In addition,
the rate of H ! �� events is measured in the Simplified Template Cross Section
(STXS) scheme [34] [176], which gives a coarse di↵erential binning in kinematic variables
like jet multiplicity, Higgs candidate pT , and jet pT . The STXS regions targeted are shown
on the left-hand side of Figure F.1. The boxes denote STXS region measured, including
merging of categories due to low statistics.

The measurements reported in this Appendix were supplied as input to the ATLAS Higgs
combination [31], which included results from analyses targeting all Higgs boson production
and decay modes.

F.1 Event Categorization

All events included in the H ! �� categories are required to have two photons passing
the identification and isolation criteria outlined in Section 4.2. The categories are designed
to target di↵erent Higgs boson production modes, and the categories targeting the rarest
processes are filled first. Events failing selection for one production mode are considered for
the next rarest mode. In total, the H ! �� analysis includes:

1. Seven categories targeting tt̄H

2. Five categories targeting leptonic V H
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3. Seven categories targeting VBF and hadronic V H

4. Ten categories targeting gluon fusion

The seven tt̄H categories are those described in Chapter 9. The remaining categories are
described in the following sub-sections.

Table F.1 summarizes all 29 categories and their definitions. The STXS regions corre-
sponding to each category are shown in Figure F.1, and the contribution from each STXS
bin to the Higgs signal in each category is shown in Figure F.2. Figure F.3 shows the
contribution from each production mode to the total Higgs signal in each category.

Category label Selection

ttH lep BDT1 Nlep � 1, Nb�jet � 1, BDTttHlep > 0.987

ttH lep BDT2 Nlep � 1, Nb�jet � 1, 0.942 < BDTttHlep < 0.987

ttH lep BDT3 Nlep � 1, Nb�jet � 1, 0.705 < BDTttHlep < 0.942

ttH had BDT1 Nlep = 0, Njets � 3, Nb�jet � 1, BDTttHhad > 0.996

ttH had BDT2 Nlep = 0, Njets � 3, Nb�jet � 1, 0.991 < BDTttHhad < 0.996

ttH had BDT3 Nlep = 0, Njets � 3, Nb�jet � 1, 0.971 < BDTttHhad < 0.991

ttH had BDT4 Nlep = 0, Njets � 3, Nb�jet � 1, 0.911 < BDTttHhad < 0.971

VH dilep Nlep � 2, 70GeV  m``  110GeV

VH lep High Nlep = 1, |me� � 89GeV| > 5GeV, p
`+E

miss
T

T
> 150GeV

VH lep Low Nlep = 1, |me� � 89GeV| > 5GeV, p
`+E

miss
T

T
< 150GeV, E

miss

T
significance > 1

VH MET High 150GeV < E
miss

T
< 250GeV, E

miss

T
significance > 9 or E

miss

T
> 250GeV

VH MET Low 80GeV < E
miss

T
< 150GeV, E

miss

T
significance > 8

qqH BSM Njets � 2, pT,j1 > 200GeV

VH had BDT tight 60GeV < mjj < 120GeV, BDTVH > 0.78

VH had BDT loose 60GeV < mjj < 120GeV, 0.35 < BDTVH < 0.78

VBF high-p
Hjj

T
BDT tight |�⌘jj | > 2, |⌘�� � 0.5(⌘j1 + ⌘j2)| < 5, p

Hjj

T
> 25GeV, BDT

high

VBF
> 0.47

VBF high-p
Hjj

T
BDT loose |�⌘jj | > 2, |⌘�� � 0.5(⌘j1 + ⌘j2)| < 5, p

Hjj

T
> 25GeV, �0.32 < BDT

high

VBF
< 0.47

VBF low-p
Hjj

T
BDT tight |�⌘jj | > 2, |⌘�� � 0.5(⌘j1 + ⌘j2)| < 5, p

Hjj

T
< 25GeV, BDT

low

VBF
> 0.87

VBF low-p
Hjj

T
BDT loose |�⌘jj | > 2, |⌘�� � 0.5(⌘j1 + ⌘j2)| < 5, p

Hjj

T
< 25GeV, 0.26 < BDT

low

VBF
< 0.87

ggF 2J BSM Njets � 2, p
��

T
� 200GeV

ggF 2J High Njets � 2, p
��

T
2 [120, 200] GeV

ggF 2J Med Njets � 2, p
��

T
2 [60, 120] GeV

ggF 2J Low Njets � 2, p
��

T
2 [0, 60] GeV

ggF 1J BSM Njets = 1, p
��

T
� 200GeV

ggF 1J High Njets = 1, p
��

T
2 [120, 200] GeV

ggF 1J Med Njets = 1, p
��

T
2 [60, 120] GeV

ggF 1J Low Njets = 1, p
��

T
2 [0, 60] GeV

ggF 0J Fwd Njets = 0, one photon with |⌘| > 0.95

ggF 0J Cen Njets = 0, two photons with |⌘|  0.95

Table F.1: Summary of the 29 H ! �� analysis categories.
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All Higgs
events,
|yH | < 2.5

ggF + gg�Z (�qq)H ,

0-jet ggF 0J Fwd, Cen (28, 29)

1-jet,

pH
T < 60 GeV ggF 1J Low (27)

60 � pH
T < 120 GeV ggF 1J Med (26)

120 � pH
T < 200 GeV ggF 1J High (25)

pH
T > 200 GeV ggF 1J BSM (24)

� 2-jet,

not VBF-like,

pH
T > 200 GeV ggF 2J BSM (20)

pH
T < 60 GeV ggF 2J Low (23)

60 � pH
T < 120 GeV ggF 2J Med (22)

120 � pH
T < 200 GeV ggF 2J High (21)

VBF-like*,
pH j j

T < 25 GeV

pH j j
T � 25 GeV

qq��Hqq�

(VBF + V H hadronic),

p j
T < 200 GeV,

VBF-like*,
pH j j

T < 25 GeV VBF low-pH j j
T BDT tight, loose (18, 19)

pH j j
T � 25 GeV VBF high-pH j j

T BDT tight, loose (16, 17)

V H-like† VH had BDT tight, loose (14, 15)

Rest

p j
T > 200 GeV qqH BSM (13)

V H (leptonic decays),
qq̄ � W H VH lep High, Low (9, 10)

qq̄ � Z H ,
gg � Z H

(Z���) VH MET High, Low (11, 12)

(Z���) VH dilep (8)

top (tt̄H , tHq, tHW )
(had decays) ttH had BDT1-4 (4-7)

(lep decays) ttH lep BDT1-3 (1-3)

bb̄H (merged at all stages with ggF)

BSM-like

BSM-like

ggF, � 2 jet

Reconstruction CategoriesSTXS Regions

*VBF-like: m j j > 400 GeV, |�y j j | > 2.8
†V H-like: 60 < m j j < 120 GeV

Figure F.1: Correspondence between Simplified Template Cross Section regions (left) and
H ! �� analysis categories (right).
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Figure F.2: Breakdown of expected Higgs signal by STXS process (y-axis) in each analysis
category (x-axis). The regions bounded in light gray contain categories corresponding to
the same Higgs production mode. The entries outlined in dark gray indicate the target
process(es) corresponding to each category. The categories are generally very pure in the
target process, though there is some contamination (e.g. between ggF and VBF categories).
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Figure F.3: Breakdown of expected Higgs signal by production mode in each analysis cat-
egory. The categories are generally very pure in the target process, though there is some
contamination (e.g. between ggF and VBF categories).
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F.1.1 Leptonic V H

The V H dilepton category targets qq/qg ! ZH production where the Z boson decays to
charged leptons: events in this category must contain two same-flavor opposite-sign leptons
with dilepton invariant mass m`` between 70 GeV and 110 GeV.

The V H single lepton categories target qq/qg ! WH production where the W boson
decays to a charged lepton (e or µ) and a neutrino. Events in these categories must contain
exactly one electron or muon. Events where the electron and either of the two photons have
me� 2 [84, 94] GeV are vetoed. Two categories are defined by dividing events by the missing
ET significance and the transverse momentum of the lepton plus missing ET system: low
(p`

T
+ E

miss

T
< 150 GeV and E

miss

T
significance > 1.0) and high (p`

T
+ E

miss

T
> 150 GeV).

Events with zero leptons (e or µ) fall into the V H MET categories if they contain high
missing ET . These categories target qq/qg ! ZH production where the Z boson decays
to neutrinos. Two such categories are defined: low MET (80 GeV < E

miss

T
< 150 GeV and

E
miss

T
significance > 8.0), or high MET (Emiss

T
> 150 GeV and E

miss

T
significance > 9.0, or

E
miss

T
> 250 GeV).

F.1.2 Vector boson fusion and hadronic V H

The qqH BSM category contains events with at least two jets and very high leading jet
pT (> 200 GeV).

Hadronic V H events target WH and ZH production where the vector boson decays
hadronically. Events in these categories must contain two jets with dijet invariant mass 60
GeV < mjj < 120 GeV. A BDT is trained to separate simulated V H events from a back-
ground sample constructed from simulated diphoton background and data-driven estimates
of photon+jet and dijet backgrounds from NTI data. The BDT uses training variables ��
and �y between the diphoton and dijet systems, cos ✓⇤

��,jj
, dijet invariant mass, diphoton pT

orthogonal to the diphoton thrust axis in the transverse plane, pT of the diphoton system,
HT +E

�1

T
+E

�2

T
, minimum �R between a photon and a jet, the dijet transverse momentum,

and Zeppenfeld ⌘ (|⌘���
1

2
(⌘j1+⌘j2)|). Using the BDT output as the discriminating variable,

events are classified into two categories: tight (BDT score > 0.78) and loose (BDT score
< 0.78).

In the four VBF categories, events are required to contain at least two jets. The two
jets with highest pT must be separated by a pseudorapidity di↵erence |�⌘(j1, j2)| > 2.0. In
addition, events in the VBF categories must satisfy |⌘H � 0.5(⌘j1 + ⌘j2)| < 5.0, where ⌘H is
the pseudorapidity of the Higgs candidate (diphoton system).

Another BDT is trained to separate simulated VBF events from a background sample
constructed from simulated diphoton background and data-driven estimates of photon+jet
and dijet backgrounds from NTI data. The BDT uses six training variables: dijet invariant
mass, �⌘ between the leading jets, �� between the diphoton and dijet systems, diphoton
pT orthogonal to the diphoton thrust axis in the transverse plane, minimum �R between a
photon and a jet, and Zeppenfeld ⌘. Four exclusive regions are defined based on the BDT
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discriminant and the transverse momentum of system composed of the Higgs candidate and
two leading jets (pHj1j2

T
). The cut values are listed in Table F.1.

F.1.3 Gluon fusion

Events failing the tt̄H, V H, and VBF selection are divided among the ten ggF categories.
The events are divided into bins of jet multiplicity (0,1,� 2). Events with 1 or � 2 jets are
further divided into four bins in Higgs candidate pT : low (0-60 GeV), med (60-120 GeV),
high (120-200 GeV), and BSM (> 200 GeV). The ggF events with 0 jets are split into two
bins in based on the pseudorapidity of the photons: forward events (fwd) contain at least
one photon with |⌘| > 0.95, and central events (cen) do not.

F.2 Signal and Background

In each analysis category, the signal shape is determined by fitting a Double-Sided Crystal
Ball (DSCB) function to a sample of inclusive Higgs boson Monte Carlo (see Section 6.2.1).
The best fit DSCB parameters in each category are summarized in Table F.2. The tt̄H

categories are included in Table E.1.
The shape of the continuum background in the ggF and VBF categories is derived from

templates constructed from diphoton Monte Carlo (see Section 5.2.3). The templates are
constructed by adding together m�� distributions representing true diphoton (��) events,
single photon+jet (�j), and dijet (jj) events. The shape of the �j distribution is modeled
using the data sidebands where exactly one photon fails the identification and/or isolation
criteria. The shape of the jj distribution is modeled using the data sidebands where both
photons fail the identification and/or isolation criteria. The relative fraction of ��, �j, and
jj is calculated by a template fit of these three distributions to the TI data sidebands.

In the V H categories, background templates are constructed from V + �� Monte Carlo
generated with Sherpa following the setup used for the diphoton background sample de-
scribed in Section 5.2.3. The Monte Carlo templates are normalized so that the number of
sideband events is equal to that in the tight/isolated data. Statistics in the Monte Carlo
sample are low in some V H categories, resulting in large spurious signal.

The functional form of the continuum background and the spurious signal are listed in
Table F.3 for the ggF, VBF, and V H categories. The background functional form and
spurious signal for the tt̄H categories at 79.8 fb�1 are included in Appendix E. The �2

/ndof
indicates the performance of a background only fit to the template in the m�� range 105-160
GeV, but is in general not a part of the spurious signal criteria.



APPENDIX F. HIGGS COUPLINGS IN THE DIPHOTON DECAY CHANNEL 239

Category µCB [GeV] �CB [GeV] ↵low ↵high nlow nhigh

ggH 0J cen 125.22 1.60 1.6 1.9 808.4 4.1
ggH 0J fwd 125.17 2.00 1.5 1.7 865.2 5.9
ggH 1J low 125.22 1.81 1.5 1.7 687.7 5.5
ggH 1J med 125.19 1.72 1.4 1.7 371.7 5.1
ggH 1J high 215.19 1.54 1.4 1.7 45.0 5.5
ggH 1J BSM 125.15 1.30 1.5 1.6 17.5 5.5
ggH 2J low 125.28 1.84 1.4 1.7 426.4 5.0
ggH 2J med 125.23 1.73 1.5 1.7 34.8 5.0
ggH 2J high 125.18 1.55 1.5 1.8 30.7 4.9
ggH 2J BSM 125.17 1.37 1.5 1.7 20.7 5.8
VBF low p

Hjj

T
, loose 125.19 1.74 1.5 1.7 35.2 4.8

VBF low p
Hjj

T
, tight 125.17 1.54 1.5 1.6 33.7 6.4

VBF high p
Hjj

T
, loose 125.26 1.72 1.4 1.7 26.3 4.7

VBF high p
Hjj

T
, tight 125.24 1.57 1.5 1.7 26.2 5.4

VH had loose 125.20 1.64 1.5 1.7 25.1 4.8
VH had tight 125.19 1.46 1.5 1.7 22.3 5.2
qqH BSM 125.15 1.33 1.5 1.6 17.6 5.9
VH MET low 125.19 1.70 1.5 1.5 6.1 5.4
VH MET high 125.19 1.48 1.6 1.7 11.0 6.1
VH lep low 125.19 1.75 1.5 1.7 23.1 4.7
VH lep high 125.14 1.38 1.4 1.6 13.8 5.0
VH dilep 125.20 1.59 1.8 1.7 6.0 4.2

Table F.2: Best fit parameter values for the signal m�� shape in each H ! �� category,
excluding the tt̄H categories (which are shown in Table E.1.)
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Category Function Nsp �
2
/ndof Prob(�2) [%]

ggH 0J cen ExpPoly2 �48.3 1.12 25.1
ggH 0J fwd ExpPoly2 �228 1.1 29.6
ggH 1J low ExpPoly2 +45.9 1.18 17.5
ggH 1J med ExpPoly2 +40.7 1.59 0.445
ggH 1J high PowerLaw �9.79 1.03 41.6
ggH 1J BSM Exponential �2.63 1.23 12.1
ggH 2J low ExpPoly2 �38.1 0.957 56.3
ggH 2J med ExpPoly2 +21.7 1 47.1
ggH 2J high PowerLaw +7.43 1.28 8.27
ggH 2J BSM Exponential +0.426 1.11 26.8
VBF low p

Hjj

T
, loose PowerLaw +10.3 1.05 38.2

VBF low p
Hjj

T
, tight Exponential +5.16 0.922 63.7

VBF high p
Hjj

T
, loose PowerLaw �12.2 0.895 69

VBF high p
Hjj

T
, tight PowerLaw �17.4 1.37 3.75

VH had loose PowerLaw +6.45 1 47.3
VH had tight Exponential �1.81 1.07 33.1
qqH BSM Exponential �11.7 1.02 43.8
VH MET low Exponential +2.45 2.61 0.001
VH MET high PowerLaw +1.94 0.989 47.9
VH lep low Exponential �4.67 1 46.4
VH lep high Exponential �0.598 1.56 3.52
VH dilep PowerLaw +0.608 1.51 4.53

Table F.3: Results of the spurious signal test for the H ! �� categories at 79.8 fb�1,
excluding the tt̄H categories (which are shown in Table E.2). The �2

/ndof indicates the
performance of a background only fit to the template in the m�� range 105-160 GeV, but is
in general not a part of the spurious signal criteria.
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F.3 Systematic uncertainties

The experimental uncertainties included in the H ! �� couplings measurement are those
summarized in Section 6.4.2.

For each Higgs signal process, QCD scale variations and PDF uncertainties (31 eigenvec-
tor scheme) are evaluated separately in each category. The heavy flavor uncertainty in the
tt̄H categories is retained, and UEPS uncertainties are evaluated on each Higgs production
mode.

For the measurement of the ggF cross section, the UEPS uncertainty on ggF and the
spurious signal in the 0-jet ggF categories dominate the systematic uncertainty, along with
the photon identification e�ciency. For the VBF cross section, the UEPS uncertainty on
VBF and the experimental jet uncertainties are the dominant systematics. The dominant
uncertainties for the measurement of the V H cross section are the spurious signal in the
leptonic V H categories.

For the measurement of the tt̄H + tH cross section, the UEPS uncertainty on tt̄H and
the heavy flavor uncertainties on ggF and V H are dominant. Pulls on the photon energy
scale and resolution are not as strong as seen in the observed data shown in Appendix E.
This is due to the constraining power of the higher statistics categories dedicated to other
production modes.

F.4 Results (79.8 fb�1)

The inclusive cross section is extracted from the fit with a single POI µ. For the inclusive
fit, the number of Higgs boson signal events can be expressed as

N
c

S
= µ ⇥

X

p

"
N

SM,c

p
(1 + �L✓L)

Y

i

(1 + �
i,c

✏,p
✓

i

✏
)
Y

j

(1 + �
j,c

T,p
✓

j

T
)

#
(F.1)

where the systematic uncertainty magnitudes � and nuisance parameters ✓ have the same
definitions given in Chapter 6.

The measured inclusive signal strength is

µ = 1.06 +0.13

�0.12
= 1.06 ± 0.08 (stat) +0.10

�0.09
(syst) (F.2)

This is in good agreement with the SM prediction of 1.00+0.13

�0.12
. The likelihood scan for the

inclusive cross section is shown in Figure F.4.
Figure F.5 shows the weighted diphoton invariant mass spectrum summed over all 29

H ! �� analysis categories. In order to visually enhance the contribution of the categories
targeting each production mode, the data and fit in each category are weighted by ln(1+S/B)
where S (B) is the expected signal (background) in the smallest m�� window containing 90%
of the Higgs signal. The signal here is taken to be all Higgs boson events, and the calculation
of error bars in Figure F.5 follows the prescription outlined in Section 6.5.
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Figure F.4: Likelihood scan of the inclusive Higgs signal strength measured in H ! �� with
79.8 fb�1.
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Figure F.5: Weighted diphoton invariant mass spectrum of data from all 29 H ! �� analysis
categories with 79.8 fb�1. Each data event is weighted by ln(1 + Sc/Bc), where c is the
category containing the event, and Sc and Bc are the fitted Higgs signal and continuum
background in category c, respectively.
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F.4.1 Higgs cross section by production mode

The cross sections of individual Higgs boson production modes (p = ggF+bb̄H, VBF,
V H, tt̄H + tH) are fitted simultaneously with POIs µp corresponding to each process:

N
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✓

j

T
)

#
(F.3)

where the systematic uncertainty magnitudes � and nuisance parameters ✓ have the same
definitions given in Chapter 6.

Figure F.6 shows the weighted diphoton invariant mass spectrum summed over all 29
H ! �� analysis categories. In order to visually enhance the contribution of the categories
targeting each production mode, the data and fit in each category are weighted by ln(1+S/B)
where S (B) is the expected signal (background) in the smallest m�� window containing 90%
of the Higgs signal. In each panel of this figure, a di↵erent production mode is treated as
signal in the calculation of the category weight. The calculation of error bars in Figure F.6
follows the prescription outlined in Section 6.5.

The measured cross section time H ! �� branching fraction for each production mode
is:

�ggF ⇥ B�� = 98.28 +14.71

�14.08
fb = 98.28 ± 11.18 (stat) +9.15

�8.13
(syst) fb (F.4)

�V BF ⇥ B�� = 11.15 +3.38

�2.92
fb = 11.15 +2.56

�2.40
(stat) +2.24

�1.60
(syst) fb (F.5)

�V H ⇥ B�� = 4.84 +2.66

�2.47
fb = 4.84 +2.40

�2.26
(stat) +1.13

�1.00
(syst) fb (F.6)

�tt̄H+tH ⇥ B�� = 1.50 +0.56

�0.48
fb = 1.50 +0.49

�0.44
(stat) +0.27

�0.19
(syst) fb (F.7)

The uncertainty on these measurements is dominated by statistical error at 79.8 fb�1, though
the statistical and systematic errors are similar in magnitude for the gluon fusion cross
section.

The measured production mode cross sections are shown in Figure F.7, normalized to
the SM prediction. The red line represents the Standard Model prediction, with theory error
included in the gray uncertainty band. Measurements are shown as black points, with the
inclusive uncertainty shown as black error bars. The uncertainty is also shown in separate
statistical (yellow) and systematic (blue) components. The likelihood scan for each cross
section measurement is shown in Figure F.8. No significant deviation from the Standard
Model is observed.

The measured correlations between the production mode cross sections are displayed in
Figure F.9. The correlations are overall small, with the correlation between the ggF and
VBF modes being the largest.

The expected and observed significance of each production mode is reported in Table
F.4.

In addition to direct measurements of the production mode cross sections, ratios of the
production mode cross sections to the ggF cross section are calculated. This allows for
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(b) S = VBF
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(c) S = V H
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(d) S = tt̄H + tH

Figure F.6: Weighted diphoton invariant mass spectrum of data from all 29 H ! �� analysis
categories with 79.8 fb�1, with di↵erent Higgs boson processes treated as signal. Each
data event is weighted by ln(1 + Sc/Bc), where c is the category containing the event. In
subfigures (a), (b), (c), and (d), Sc corresponds to the fitted ggF, VBF, V H, and tt̄H + tH

signal, respectively. The background Bc in each case is corresponds to the fitted continuum
background plus the fitted Higgs background from non-signal processes.
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Figure F.7: Measured cross section by production mode in the H ! �� channel with 79.8
fb�1, normalized to the Standard Model prediction. The red line represents the Standard
Model prediction, with theory error included in the gray uncertainty band. Measurements
are shown as black points, with the inclusive uncertainty shown as black error bars. The
uncertainty is also shown in separate statistical (yellow) and systematic (blue) components.
No significant deviation from the Standard Model prediction is observed.
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Figure F.8: Likelihood scan of Higgs production cross sections in the H ! �� channel with
79.8 fb�1. The ggF, VBF, V H, and tt̄H + tH production modes are shown in black, blue,
cyan, and red respectively. The statistical only errors are indicated by dashed lines. No
significant deviation from the Standard Model is observed.
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Figure F.9: Measured correlations between production mode cross sections in the H ! ��

channel with 79.8 fb�1.

Production mode Expected significance Observed significance
ggF 7.9� 7.6�
VBF 3.6� 4.7�
V H 1.9� 2.0�

tt̄H + tH 3.6� 3.8�

Table F.4: Expected and observed significance of each Higgs production mode in the H ! ��

channel with 79.8 fb�1.

the cancellation of some common systematic uncertainties. The measured cross section
ratios are shown in Figure F.10, normalized to the SM expectation. The red line represents
the Standard Model prediction, with theory error included in the gray uncertainty band.
Measurements are shown as black points, with the inclusive uncertainty shown as black
error bars. The uncertainty is also shown in separate statistical (yellow) and systematic
(blue) components. The likelihood scan for each cross section ratio is shown in Figure F.11.
No significant deviation from the Standard Model is observed.



APPENDIX F. HIGGS COUPLINGS IN THE DIPHOTON DECAY CHANNEL 247
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Figure F.10: Measured ratio of production cross section to ggF in the H ! �� channel with
79.8 fb�1. The ratio is normalized to the Standard Model prediction. The red line represents
the Standard Model prediction, with theory error included in the gray uncertainty band.
Measurements are shown as black points, with the inclusive uncertainty shown as black
error bars. The uncertainty is also shown in separate statistical (yellow) and systematic
(blue) components. No significant deviation from the Standard Model is observed.
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Figure F.11: Likelihood scan of Higgs production cross section ratio to ggF in the H ! ��

channel with 79.8 fb�1. The ratios of VBF, V H, and tt̄H + tH to ggF are shown in blue,
cyan, and red respectively. The statistical only errors are indicated by dashed lines. No
significant deviation from the Standard Model is observed.
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F.4.2 Measurement of STXS

For the measurement of STXS rates, a POI µb is associated with each STXS bin b.
The exception is the ggF and VBF BSM bins, where the sum is fitted with POI µBSM

and the di↵erence is profiled. All categories are fit simultaneously. The measured STXS
rates are shown in Figure F.12, normalized to the SM expectation. The red line represents
the Standard Model prediction, with theory error included in the gray uncertainty band.
Measurements are shown as black points, with the inclusive uncertainty shown as black
error bars. The uncertainty is also shown in separate statistical (yellow) and systematic
(blue) components. No significant deviation from the Standard Model is observed.
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Figure F.12: Measured Simplified Template Cross Sections in the H ! �� channel with 79.8
fb�1, normalized to the Standard Model prediction. The red line represents the Standard
Model prediction, with theory error included in the gray uncertainty band. Measurements
are shown as black points, with the inclusive uncertainty shown as black error bars. The
uncertainty is also shown in separate statistical (yellow) and systematic (blue) components.
No significant deviation from the Standard Model prediction is observed.

The measured correlations between the STXS measurements are displayed in Figure F.9.
The correlations are overall small, with the correlation between ggF bins of di↵erent jet
multiplicity being the largest.
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Figure F.13: Measured correlations between STXS bins in the H ! �� channel with 79.8
fb�1.
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Appendix G

Multiclassification of tt̄H, tH, and
background

Higgs boson production in association with a single top quark (tH) is predicted by the
Standard Model, but with much lower cross section than tt̄H due to destructive interference
between Higgs-top and Higgs-W diagrams. Many models of BSM physics, including those
discussed in Section 2.4.1, predict a large enhancement of tH cross sections: any observation
of this process during LHC Run 2 would be a clear sign of new physics. However, the analysis
of H ! �� couplings described in Appendix F includes no categories designed specifically
to target tH production.

This Appendix presents a study of multiclass BDT performance for separation of tt̄H, tH,
and continuum background. This can be viewed an extension of the binary tt̄H(��) strategy
presented in Chapter 9, with the addition of a third class dedicated to tH. The goal of this
multiclass approach is to enhance sensitivity to tH without sacrificing tt̄H significance.

G.1 Multiclass BDT training

Separate multiclass BDTs are trained in the hadronic and leptonic channels using XG-
Boost [140]. Each multiclass BDT is trained to separate the following three samples:

• Class 0: not tight/isolated (NTI) data, the control sample representing the continuum
background

• Class 1: MG5 aMC@NLO+Pythia8 tHjb(��) Monte Carlo

• Class 2: Powheg+Pythia8 tt̄H(��) Monte Carlo

Only 50% of each sample is used for training, with 25% of each sample reserved for validation
(including hyper-parameter optimization) and 25% reserved for testing.

No tWH Monte Carlo included in the training. The separation between tt̄H and tH is
found to be worse when the tH training sample includes tHjb+ tWH than when it includes
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tHjb alone. This is due to the low cross section of tWH (even compared to tHjb) and the
kinematic similarities between tWH and tt̄H.

The same set of training variables are used for the hadronic and leptonic multiclass BDTs.
These variables are:

• pT and ⌘ of the diphoton system (Higgs candidate)

• pT , ⌘, � (with respect to the Higgs candidate), and Top Reco BDT score of the recon-
structed top candidate and the second top candidate (see Chapter 8). In the case where
no second top is reconstructed (either partially or fully), a missing value is passed to
XGBoost for Top 2 Reco BDT score.

• Angles �⌘ and �� between the top candidates. In the case where no second top is
reconstructed (either partially or fully), a missing value is passed to XGBoost.

• Two-object invariant masses mt1H , and mt1t2 . In the case where no second top is
reconstructed (either partially or fully), a missing value is passed to XGBoost.

• HT =
P

jet j
p

j

T

• Jet multiplicity and b-jet multiplicity (77% working point)

• Missing ET significance (Equation 4.7)

Additional training variables were tested, but found to yield similar or worse performance.
The alternative variable sets tested were:

• The above variables plus the momenta of up to 4 (2) jets

• Instead of the above variables, use only the momenta of photons, 0 (up to 2) leptons,
and up to 6 (4) jets in the hadronic (leptonic) channel

Multiple possibilities were investigated for the relative normalization of the training sam-
ples. Normalizing each sample (tt̄H, tH, and NTI data) to the predicted SM yield resulted
in poor separation: the overwhelming majority of events were predicted to belong to the
Class with highest cross section (Class 0, continuum background). Instead, each sample
is normalized to equal yield. An additional test was performed where the relative normal-
izations of the Classes are optimized as hyper-parameters: the performance is found to be
similar to the case where the Classes are normalized to equal yield.

G.1.1 Hadronic channel

Following the preselection in Chapter 9, hadronic channel events must contain zero lep-
tons (e or µ) and at least three jets, one or more of which is b-tagged. Figures G.1 -G.6
compare the distribution of each training variable in tt̄H, tHjb, and tWH Monte Carlo, as
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Figure G.1: Hadronic multiclass BDT training variables: p
��

T
and ⌘

��. The open squares
show TI data in the sideband region.

well as in NTI data. The TI data sidebands are overlaid for comparison to the NTI data
control sample used as background in the training.

The BDT hyper-parameters are chosen to maximize the error evaluated on the validation
set. The error is defined as the ratio of the number of misclassified events to the total number
of events. Similar performance is obtained when the parameters are chosen to maximize the
multiclass log-loss.

G.1.2 Leptonic channel

Again following the preselection in Chapter 9, leptonic channel events must contain at
least one lepton (e or µ) and at least one b-jet. Figures G.7 -G.12 compare the distribution
of each training variable in tt̄H, tHjb, and tWH Monte Carlo, as well as in NTI data. The
TI data sidebands are not overlaid due to low statistics in the leptonic channel.

The BDT hyper-parameters are chosen to maximize the error evaluated on the validation
set. The error is defined as the ratio of the number of misclassified events to the total number
of events. Similar performance is obtained when the parameters are chosen to maximize the
multiclass log-loss.
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Figure G.2: Hadronic multiclass BDT ttraining variables: pT , ⌘, � with respect to the Higgs
candidate, and Top Reco BDT score of the first reconstructed top quark. The open squares
show TI data in the sideband region.
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Figure G.3: Hadronic multiclass BDT training variables: pT , ⌘, � with respect to the Higgs
candidate, and Top Reco BDT score of the second reconstructed top quark. The underflow
bins in pT , ⌘, and � represent events where no second top is reconstructed (either partially
or fully). The underflow bin in Top 2 Reco BDT score represents events where a second to
cannot be fully reconstructed. The open squares show TI data in the sideband region.
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Figure G.4: Hadronic multiclass BDT training variables: �⌘(t1, t2) and ��(t1, t2). The
underflow bins represent events where no second top is reconstructed (either partially or
fully). The open squares show TI data in the sideband region.

Figure G.5: Hadronic multiclass BDT training variables: mt1H and mt1t2 . The underflow
bin in mt1t2 represent events where no second top is reconstructed (either partially or fully).
The open squares show TI data in the sideband region.
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Figure G.6: Hadronic multiclass BDT training variables: jet multiplicity, b-jet multiplicity,
HT , and missing ET significance. The open squares show TI data in the sideband region.
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Figure G.7: Leptonic multiclass BDT training variables: p
��

T
and ⌘��.
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Figure G.8: Leptonic multiclass BDT training variables: pT , ⌘, � with respect to the Higgs
candidate, and Top Reco BDT score of the first reconstructed top quark. The underflow bin
corresponds to events containing � 2 leptons, where no top is reconstructed.
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Figure G.9: Leptonic multiclass BDT training variables: pT , ⌘, � with respect to the Higgs
candidate, and Top Reco BDT score of the second reconstructed top quark. The underflow
bins in pT , ⌘, and � represent events containing � 2 leptons or where no second top is recon-
structed (either partially or fully). The underflow bin in Top 2 Reco BDT score represents
events where the second top is not fully reconstructed.
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Figure G.10: Leptonic multiclass BDT training variables: �⌘(t1, t2) and ��(t1, t2). The un-
derflow bins represent events containing � 2 leptons or where no second top is reconstructed
(either partially or fully).

Figure G.11: Leptonic multiclass BDT training variables: mt1H and mt1t2 . The underflow
bin in mt1t2 represent events containing � 2 leptons or where no second top is reconstructed
(either partially or fully).
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Figure G.12: Leptonic multiclass BDT training variables: jet multiplicity, b-jet multiplicity,
HT , and missing ET significance.
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G.2 Performance

The output of the multiclass BDT is a vector (P0, P1, P2), where Pi is the probability
that the event belongs to Class i.

Figure G.13 shows the scores P0, P1, and P2 for the hadronic multiclass BDT for tt̄H

Monte Carlo, tHjb Monte Carlo, and NTI data. Each sample behaves as expected: for
sample j, Pj should peak near 1 (sample j should be very j-like) and Pk should peak near
0 for k 6= j (sample j should not be very k-like). The tWH Monte Carlo is similar in
shape to tt̄H Monte Carlo in all three scores, reflecting the similarity between tWH and tt̄H

kinematics. There is good agreement between NTI data and TI data sidebands.
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Figure G.13: Multiclass BDT output in the hadronic channel. tt̄H Monte Carlo is shown in
red, tHjb Monte Carlo in green, tWH Monte Carlo in cyan, and the data control regions in
black. Pi is the probability that the event belongs to Class i, where i = 0 corresponds to
background, i = 1 corresponds to tH, and i = 2 corresponds to tt̄H.

Figure G.14 shows the scores P0, P1, and P2 for the leptonic multiclass BDT for tt̄H

Monte Carlo, tHjb Monte Carlo, and NTI data. Each sample again behaves as expected,
and the tWH Monte Carlo is again similar in shape to tt̄H Monte Carlo in all three scores.
The TI data sideband distributions are not shown due to very low statistics in the leptonic
channel.

Each event is assigned to a class based on which probability is highest. If P0 > P1, P2,
then the event falls into Class 0; if P1 > P0, P2, then the event falls into Class 1; and if
P2 > P0, P1, then the event falls into Class 2. The e�ciency of these Classes is shown
in Figure G.15 for the hadronic and leptonic channels. As expected, the background (NTI
data) is concentrated in Class 0, tHjb Monte Carlo is concentrated in Class 1, and tt̄H

Monte Carlo is concentrated in Class 2. The TI sideband data is overlaid for comparison.
Though agreement between NTI data and the TI data sidebands is good in the hadronic
channel, the agreement in the leptonic channel is rather poor and the statistical errors are
large.
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Figure G.14: Multiclass BDT output in the leptonic channel. tt̄H Monte Carlo is shown in
red, tHjb Monte Carlo in green, tWH Monte Carlo in cyan, and the NTI data control region
in black. Pi is the probability that the event belongs to Class i, where i = 0 corresponds to
background, i = 1 corresponds to tH, and i = 2 corresponds to tt̄H.
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Figure G.15: E�ciency of each multiclass BDT Class on tt̄H, tH, and background samples
in the hadronic (left) and leptonic (right) channels.
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The e�ciency of the multiclass BDT Classes can be compared to the e�ciency of the
tt̄H(��) categories defined in Chapter 9 using binary BDTs. Figures G.16 and G.17 show
these comparisons for the hadronic and leptonic channel, respectively.
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Figure G.16: E�ciency of each hadronic multiclass BDT Class on tt̄H, tH, and background
samples (left), compared to the e�ciency in the hadronic tt̄H(��) binary BDT categories
(right).
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Figure G.17: E�ciency of each leptonic multiclass BDT Class on tt̄H, tH, and background
samples (left), compared to the e�ciency in the leptonic tt̄H(��) binary BDT categories
(right).
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G.2.1 Sensitivity estimate at 139 fb�1

To evaluate the tt̄H significance Ztt̄H using the multiclass BDT strategy, fourteen cate-
gories are considered:

• Class 2 is divided into four (three) categories based on the hadronic (leptonic) binary
tt̄H(��) BDT score

• Class 1 is divided into four (three) categories based on the hadronic (leptonic) binary
tt̄H(��) BDT score

Because the binary BDT has not been optimized independently in Class 1 and Class 2, the
sensitivity calculated this way is not optimal, but gives an estimate of the performance.

To evaluate the tH significance ZtH using the multiclass BDT strategy, eighteen categories
are considered:

• The same fourteen categories used to calculate Ztt̄H

• Hadronic (leptonic) events in Class 2 that are rejected by the hadronic (leptonic) binary
tt̄H(��) BDT

• Hadronic (leptonic) events in Class 1 that are rejected by the hadronic (leptonic) binary
tt̄H(��) BDT

Most tH events are rejected by the binary BDTs (as shown in Figures G.16-G.17) and
therefore fall into these additional four categories. Again, the sensitivity calculated this way
is not optimal, but gives an estimate of the performance.

The single-category significances are evaluated according to Equation 9.3, with S = tt̄H

for Ztt̄H and S = tHjb + tWH for ZtH . Table G.1 (G.2) shows the tt̄H and tH significances
where the continuum background is estimated from the NTI data (TI data sidebands). The
hadronic, leptonic, and total significances are obtained by adding the relevant single-category
significances in quadrature.

Significance Multiclass Binary % di↵erence
Ztt̄H had 3.66 3.58 2.1
ZtH had 0.190 0.168 11.5
Ztt̄H lep 3.26 3.42 -4.9
ZtH lep 0.242 0.184 24.0

Ztt̄H total 4.91 4.95 -0.8
ZtH total 0.308 0.249 19.2

Table G.1: Sensitivity to tt̄H and tH obtained from the multiclass BDT categories and the
binary tt̄H categories at 139 fb�1, where the continuum background yield estimated from
scaled NTI data.
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Significance Multiclass Binary % di↵erence
Ztt̄H had 3.84 3.12 18.8
ZtH had 0.160 0.161 -0.6
Ztt̄H lep 3.68 3.43 6.8
ZtH lep 0.214 0.186 13.1

Ztt̄H total 5.32 4.64 12.8
ZtH total 0.268 0.246 8.2

Table G.2: Sensitivity to tt̄H and tH obtained from the multiclass BDT categories and
the binary tt̄H categories at 139 fb�1, where the continuum background yield estimated by
scaling the TI data sidebands.

The sensitivity estimate depends somewhat on the choice of control sample used to es-
timate the continuum background, as seen in previous Chapters. This is particularly true
in the leptonic channel. However, in both background estimation schemes the multiclass
BDT approach achieves similar tt̄H sensitivity to the binary BDT categories, and O(10%)
higher tH significance. Optimization of the categories defined within each Class (e.g. using
dedicated binary BDTs) promises to bring additional sensitivity.
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[110] M. Bähr et al. “Herwig++ physics and manual”. In: Eur. Phys. J. C 58 (2008),
p. 639. doi: 10.1140/epjc/s10052-008-0798-9. arXiv: 0803.0883 [hep-ph].

[111] Johannes Bellm et al. “Herwig 7.0/Herwig++ 3.0 release note”. In: Eur. Phys. J. C
76.4 (2016), p. 196. doi: 10.1140/epjc/s10052-016-4018-8. arXiv: 1512.01178
[hep-ph].



BIBLIOGRAPHY 276

[112] Paolo Nason. “A New method for combining NLO QCD with shower Monte Carlo
algorithms”. In: JHEP 11 (2004), p. 040. doi: 10.1088/1126-6708/2004/11/040.
arXiv: hep-ph/0409146.

[113] Stefano Frixione, Paolo Nason, and Carlo Oleari. “Matching NLO QCD computations
with Parton Shower simulations: the POWHEG method”. In: JHEP 11 (2007), p. 070.
doi: 10.1088/1126-6708/2007/11/070. arXiv: 0709.2092 [hep-ph].

[114] Simone Alioli et al. “A general framework for implementing NLO calculations in
shower Monte Carlo programs: the POWHEG BOX”. In: JHEP 06 (2010), p. 043.
doi: 10.1007/JHEP06(2010)043. arXiv: 1002.2581 [hep-ph].

[115] T. Gleisberg et al. “Event generation with SHERPA 1.1”. In: JHEP 02 (2009), p. 007.
doi: 10.1088/1126-6708/2009/02/007. arXiv: 0811.4622 [hep-ph].
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