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ABSTRACT OF THE DISSERTATION

Multimodal Conversation Modeling

via Neural Perception, Structure Learning, and Communication

by

Zilong Zheng
Doctor of Philosophy in Computer Science
University of California, Los Angeles, 2021
Professor Song-Chun Zhu, Chair

Multimodal conversation modeling is an important and challenging problem when build-
ing conversational agents. Pioneer works mostly focus on end-to-end multimodal fusion
techniques, which require large volumes of pairwise data and lacks interpretability. This
dissertation aims at closing the loop of vision and language multimodal modeling from the
perspectives of neural perception, structure learning, and communication. Specifically, it

makes four major contributions:

1. We explicitly model the joint distribution of vision and language as a Gibbs distribution.
Then, we propose an “analysis by synthesis” cooperative training schema that uses the
learned joint distribution to sample from one modality to another, e.g. category to image,
attribute to image, etc. Further, we argue that such a training paradigm can be explained
in the cognitive theory, where the conditional generator is a fast-thinking initializer that
provides a rough output and the sampling process is a slow-thinking solver that refines
the output with detailed multimodal information.

2. We propose to view the multimodal dialogue as a graph, where each node is a round of dia-
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logue and the edges represent the semantic dependencies among dialogue turns. Moreover,
we propose an Expectation-Maximization (EM)-based algorithm that can both predict
partially observed nodes and infer graph structures. We show that such an unsupervised
structure learning paradigm can provide post-hoc interpretability to various multimodal
dialogue tasks.

. We present a crucial but barely discussed challenge — implicature and pragmatics — in
the field of conversational reasoning. We show that human communicate based on their
intents and beliefs, where implicatures commonly come along. Considering the missing
gap in the current natural language community, we propose a dataset generation protocol
based on Spatial-Temporal And-Or-Graphs (ST-AOGs). We show that most of the state-
of-the-art language models result in a large performance gap compared with humans.

. We present a human-robot collaboration task — bomb defusing game, that requires expla-
nation to help human understand machine’s behavior. We argue that such explanations
should be generated according to the user’s mental preferences, i.e. utilities. Therefore,
we propose an explanation generation algorithm based on Hidden Markov Model (HMM),
which considers the user’s mental utilities as a hidden variable that changes based on ob-
servations. We show that, compared with rule-based conversational system, our generated

explanations are more natural and are helpful in gaining human trust.
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CHAPTER 1

Introduction

In the real world, information is presented in different forms, e.g. vision, sound, text, etc.
These modalities are associated with each other, i.e. images with captions and tags, videos
with visual and audio signals. Conversational systems, such as intelligent assistants and chat
companion systems, often come with multiple sensory perceptions simultaneously. Therefore,
it is important to research how to use information from different modalities effectively and

meaningfully.

This dissertation focuses on multimodal conversation modeling, aiming at combining
modalities with different statistical distribution into a joint representation in daily dialogues.
Such modeling is nevertheless challenging due to the different statistical properties of differ-
ent modalities. For example, visual inputs are continuous and differentiable, while languages
are discrete and symbolic, and commonly require external commonsense knowledge. Most
previous works on multimodal learning focus on data-driven approaches, which fuses infor-
mation from different modalities in the hidden layer and evaluate throughout a downstream
task, e.g. visual question answering (VQA), visual referring expression (VRE). We believe
that such an end-to-end training paradigm is not the ultimate solution because (i) such
paradigm requires large volumes of manually labeled pairwise data and is time consuming;
(ii) the learned model commonly lacks interpretability and doesn’t have explicit semantic
meanings; (iii) the model is not robust as the failure of alignment can only be solved by
adding additional training data; (iv) the model is task-dependent and cannot be applied to

similar tasks.



In this dissertation, we propose to model multimodal conversation from three different
perspectives: neural perception, structure learning, and communication. We aim at closing
the loop in terms of multimodal representation: deep neural networks (DNN) — graph

structures — symbolic communication.

In Chapter [2| we consider the multimodal modeling from the neural perception perspec-
tive, where we propose a joint modeling method that explicitly models the joint distribution
of vision and language as a Gibbs distribution. Then, we propose an “analysis by synthe-
sis” cooperative training schema that uses the learned joint distribution to sample from one

modality to another, e.g. category to image, attribute to image, etc.

In Chapter we consider the multimodal conversation modeling from the structure
learning perspective, where we view the multimodal dialogue as a graph. In this graph,
each node is a round of dialogue and the edges represent the semantic dependencies among
dialogue turns. We show that such an unsupervised structure learning paradigm can provide

post-hoc interpretability to various multimodal dialogue tasks.

In Chapters [4 and 5], we consider the problem of conversation from the cognitive commu-
nication perspective, i.e. communication with Theory of Mind (ToM). We argue that human
speaks based on their intents and beliefs rather than the semantics. We further demonstrate
that generating dialogues (e.g. explanations) considering human’s mental state, i.e. utility,

can improve the communication efficiency and human’s trust.

This dissertation is intended to inspire more future work on building explainable models
in the field of multimodal conversation modeling, while providing sufficient transparency,
interpretability, and systematic generalization. Together with the recent boost on common-
sense reasoning in both CV and NLP, we hope to shed some light on building a future

intelligent conversational system.



Part I

Multimodal Neural Perception



CHAPTER 2

Multimodal Representation Learning with Deep

Generative ConvNets

2.1 Introduction

When we learn to solve a problem, we can learn to directly map the problem to the solution.
This amounts to fast thinking, which underlies reflexive or impulsive behavior, or muscle
memory, and it can happen when one is emotional or under time constraint. We may also
learn an objective function or value function that assigns values to candidate solutions,
and we optimize the objective function by an iterative algorithm to find the most valuable
solution. This amounts to slow thinking, which underlies planning, searching or optimal

control, and it can happen when one is calm or has time to think through.

In this chapter, we study the supervised learning of the conditional distribution of a high-
dimensional output given an input, where the output and input may belong to two different
domains. For instance, the output may be an image, while the input may be a class label, a
descriptive text, or an image from another domain. The input defines the problem, and the
output is the solution. We also refer to the input as the source or condition, and the output

as the target.

We solve this problem by learning two models, an initializer and a solver, cooperatively.
The initializer generates the output directly by a non-linear transformation of the input as
well as a noise vector, where the noise vector is to account for variability or uncertainty in the

output. This amounts to fast thinking because the conditional generation is accomplished



by direct mapping. The solver learns an objective function in the form of a conditional
energy function, so that the output can be generated by optimizing the objective function,
or more rigorously by sampling from the conditional energy-based model (EBM), where the
sampling is to account for variability and uncertainty. This amounts to slow thinking because
the sampling is accomplished by an iterative algorithm Markov Chain Monte Carlo (MCMC)
[Liu08, BZ20], such as Langevin Dynamics [Neall]. We propose to learn the two models
jointly, where the initializer serves to initialize the sampling process of the solver, and the
solver refines the initial solution by an iterative sampling process. The solver learns from
the difference between the refined solution and the observed solution, while the initializer

learns from the difference between the initial solution and the refined solution.

O model

o)) I ]
c Initialize ! O
- I
§ [€— initial solution !
£ A e === :
I I synthesis
c [ 1
5 - |
3 o ——> learning
p
@ y|® @ : ----- > sampling
[ Y .1 o
refined solution —> =
D i A ® ) input
e
<
‘observed solution —— §

Figure 2.1: Diagram of fast thinking and slow thinking conditional learning.

Fig. [2.1] conveys the basic idea of cooperative learning, which iterates over two steps, a
solving step and a learning step. The solving step consists of two stages: 1) Initialize: the
initializer generates the initial solution according to the given condition by direct mapping,
such as ancestral sampling; 2) Solve: the solver refines the initial solution according to the
same condition by an iterative algorithm, such as Langevin sampling, which minimizes the

objective function. The learning step also consists of two parts: 1) Learn-mapping: the
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initializer updates its mapping by learning from how the solver refines its initial solution, for
the purpose of providing better initial solution for the solver in the next iteration; 2) Learn-
objective: the solver updates its objective function by shifting its high value region from the
refined solution to the observed solution, for the sake of matching the refined solution to the

observed one in terms of value in the next iteration.

| Generate latent vectori | objective function |

_______________ Learn mapping Solve z Learn objective
shift mapping to find mode // shift mode toward

-
- -~ @ @
i ® -
[ A"

I : I refined solution | i s
| initial solution -~ @ s M i i refined solution |
(R 1 L B B e

(b) Learn-objective by objective shift.

(a) Learn-mapping by mapping shift.

Figure 2.2: Learning step of cooperative training.

Fig. illustrates Learn-mapping step. In the Initialization step, the initializer gen-
erates the latent noise vector, which, together with the input condition, is mapped to the
initial solution. In the Learn-mapping step, the initializer updates its parameters so that it
maps the input condition and the latent vector to the refined solution, in order to absorb
the refinement made by the solver. Because the latent vector is known, it does not need to
be inferred and the learning is easy. In other words, keeping the same mapping source, the

initializer shifts its mapping target from the initial solution toward the refined solution.

Fig. illustrates Learn-objective step. In the Solve step, the solver finds the refined
solution at high value region around a mode of the objective function. In the Learn-objective
step, the solver updates its parameters so that the objective function shifts its high value
region around the mode toward the observed solution, so that in the next iteration, the

refined solution will get closer to the observed solution.



The solver shifts its mode toward the observed solution, while inducing the initializer
maps the input condition and the latent vector to its mode. Learning an initializer is like
mimicking “how”, while learning a solver is like trying to understand “why” in terms of goal

or value underlying the action.

Why slow thinking solver? The reason we need a solver in addition to an initializer
is that it is often easier to learn the objective function than learning to generate the solution
directly, since it is always easier to demand or desire something than to actually produce
something directly. Because of its relative simplicity, the learned objective function can be
more generalizable than the learned initializer. For instance, in an unfamiliar situation, we

tend to be tentative, relying on slow thinking planning rather than fast thinking habit.

Efficiency. Even though we use the wording “slow thinking”, it is only relative to
“fast thinking”. In fact, the slow thinking solver is usually fast enough, especially if it is
jumpstarted by fasting thinking initializer, and there is no problem scaling up our method

to big datasets. Therefore the time efficiency of the slow thinking method is not a concern.

Student-teacher v.s. actor-critic. We may consider the initializer as a student model,
and the solver as a teacher model. The teacher refines the initial solution of the student by
a refinement process, and distills the refinement process into the student. This is different
from the actor-critic relationship in (inverse) reinforcement learning [AN04, [ZMBO0S, [HE16]

because the critic does not refine the actor’s solution by a slow thinking process.

Cooperative learning v.s. adversarial learning. Our framework, belonging to co-
operative learning [XLG18a, XLGI8b], jointly learns a conditional EBM as the slow thinking
solver and a conditional generator as the fast thinking initializer. This is essentially different
from the conditional generative adversarial net (cGAN) [GPMI4, 1ZZ17, MO14], where a
conditional discriminator is simultaneously learned to help train the conditional generator.
Our framework simultaneously trains both models and keeps both of them after training,
while ¢cGAN discards its discriminator once the generator model is well trained. In other

words, our framework trains both the slow thinking solver (i.e., the EBM) and the fast think-

7



ing initializer (i.e., the generator), while cGAN only desires a fast thinking model (i.e., the
generator). Thus, the advantage of our method over ¢cGAN is that our method is equipped

with a refinement process guided by the learned EBM.

We apply our learning method to various conditional learning tasks, such as class-to-
image generation, image-to-image translation, image inpainting, etc. Our experiments show
that the proposed method is effective compared to other methods, such as those based on

GANs [GPMI14].

Amortized computation and temporal difference learning. The solver is an it-
erative computing process. The initializer is an amortization of this process. The learning
of the initializer can be considered temporal difference learning, where the finite steps of

refinements produce the temporal difference to be distilled into the initializer.

Learning from external and internal data. The learning of the conditional energy
function is from the training data, which we may call the external data. The learning of the
initializer can be considered as learning from the internal data produced by the computational

process of the solver.

Policy, value, and control. The initializer is similar to a policy network. The solver
is similar to an iterative optimal control or planning process based on a value network. The

conditional energy function is similar to a cost function.

Vector-valued initializer and scalar-valued conditional energy function. The
initializer learns a mapping from an input to a high-dimensional output. The solver learns a
scalar-valued conditional energy function. It is much easier to learn a scalar-valued function
than a high-dimensional vector-valued mapping, so that the iterative refinement process

guided by the learned energy function improves the initializer.

Contributions. This paper proposes a novel method for supervised learning of high-
dimensional conditional distributions by learning a fast thinking initializer and a slow think-

ing solver. We show the effectiveness of our method on conditional image generation and



recovery tasks. Perhaps more importantly,

e We propose a different method for conditional learning than GAN-based methods.
Unlike GANs, our method has a learned value function (i.e., the energy function in
the conditional EBM) to guide a slow thinking process to refine the solution of the
initializer (i.e., conditional generator). We demonstrate the benefit of such a refinement

on various image synthesis tasks.

e The proposed framework is generic and can be applied to a broad range of artificial
intelligence problems that can be modeled via a conditional learning framework, e.g.,
inverse optimal control, etc. The interaction between the fast thinking initializer and

the slow thinking solver can be of interest to cognitive science.

2.2 Related work

The following themes are closely related to our research. We will briefly review each of them

and connect them with our work.

Conditional Adversarial Learning Generative Adversarial Networks (GANs) [GPM14]
proposed by Goodfellow et al. have demonstrated promising results of image generation in
[RMC16], which belongs to unconditional learning, in which no supervision signals are used.
With the success of adversarial learning, the conditional version of GAN (i.e., conditional
GAN or ¢cGAN) [RAY16] has become a popular framework for supervised conditional learn-
ing, and it has been successfuly appplied to different scenarios that can be modeled in the
context of conditional learning. For example, [MO14, [DCFET5] use conditional GANs for im-
age synthesis based on class labels. [RAY16], [ZXTL17] study text-conditioned image synthesis.
Other examples include image-to-image translation [[ZZ17], semantic-image-to-photo trans-
lation [WLZ18a], super-resolution [LTH17], and video-to-video synthesis [WLZ18b, etc. Our

work studies similar problems. The major difference between the conditional GAN and our



method is that ours is based on a conditional energy function that serves as an objective
function and an iterative algorithm, which is the Langevin dynamics guided by this objective
function. This iterative process corresponds to slow thinking. Existing adversarial learning

methods do not involve this slow thinking refinement process.

Cooperative Learning Just as the conditional GAN is inspired by the original GAN
[GPM14], our learning method is inspired by the recent work of generative cooperative net-
works (CoopNets) [XLGI8al, XLGI8b], where the models are unconditioned. Specifically,
the CoopNets framework consists of an unconditional EBM and an unconditional latent
variable model, and jointly trains both models via MCMC teaching [XLG18al, where the
latent variable model learns to initialize the MCMC sampling of the EBM. While uncon-
ditioned generation is interesting, conditional generation and recovery is much more useful
in applications. It is also much more challenging because we need to incorporate the input
condition into both the initializer and the solver. Thus our method is a substantial general-
ization of the CoopNets [XLG18al, and our extensive experiments convincingly demonstrate
the usefulness of our method, which in the meantime provides a different methodology from
GAN-based methods. Our work is the first to study conditional cooperative learning, and

propose the fast thinking and slow thinking framework as a conditional version of CoopNets.

Multi-modal Generative Learning Learning joint probability distribution of signals of
different modalities enables us to recover or generate one modality based on other modali-
ties. For example, [XYHO05] learns a dual-wing harmoniums model for image and text data.
INKKT1] learns stacked multimodal auto-encoder on video and audio data. [SS12] learns a
multimodal deep Boltzmann machine for joint image and text modeling. Our work focuses
on the conditional distribution of one modality given another modality, and our method

involves the cooperation between two types of models.

Energy-based Generative ConvNets Our slow thinking solver is related to energy-
based generative ConvNets [XLZ16, [GLZ18, XZW17, XZW19, XZG18, NHZ19, NHH20],

which are EBMs with energy functions parameterized by deep neural nets, and trained by
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MCMC-based maximum likelihood learning. [XLZ16] is the first to learn EBMs parametrized
by modern ConvNets by maximum likelihood estimation via Langevin dynamics, and also
investigates ReLU [KSH12] with Gaussian reference in the proposed model that is called
generative ConvNet. [GLZ18] proposes a multi-grid sampling and learning method for train-
ing generative ConvNets. The spatial-temporal generative ConvNet proposed in [XZW17,
XZW19] further generalizes the generative ConvNet of images in [XLZ16] to modeling dy-
namic patterns, e.g., videos or image sequences, by parameterizing the energy function with
a bottom-up spatial-temporal ConvNet. [XZGI18| XZG20] develops a volumetric version of
the energy-based generative neural net, which is called generative VoxelNet, for 3D object
patterns. Recently, [NHZ19] investigates training the energy-based generative ConvNet with
a short-run MCMC. All models mentioned above are unconditioned EBMs, while our solver
is a conditioned EBM jointly trained with a conditional latent variable model serving as an

approximate conditional sampler.

Unsupervised Conditional Learning Some methods study unsupervised conditional
learning, where the inputs and outputs are unpaired in the training set. For example,
CycleGAN [ZPI17] jointly trains two GANs and enforces a cycle-consistency regularization
between them to learn a two-way translator between two image collections in the absence
of paired examples. AlignFlow [GCS20] adopts normalizing flow models [DKBI14] [DSB17]
to solve this problem. Recently, CycleCoopNets [XZF21] tackles the unpaired translation
problem based on the framework of cooperative learning. Our work belongs to supervised
conditional learning, where the correspondence between source domain and target domain

is given and used as supervision during training.

2.3 Cooperative conditional learning

Let Y be the D-dimensional output signal of the target domain, and C' be the input condition

of the source domain. Our goal is to learn the conditional distribution p(Y'|C) of the target
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signal (solution) Y given the source signal C' (problem) as the condition. We shall learn
p(Y|C) from the training dataset of the pairs {(Y;,C;),7 = 1,...,n} with the fast thinking

initializer and slow thinking solver.

2.3.1 Slow thinking solver

The solver is based an objective function or value function f(Y,C;#) defined on (Y,C).
f(Y,C;0) can be parametrized by a bottom-up convolutional network (ConvNet) where 6
collects all the weight and bias parameters. Serving as a negative energy function, f(Y, C;0)

defines a joint EBM [XLZ16]:

p(Y,C;0) =

7 P C0), 21)

where Z(0) = {exp [f(Y,C;0)] dYdC is the normalizing constant.

Fixing the source signal C, f(Y, C;6) defines the value of the solution Y for the problem
defined by C, and —f(Y,C;0) defines the conditional energy function. The conditional
probability is given by

o pY,C0)  p(Y,C;0)
p(Y1C:9) = p(C;0) — §p(Y,C;0)dY

exp [f(Y,C;0)], (2.2)

~ Z(C,0)
where Z(C,0) = Z(0)p(C;0). The learning of this model seeks to maximize the conditional

log-likelihood function

1 n
£0) =~ ;llogp(YiI% 0), (2.3)
whose gradient £'(6) is
Zn: ﬁf(y‘ Ci;0) — Epyic,o) if(Y C;;0) (2.4)
~ 69 (3] (2 D I ae 3 79 3

where E,y|c.9) denotes the expectation with respect to p(Y|C,6). The identity underlying
Eq. (24) is 51og Z(C,0) = Eyvic) [ 5 (Y. C;0)].
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The expectation in Eq. (2.4) is analytically intractable and can be approximated by
drawing samples from p(Y'|C,0) and computing the Monte Carlo average. This can be
solved by an iterative algorithm, which is a slow thinking process. One solver is the Langevin

dynamics for sampling Y ~ p(Y|C, ), which iterates the following step:
52 0
2 0Y

where 7 indexes the time steps of the Langevin dynamics, § is the step size, and U, ~

YT+1 Y + =

(V;,C30) + U, (2.5)

N(0,Ip) is Gaussian white noise, D is the dimensionality of Y. A Metropolis-Hastings
acceptance-rejection step can be added to correct for finite . The Langevin dynamics
is gradient descent on the energy function, plus noise for diffusion so that it samples the

distribution instead of being trapped in the local modes.

For each observed condition C;, we run the Langevin dynamics according to Eq. (2.5)) to
obtain the corresponding synthesized example Y; as a sample from p(Y|C;,8). The Monte

Carlo approximation to £'(0) is
T o0 [ n Z,Zl A n Z B ’

We can then update 0+ = ®) 1+, £/(9M).

Objective shift. The above gradient ascent algorithm is to increase the average value of
the observed solutions versus that of the refined solutions, i.e., on average, it shifts high value
region or mode of f(Y,C;; 0) from the generated solution Y; toward the observed solution Y;.

The convergence of such a stochastic gradient ascent algorithm has been studied by [You99].

2.3.2 Fast thinking initializer

The initializer is of the following form:
X ~N(0,1y), Y =g(X,C;a) +¢, e ~N(0,0%Ip), (2.7)

where X is the d-dimensional latent noise vector, and g(X,C;a) is a top-down ConvNet

parameterized by a. The ConvNet g maps the observed condition C' and the latent noise
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vector X to the signal Y directly. Given high-dimensional C' as the source signal, we can
model g by an encoder-decoder structure: we first encode C' into a latent vector Z, and
then we map (X, Z) to Y by a decoder. Then, we can generate Y from the conditional
generator model by a direct sampling, i.e., first sampling X from its prior distribution, and

then mapping (X, Z) into Y directly. We treat this as a fast thinking without iteration.

We can learn the initializer from the training pairs {(Y;, C;),i = 1,...,n} by maximizing
the conditional log-likelihood
L(a Zlogp Yi|Ci, a), (2.8)
=1
where p(Y|C, o) = {p(X)p(Y|C, X, @)dX. The learning algorithm iterates the following two
steps: (1) sample X; from p(X;|Y;, C;, a) by Langevin dynamics; (2) update o by gradient
descent on %Z?:l IY; — g(X;, Ci; ) |?. See Algorithm [1f for details.

2.3.3 Cooperative training of initializer and solver

The initializer and the solver can be trained jointly as follows.

1. The initializer supplies initial samples for the MCMC of the solver. For each observed
condition input C}, we first generate X~ N (0,1;), and then generate the initial solution
l?; = g(Xi, Ci; ) + €;. If the current initializer is close to the current solver, then the
generated {Yz,z = 1,...,n} should be a good initialization for the solver to sample from
p(Y|C;, 0), i.e., starting from the initial solutions {Yl,z = 1,...,n}, we run Langevin dy-
namics for [ steps to get the refined solutions {Y;,i = 1,...,n}. These {Y;} serve as the
synthesized examples from p(Y'|C;) and are used to update 6 in the same way as we learn

the solver model in Eq. (2.6) for objective shifting.

2. The initializer then learns from the MCMC. Specifically, the initializer treats {(Y;, C;),i =
1,...,n} produced by the MCMC as the training data. The key is that these {Y;} are

obtained by the Langevin dynamics initialized from the {}A/,,z = 1,...,n}, which are
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generated by the initializer with known latent noise vectors {Xl,l = 1,..,n}. Given
{(XZ, Y;,Cy),i = 1,...,n}, we can learn o by minimizing %Z?:l Y; —g(Xi, Ci; )|, which
is a nonlinear regression of Y; on ()AQ, C;) . This can be accomplished by gradient descent

~ A 0

Aao — (Y; — g(X;, C; a)%g(f(i, Ci; ). (2.9)

Mapping shift: Initially g(X,C;«) maps (Xi,Ci) to the initial solution Y;. After
updating «, ¢(X,C;«) maps (XZ-,Ci) to the refined solution Y;. Thus the updating of a
absorbs the MCMC transitions that change ffl to 171 In other words, we distill the MCMC

transitions of the refinement process into g(X, C; ).

Algorithm [I] presents a description of the conditional learning with two models. See
Figs.[2.1Jand [2.2]for illustrations. Both computations can be carried out by back-propagation,

and the whole algorithm is in the form of alternating back-propagation.

In Algorithm [I] the conditional EBM is the primary model for conditional synthesis or
recovery by MCMC sampling. The conditional generator model plays an assisting role to

initialize the MCMC sampling.

2.4 Theoretical underpinning

This section presents theoretical underpinnings of the model and the learning algorithms
presented in the previous section. Readers who are more interested in applications and

experiments can jump to the next section.

2.4.1 Kullback-Leibler divergence

The Kullback-Leibler divergence between two distributions p(z) and ¢(x) is defined as
KL(plg) = Ep[log(p(X)/q(X))].

The Kullback-Leibler divergence between two conditional distributions p(y|z) and ¢(y|z)
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Algorithm 1 Cooperative Conditional Learning

Input: (1) training examples {(Y;,C;),7 = 1,...,n}, (2) numbers of Langevin steps [.

Output: (1) learned parameters 6 and «, (2) generated examples {V;,Y;,i = 1,...,n}.

1: t < 0, initialize # and «.

2: while not converged do

3:  Initialization by mapping: For i = 1,...,n, generate X; ~ N(0, 1), and generate
the initial solution Y; = g(Xi, Ci;a®) + €.

4:  Solve based on objective: For ¢ = 1,..., n, starting from }Afi, run [ steps of Langevin
dynamics to obtain the refined solution Y;, where each step follows Eq. .

5. Learn-objective by objective shift: Update 0¢1) = §®) 1 ~,£/(0®")), where L' (®)
is computed according to Eq. .

6: Learn-mapping by mapping shift: Update o) = o + v,Aa®, where Aa® is
computed according to Eq. (2.9).

7. Lett<—t+1

8: end while

is defined as

KL(plq) = E%[bgpﬂﬂXw

q(Y]X)

p(ylz)
flog q(y|x)p($’ y)dxdy, (2.10)

where the expectation is over the joint distribution p(z,y) = p(z)p(y|z).

2.4.2 Slow thinking solver

The slow thinking solver model is

o pY,C0)  p(Y,C;0)
MHQ@_p@@ (Y, C;0)dY
_ Z(cl;e) exp [f(Y,C:0)], (2.11)
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where
2(C:6) - J exp [ (V. C:0)] dY (2.12)
is the normalizing constant and is analytically intractable.
Suppose the training examples {(Y;,C;),i = 1,...,n} are generated by the true joint
distribution f(Y, C'), whose conditional distribution is f(Y'|C'). For large sample n — oo, the

maximum likelihood estimation (MLE) of € is to minimize the Kullback-Leibler divergence
min KL(f (Y]C)|p(Y|C:0)). (2.13)

In practice, the expectation with respect to f(Y, C) is approximated by the sample av-
erage. The difficulty with KL(f(Y|C)|p(Y|C;#)) is that the log Z(C'’; 0) term is analytically
intractable, and its derivative has to be approximated by MCMC sampling from the model
p(Y[C:8).

2.4.3 Fast thinking initializer

The fast thinking initializer is
X ~N(0,1), Y = g(X,C;a) + ¢, e ~N(0,0%Ip). (2.14)

We use the notation ¢(Y|C; «) to denote the resulting conditional distribution, which can
be obtained by

(Y (Ci0) = [[(X0aY|X, Ciaix, (2.15)
and is analytically intractable.

For large sample, the maximum likelihood estimation of « is to minimize the Kullback-

Leibler divergence
min KL(f(Y|C)[q(Y|C; @)). (2.16)

Again, the expectation with respect to f(Y,C) is approximated by the sample average. The
difficulty with KL(f(Y|C)|q(Y|C;)) is that logq(Y|C;«) is analytically intractable, and

its derivative has to be approximated by MCMC sampling of the posterior ¢(X|Y, C; ).
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2.4.4 Objective shift: modified contrastive divergence

Let M (Y1|Yy, C;0) be the transition kernel of the finite-step MCMC that refines the initial
solution Yy to the refined solution Yi. Let (Myq)(Y1|C;a) = § M(Y1|Yo, C;0)q(Yo|C; )dYy
be the distribution obtained by running the finite-step MCMC from ¢(Y,|C; «).

Given the current initializer ¢(Y'|C; ), the objective shift updates 6, to 6,1, and the

update approximately follows the gradient of the following modified contrastive divergence

[Hin02), XTL.G18a]
KL(f(Y]C)|p(Y]C;0)) — KL((Me,q)(Y|C; o) |p(Y]C;0)). (2.17)

Compare Eq. (2.17) with the MLE Eq. (2.11), Eq. (2.17) has the second divergence term
KL((My,q)(Y|C; ) |[p(Y|C;0)) to cancel the log Z(C;6) term, so that its derivative is an-

alytically tractable. The learning is to shift p(Y'|C;60) or its high value region around the
mode from the refined solution provided by (Mp,q)(Y|C;a) toward the observed solution
given by f(Y|C). If (My,q)(Y|C; ) is close to p(Y|C; ), then the second divergence is close

to zero, and the learning is close to MLE update.

2.4.5 Mapping shift: distilling MCMC

Given the current solver model p(Y|C;6), the mapping shift updates «; to a;,1, and the

update approximately follows the gradient of
KL (Mpq)(Y|C; ) [q(Y[C; ) - (2.18)

This update distills the MCMC transition Mj into the model ¢(Y'|C; ). In the idealized case
where the above divergence can be minimized to zero, then ¢(Y|C;ar1) = (Myq)(Y|C; o).
The limiting distribution of the MCMC transition Mj is p(Y'|C'; #), thus the cumulative effect
of the above update is to lead ¢(Y'|C; ) close to p(Y|C;6).

Compare Sec. to the MLE Eq. (2.14)), the training data distribution becomes
(Mpq)(Y|C; ay) instead of f(Y|C). That is, ¢(Y|C;«) learns from how My refines it. The

18



learning is accomplished by mapping shift where the generated latent vector X is known,
thus does not need to be inferred (or the Langevin inference algorithm can initialize from
the generated X). In contrast, if we are to learn from f(Y'|C), we need to infer the unknown

X by sampling from the posterior distribution.

In the limit, if the algorithm converges to a fixed point, then the resulting ¢(Y|C; )
minimizes KL((Mpq)(Y|C; ) |q(Y|C; @), that is, ¢(Y|C; ) seeks to be the stationary dis-
tribution of the MCMC transition My, which is p(Y|C';0).

If the learned ¢(Y'|C; «) is close to p(Y|C;0), (My,q)(Y|C; ) is even closer to p(Y'|C';0).
Then the learned p(Y'|C}; 0) is close to MLE because the second divergence term in Eq. (2.17))

is close to zero.

2.5 Experiments

We test the proposed framework for conditional learning on a variety of vision tasks. Ac-
cording to the form of the conditional learning, we organize the experiments into two parts.
In the first part (Experiment 1), we study conditional learning for a mapping from category
(i.e., one-hot vector) to image, e.g., image generation conditioned on image class, while in
the second part (Experiment 2), we study conditional learning for a mapping from image to
image, e.g., image-to-image translation. We propose a specific network architecture of our
model in each experiment due to the different forms of input-output domains. Unlike the un-
conditioned cooperative learning framework [XLG18al XLG18b], the conditioned framework
needs to find a proper way to fuse the condition input C' into both the bottom-up ConvNet
f in the solver and the top-down ConvNet ¢ in the initializer, for the sake of capturing
accurate conditioning information. An improper design can cause not only unrealistic but

also condition-mismatched synthesized results.
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2.5.1 Experiment 1: Category — Image
2.5.1.1 Network architecture

We start form learning the conditional distribution of an image given a category or class
label. The category information is encoded as a one-hot vector. The network architectures

of the models in this experiment are given as follows.

In the initializer, we can concatenate the one-hot vector C' with the latent noise vector X
sampled from N(0, I) as the input of the decoder W([ X, C]) to build a conditional generator
g9(X,C;a). The generator maps the input into image Y by several layers of deconvolutions.
We call this setting “early concatenation”. See Fig. 2.3a(1) for an illustration. We can also
adopt an architecture with “late concatenation”, where the concatenation happens in the
intermediate layer of the initializer. Specifically, we can first sample the latent noise vector X
from Gaussian noise prior NV (0, 1), and then decode X to an intermediate result with spatial
dimension b x b by a decoder W (X). The decoder consists of several layers of deconvolutions,
each of which is followed by batch normalization [IS15] and ReLU non-linear transformation.
We then replicate the one-hot vector C spatially and perform a channel concatenation with
the intermediate output. After that, we generate the target image Y from the concatenated
result [V, (X),C] by another decoder Wy([¥,(X),C]) that consists of several deconvolution
layers. Batch normalization and ReLU layer are used between two consecutive deconvolution
layers, and tanh non-linearity is added at the bottom layer. ¢(X,C;«) is the composition

of ¥y and U,. See Fig. 2.3n(2) for an illustration.

To build the value function for the solver model, in the setting of “early concatenation”,
we first replicate the condition one-hot vector C spatially and perform a depth concatenation
with image Y, and then map them to a scalar by an encoder, ®([Y,C]), that consists of
several layers of convolutions and ReLLU non-linear transformations. The value function

f(Y,C;0) is designed as ®([Y,C]) — |Y|?/2s*>. This corresponds to an exponential tilting
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Figure 2.3: Network architecture of category-to-image.

form in [XLZ16],

p(Y,C;0) = exp [2(Y, C;0)] po(Y), (2.19)

1
Z(0)
where po(Y) is Gaussian white noise distribution, i.e., po(Y)oc exp(—|Y[|?/2s?), and s is a
hyper-parameter for the standard deviation of py. See Fig. [2.3b(1) for an illustration. As
to the “late concatenation”, we first encode the image Y to an intermediate result with
spatial dimension a x a by an encoder ®;(Y"), which consists of several layers of convolutions
and ReLU non-linear transformations, and then we replicate the one-hot vector C' spatially
and perform a depth concatenation with the intermediate result. The value function is
defined by another encoder ®,([®,(Y),C]) plus —|Y[?/2s?, in which the encoder takes as

input the concatenated result [®;(Y'), C] and outputs a scalar by performing several layers

of convolutions and ReLU non-linear transformations. See Fig. [2.3b(2) for an illustration.

2.5.1.2 Conditional image generation on grayscale images

We first test our model on two grayscale image datasets, such as MNIST [LBB9§| and
fashion-MNIST [XRV17]. The former is a dataset of handwritten digit images, and the

latter is a dataset of fashion product images. Each of them consists of 70,000 28 x 28 images,
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each of which is associated with a label from 10 classes. In each dataset, 60,000 examples
are used for training and the rest are for testing. We learn our model on each of them
respectively, conditioned on their class labels that are encoded as one-hot vectors. Since
these two datasets are similar in number of classes, image size, data size, and image format

(i.e., grayscale), we use the same model for them.

We adopt the setting of “early concantenation” introduced in Sec. for the initial-
izer. To be specific, g(X, C; a) is a generator that maps the 1 x 1 x 138 concatenated result
(Note that the dimension of X is 128, and the size of C' is 10.) to a 28 x 28 grayscale image
by 4 layers of deconvolutions with kernel sizes {4, 4,4, 4}, up-sampling factors {1, 2,2, 2} and
numbers of output channels {256, 128,64, 1} at different layers. The last deconvolution layer
is followed by a tanh operation, and each of the others is followed by batch normalization

and ReLU operation.

We adopt the setting of “late concatenation” introduced in Sec. for the solver.
Specifically, ®;(Y") consists of 2 layers of convolutions with filter sizes {5, 3}, down-sampling
factors {2,2} and numbers of output channels {64, 128}. The concatenated output is of size
7 x 7 x 138. (Note that the number of the output channels of ®; is 128, and the size of C' is
10.) @o([P1(Y), C]) is a 2-layer ConvNet, where the first layer has 256 3 x 3 filters, and the

last layer is a fully-connected layer with 100 filters.

We use Adam [KB15] to optimize the solver with initial learning rate 0.0008, 5, = 0.5
and [y = 0.999, and the initializer with initial learning rate 0.0001, 8; = 0.5 and 5 = 0.999.
The mini-batch size is 300. The number of paralleled MCMC chains is 300. The number of
Langevin dynamics steps is [ = 16. The step size ¢ of Langevin dynamics is 0.0008. The
standard deviation of the residual in the initializer is ¢ = 0.3, and the standard deviation
s of the reference distribution pg in the solver is 0.016. We run 1,600 epochs to train the

model, where we disable the noise term in Langevin dynamics after the first 100 epochs.

Fig.[2.4)shows some of the generated samples conditioned on the class labels after training

on the MNIST dataset and fashion-MNIST dataset. Each column is conditioned on one label
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and each row is a different generated sample. The qualitative results show that our method

can learn realistic conditional models.
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Figure 2.4: Generated MNIST handwritten digits (left) and fashion MNIST images (right).

To quantitatively evaluate the learned conditional distribution, we use FID [HRUI7Y|
score as a metric to measure the dissimilarity between the distributions of the observed
and the synthesized examples. Specifically, we compute the distance between feature vectors
extracted from observed and synthesized examples by a pre-trained Inception model [SVI16],

with the following formula
szug—MP+%«i+z—2@2Wﬂ,

where V ~ N'(11, %) and V ~ N (fi, ) are the output feature vectors from Inception model
of the observed and synthesized examples, respectively. We can fit a multi-variate Gaussian
to feature vectors {V;} and {V;} to obtain means u, i and variances 3, % for the observed
and synthesized distributions respectively. A lower FID score implies better qualities of the

synthesized images.

To compute FID score, we sample 10,000 examples from the learned conditional distri-

bution by first sampling the class label C' from the uniform prior distribution, and X from
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N(0, ), then the initializer and the solver model cooperatively generate the synthesized
example from the sampled C' and X. Tab. shows a comparison of FID scores of differ-
ent methods on two datasets. Our method achieves better results than other conditional
and unconditional baseline methods in terms of generation quality evaluated by FID. Those

baselines include GAN-based, flow-based, and variational inference methods.

t =100 (32.61) ¢ =300 (10.47) ¢ =500 (10.08) ¢ =800 (8.91) = 1000 (8.43) = 1280 (8.20)

Figure 2.5: Image generation by the models at different training epochs.

Fig. displays some examples of the synthesized images at different training epochs
along with the corresponding FID scores. The images shown are generated by the solver. The
images at the same position of 5 x 5 image matrix of different training epochs share the same
condition C, i.e., the class label. We can find that as the cooperative training progresses,
the synthesized images become more and more realistic and the FID scores become lower
and lower. Additionally, the learned connection between the condition (i.e., class label) and
the target (i.e., image) becomes more and more accurate in the sense that when the model
converges, even though the appearances of the synthesized images vary at different epochs,

they are always consistent with their input conditions.

We study the influences of different choices of some hyper-parameters, such as the number
of dimension d of the latent space X in the initializer, the number of Langevin refinement
steps [, and the step size ¢ of each Langevin. Fig. depicts the influences of varying d, [ and

0, respectively, while training on fashion-MNIST dataset. Each curve represents the testing
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Table 2.1: The Fréchet Inception Distance (FID) scores of different models trained on MNIST
and fashion-MNIST dataset.

Model MNIST fashion-MNIST
GLO [BILIT] 49.60 57.70
VAE [KW14] 21.85 69.84
BEGAN [BSMI7] 13.54 15.90
3 | EBGAN [ZMLI7] 11.10 41.32
3
£ | GLANN [HLMI 8.60 13.10
=
S | WGAN [ACBIT] 7.07 98.17
" | LSCAN [MLXTT 6.75 14.72
DCGAN [RMC16] 4.54 8.22
InfoGAN [CDHI6] 28.09 -
GLF [XYAT9] 5.80 10.30
CGlow [LLGI] 29.64 ;
CAGlow [LLGIY] 26.34 ;
_ | veGaN mz) ; 13.8
2| CVAE-GAN [BCWT7] - 15.9
g CVAE [SLYT5] 20.00 36.64
ACGAN [0OSIT] 12.55 49.11
CGAN [MO14] 5.01 11.92
CCoopNets (ours) 4.50 8.20

FID scores over training epochs. We observe that (1) the quality of synthesis decreases with
decreasing d. (2) the more the number of MCMC refinement steps, the stabler the learning
process, and the more time-consuming the refinement process of the solver. With a small
l, e.g., 1 or 8, the cooperative learning tends to fail easily at the early stage of training
because the slow-thinking solver distills an insufficient refinement process to the initializer

such that the latter can not provide good initial solutions for the former. Fig. shows
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Figure 2.6: Model analysis on fashion-MNIST dataset.

that the learning curves for [ = 1 (in blue) and [ = 8 (in orange) are terminated early due
to failures occurred during training. Tab. shows a comparison of computational time per
epoch with different numbers of Langevin steps [ and different numbers of latent dimensions
d. The running times were recorded in a PC with an Intel i7-6700k CPU and a Titan Xp
GPU. A choice of [ = 16 or 32 appears reasonable. The influence of d on the computational
time is not significant. (3) A large Langevin step size allows the model to learn faster to
generate high quality images, at the cost of arriving on a sub-optimal synthesis of images.
A smaller Langevin step size may allow the model to generate more realistic images but it

may take more Langevin steps.

Table 2.2: Comparison of computational time (in seconds) per epoch on fashion-MNIST

dataset.

d= 8.98 20.38 26.88 46.74 86.93
d =32 9.23 2021 27.04 46.95 86.95
d =64 9.12 20.10 27.55 47.22 87.06
d=128 | 9.37 20.50 27.76 48.62 86.92
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2.5.1.3 Conditional image generation on Cifar-10

We also test the proposed framework on Cifar-10 [Kri09] object dataset, which contains 10-
class 60,000 training images of 32 x 32 pixels. Compared with the MNIST dataset, Cifar-10

contains training images with more complicated visual patterns.

As to the initializer, we adopt the “late concatenation” setting. Specifically, W;(X) is
a decoder that maps 100-dimensional X (i.e., 1 x 1 x 100) to an intermediate output with
spatial dimension 8 x 8 by 2 layers of deconvolutions with kernel sizes {4,5}, up-sampling
factors {1,2} and numbers of output channels {256,128} at different layers from top to
bottom, respectively. The condition C' is a 10-dimensional one-hot vector to represent the
class. Uy([V1(X),C]) is a generator that maps the 8 x 8 x 138 concatenated result to a
32 x 32 x 3 image by 2 layers of deconvolutions with kernel sizes {5, 5}, up-sampling factors

{2,2} and numbers of output channels {64, 3} at different layers.

We adopt the “late concatenation” setting for the solver. ®;(Y’) consists of 2 layers
of convolutions with filter sizes {5, 3}, down-sampling factors {2,2} and numbers of output
channels {64,128}. The concatenated output is of size 8 x 8 x 138. ®5([P(Y),C]) is a
2-layer bottom-up ConvNet, where the first layer has 256 3 x 3 filters, and the last layer is

a fully connected layer with 100 filters.

We use the Adam for optimization. The initial learning rates for the solver and initializer
are 0.002 and 0.0064, respectively. The joint models are trained with mini-batches of size
300. The number of paralleled MCMC chains is also 300. The number of Langevin dynamics
steps is 8. The step size § of Langevin dynamics is 0.0008. We run 2,000 epochs to train the

model, where we disable the noise term in Langevin dynamics in the last 1,500 ones.

Fig. shows the generated object patterns. Each row is conditioned on one category.
The first two columns display some typical training examples, while the rest columns show
generated images conditioned on labels. We evaluate the learned conditional distribution by

computing the inception scores of the generated examples. Tab. compares our framework
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Figure 2.7: Generated Cifar-10 object images.

against two baselines, which are two conditional models based on GANs. The proposed model
performs better than the baselines. We also found that in the proposed method, the solution

provided by the initializer is indeed further refined by the solver in terms of inception score.

2.5.1.4 Disentangling style and category

To test the inference power of the fast-thinking initializer, which is trained jointly with the
slow-thinking solver, we apply the learned initializer to a task of style transfer from an unseen
testing image in one caegory onto other categories. The network architectures of initializer
and solver are similar to those used in Sec. [2.5.1.2] except that the training images in this
experiment are RGB images and they are of size 32 x 32 pixels. With the learned initializer,
we first infer the latent variables X corresponding to that testing image. We then fix the

inferred latent vector, change the category label C, and generate the different categories of
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Table 2.3: Inception scores of different models trained on Cifar-10 dataset.

Model Inception score
PixelCNN [OKK16] 4.60

_Té PixelIQN [ODMIS] 5.29

é DCGAN [RMCT6] 6.40

§ WGAN-GP [GAATT] 6.50
ALI [DBP17] 5.34

_ | CGAN [SGZI6] 6.58

£ | Conditional SteinGAN [WLIA 6.35

% Initializer (ours) 6.63
Solver (ours) 7.30

images with the same style as the testing image by the learned model. Given a testing image
Y with known category label C', the inference of the latent vector X can be performed by
directly sampling from the posterior distribution p(X|Y, C; «) via Langevin dynamics, which
iterates

271
Xon = X b sUs 4 5 | L = g Cra)) g Cro) - X | (220)
2 | o2 0X

If the category label of the testing image is unknown, we need to infer both C' and X from
Y. Since C is a one-hot vector, in order to adopt a gradient-based method to infer C, we
adopt a continuous approximation by reparametrizing C' using a softMax transformation on
the auxiliary continuous variables A. Specifically, let C' = (¢g, k =1, ..., K) and A = (ag, k =
1,...,K), we reparametrize C = v(A) where ¢, = eXp(ak)/Z;C exp(ay,), for k = 1,..., K,
and assume the prior for A to be N(0,Ix). Then the Langevin dynamics for sampling

A ~ p(AlY, X) iterates

2

1 0
A=A+ sU, + % SV = g(Xo,0(4); )

a—Ag(X,U(AT); a)— Al (2.21)

Fig. shows 10 results of style transfer on SVHN dataset [NWCI1]. For each testing
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Figure 2.8: Style transfer on SVHN dataset.

image Y, we infer X and C' by sampling [X,C] ~ p(X,C|Y), which iterates (1) X ~
p(X|Y,C), and (2) C = v(A) where A ~ p(A|Y, X), with randomly initialized X and C. We
then fix the inferred latent vector X, change the category label C', and generate images from
the combination of C' and X by the learned initializer. This experiment demonstrates the

effectiveness of our model in style and category disentanglement.

2.5.2 Experiment 2: Image — Image
2.5.2.1 Network architecture

We study learning conditional distributions for image-to-image translation by our framework.

The network architectures of the models in this experiment are discussed as follows.

As to the initializer, a straightforward design is presented below: we first sample X from

the Gaussian noise prior N(0,/;), and we encode the condition image C' via an encoder
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Figure 2.9: Network architecture (image-to-image translation).

®(C'). The image embedding ®(C') is then concatenated to the latent noise vector X. After
this, we generate target image Y by a decoder W ([X, ®(C)]). The initializer g(X,C; ) is
the composition of ® and ¥. With Gaussian noise X, the initializer will produce stochastic
outputs as a distribution. See Fig. [2.9a)(1) for an illustration of the structure. However,
in the initial experiments, we found that this design was ineffective in the sense that the
generator learned to ignore the noise and produce deterministic outputs. Inspired by [IZZ17],
we design the initializer by following a general shape of the U-Net [RFB15] with the form of
dropout [SHKT4], applied on several layers, as noise that accounts for stochasticity in this

experiment. A U-Net is an encoder-decoder structure with skip connections added between
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each layer j and layer M — j, where M is the number of layers. Each skip connection
performs a concatenation between all channels at layer j and those at layer M — j. In the
task of image-to-image translation, the input and output images usually differ in appearance
but share low-level information. For example, in the case of translating sketch image to
photo image, the input and output images are roughly aligned in outline except that they
have different colors and textures in appearance. The addition of skip connections allow a
direct transfer of low-level information across the network. Fig.[2.9a)(2) illustrates the U-Net

structure with dropout as the initializer for image-to-image translation.

As to the design of the solver model, we first perform channel concatenation on target
image Y and condition image C', where both images are of the same size. The value function
f(Y,C,0) is then defined by an encoder ®([Y, C]) plus —|Y||?/2s?, in which ®([Y, C]) maps
the 6-channel “image” to a scalar by several convolutional layers. Leaky ReLU layers are
added between two consecutive convolutional layers. Fig. shows an illustration of the

network architecture of the solver.

2.5.2.2 Semantic labels — Scene images

The experiments are conducted on CMP Facade dataset [T'S13] where each building facade
image is associated with an image of architectural labels. The condition image and the target
image are of the size of 256 x 256 pixels with RGB channels. Data are randomly split into

training and testing sets.

In the initializer, the encoder ® consists of 8 layers of convolutions with a filter size 4,
a subsampling factor 2, and the numbers of channels {64, 128, 256,512, 512,512,512, 512} at
different layers. Batch normalization and leaky ReLU (with slope 0.2) layers are used after
each convolutional layer except that batch normalization is not applied after the first layer.
The output of ® is then fed into ¥, which consists of 8 layers of deconvolutions with a kernel
size 4, an up-sampling factor 2, and the numbers of channels {512, 512, 512,512, 256, 128, 64, 3}

at different layers. Batch normalization, dropout with a dropout rate of 0.5, and ReLLU layer
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are added between two consecutive deconvolutional layers, and a tanh non-linearity is used
after the last layer. The U-Net structure used in this experiment is a connection of the
encoder ¢ and the decoder ¥, along with skip connections added to concatenate activations
of each layer j and layer M — j. (M is the total number of layers.) Therefore, the num-
bers of output channels of ¥ in the U-Net are {1024, 1024, 1024, 1024, 512, 256, 128, 3}. The
dropout that is applied to each layer of ¥ implies an implicit latent vector X in the initial-
izer. Such an implicit X is too complicated to infer. However, there is no need to infer this
X with the cooperative training, which can get around the difficulty of the inference of any
complicated forms of latent factors by MCMC teaching. It other words, in each iteration,
the learning of the initializer ¥ ([X, ®(C')]) is based on how the MCMC changes the initial
examples generated by the initializer from the condition image C' and the randomness X

due to dropout.

In the solver model, we first perform a channel concatenation on target image Y and
condition image C, where both images are of size 256 x 256 x 3. The value function is
then defined by a 4-layer encoder ®([Y,C1]), which maps a 6-channel “image” to a scalar
as the value score by 3 convolutional layers with numbers of channels {64, 128,256}, filter
sizes {5, 3,3} and subsampling factors {2,2, 1} at different layers (from bottom to top), and
one fully connected layer with 100 single filers. Leaky ReLU layer is used between two

consecutive convolutional layers.

Adam is used to optimize the solver with an initial learning rate 0.007, and the initializer
with an initial learning rate 0.0001. We set the mini-batch size to be 1. The number of
paralleled MCMC chains is also 1. We run 15 Langevin steps with a step size 6 = 0.002.
The standard deviation of the residual in the initializer is ¢ = 0.3. The standard deviation
of the reference distribution in the solver is s = 0.016. We run 3,000 epochs to train our

model.

We adopt random jitter and mirroring for data augmentation in the training stage. As

to random jitter, we first resize the input images from 256 x 256 to 286 x 286, and then
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randomly crop image patches with a size 256 x 256.

In this task, we found it beneficial to feed both the refined solutions and the observed
ground truth solutions to the initializer, when we update the initializer at each iteration. The
solver’s job remains unchanged, but the initializer is tasked to not only learn from the solver
{Y;} but also to be near the ground truth solutions {Y;}. We add an extra 1 loss to penalize
the distance between the output of the initialzer and the ground truth solution. [[ZZ17] also
finds this strategy effective in training a GAN-based conditional model for image-to-image

translation.

As to the computational time, compared with GAN-based method, our framework has
additional [ = 15 steps of Langevin. However, the Langevin is based on gradient, whose
computation can be powered by back-propagation, so it is not significantly time-consuming.
To be concrete, our method costs 32.7s, while GAN-based method costs 30.9s per epoch for
training in a PC with an Intel i7-6700k CPU and a Titan Xp GPU in this experiment.

Fig. shows some qualitative results of generating building facade images from the
semantic labels. The first column displays 5 semantic label images that are unseen in the
training data. The second column displays the corresponding ground truth images for ref-
erence. The results by a baseline method, pix2pix [[ZZ17], are shown in the third row for
comparison. pix2pix is a conditional GAN method for image-to-image mapping. Since its
generator also uses a U-Net and is paired up with a ¢1 loss, for a fair comparison, our ini-
tializer adopts exactly the same U-Net structure as in [[ZZ17]. The fourth to sixth columns
are results generated by some variants of the conditional GAN method, including cVAE-
GAN [ZZP17], cVAE-GAN++ [ZZP17] and BicycleGAN [ZZP17]. The seventh and eighth
rows show the generated results conditioned on the semantic label images shown in the first
row by the learned initializer and solver, respectively. We can easily observe qualitative

improvements by comparing the outputs of the solver with the ones of the initializer.

We perform human perceptual tests for evaluating the visual quality of synthesized im-

ages. We randomly select 30 different human users to participate in these tests. We compare
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Figure 2.10: Generating images conditioned on architectural labels.

two methods in each test, where each participant is first presented two images at a time,
which are results generated by two different methods given the same conditional input, and
then asked which one looks more like a real image. We have total 36 pairwise comparisons
in each test for each participant. We evaluate each method by the ratio that the images
generated by the method are preferred. As shown in Tab. the results generated by our

method are considered more realistic by the human subjects.

2.5.2.3 Sketch images — Photo images

We next test the model on CUHK Face Sketch database (CUFS) [WT09], where for each
face, there is a sketch image drawn by an artist based on a photo of the face. We learn

to recover the color face images from the sketch images by the proposed framework. The
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Table 2.4: Human perceptual tests for image-to-image synthesis.

Methods Preference Ratio
CCoopNets (ours) / cVAE-GAN [ZZP17] 0.625 / 0.375
CCoopNets (ours) / cVAE-GAN+-+ 0.687 / 0.313
CCoopNets (ours) / BicycleGAN [ZZP17] 0.628 / 0.372
CCoopNets (ours) / pix2pixel [[ZZ17] 0.720 / 0.280

Yel[

(a) Recover faces from sketches (b) Sketch interpolation

Figure 2.11: Sketch-to-photo face synthesis on CUHK dataset.

network design and hyperparameter setting are similar to the one we used in Sec. [2.5.2.2]
except that the mini-batch size and the number of paralleled MCMC chains are set to be 4.

Fig. displays the face synthesis results conditioned on the sketch images. Columns 1
through 4 show some sketch images as input conditions, while columns 5 through 8 show the
corresponding recovered images obtained by sampling from the learned conditional distribu-
tion. From the results, we can see that the generated facial appearance (color and texture)
in each output image is not only reasonable but also consistent with the input sketch face
image in the sense that the face identity in each sketch image remains unchanged after being

translating to a photo image.

Fig. 2.11b demonstrates the learned manifold of sketch images (condition) by showing

5 examples of interpolation. For each row, the sketch images at the two ends are first
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Figure 2.12: Results on edges — shoes generation, compared to ground truth.

encoded into the embedding by ®(C'), and then each face image in the middle is obtained by
first interpolating the sketch embedding, and then generating the images using the initializer
with a fixed dropout, and eventually refining the results by the solver via finite-step Langevin
dynamics. Even though there is no ground truth sketch images for the intervening points,
the generated faces appear plausible. Since the dropout X is fixed, the only changing factor

is the sketch embedding. We observe smooth changing of the generated faces.

We conduct another experiment on UT Zapposb0K dataset [TS13] for photo image re-
covery from edge image. The dataset contains 50k training images of shoes. Edge images
are computed by HED edge detector [XT15] with post processing. We use the same model
structure as the one in the last experiment. Fig. shows some qualitative results of

synthesizing shoe images from edge images.
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2.5.2.4 Image Inpainting

Table 2.5: Comparison with the baseline methods for image inpainting on the CMP Facade

dataset and Paris streetview dataset.

CMP Facades | Paris streetview

PSNR | SSIM | PSNR | SSIM

Model

cVAE-GAN [ZZP17] 19.43 | 0.68 | 16.12 | 0.72
cVAE-GAN++ [ZZP17] | 19.14 | 0.64 | 16.03 | 0.69

BicycleGAN [ZZP17] 19.07 | 0.64 | 16.00 0.68
pix2pix[[Z7Z17] 19.34 | 0.74 | 15.17 0.75
CCoopNets (ours) 20.47 | 0.77 | 21.17 | 0.79

Table 2.6: Comparison of model complexity with the baseline methods for image inpainting

on CMP Facade dataset.

Size Time

Model
# of parameters | sec / epoch

cVAE-GAN [ZZP17] 60.85M 12.06
cVAE-GAN++ [ZZP17] 64.30M 18.40
BicycleGAN [ZZP17] 64.30M 25.60
pix2pix [[ZZ17] 57.89M 12.62
CCoopNets (ours) 55.84M 22.43

We also test our method on the task of image inpainting by learning a mapping from an
occluded image (256 x 256 pixels), where a mask with the size of 128 x 128 pixels is centrally
placed onto the original version, to the original image. We use Paris streetview [PKD16] and
the CMP Facade dataset. In this case, C' is the observed part of the input image, and Y is

the unobserved part of the image. The network architectures for both initializer and solver,
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along with hyperparameter setting, are similar to those we used in Sec. [2.5.2.2] To recover
the occluded part of the input images, we only update the pixels of the occluded region in

the Langevin dynamics.

Condition Ground Truth; pix2pix  ¢cVAEGAN cVAEGAN++ BicycleGAN; Initializer Solver
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Figure 2.13: Results of photo inpainting on CMP Facade dataset.

We compare our method with some baselines, including pix2pix, cVAE-GAN, cVAE-
GAN++ and BicycleGAN. Tab. shows quantitative results where the recovery perfor-
mance is measured by the peak signal-to-noise ratio (PSNR) and structural similarity mea-
sures (SSIM), which are computed between the occlusion regions of the generated example
and the ground truth example. The batch size is one. Our method outperforms the baseline
methods using adversarial training or variational inference in this recovery task. Tab. [2.0] re-
ports a comparison of model complexity with the baseline methods on CMP Facade dataset

in terms of number of model parameters and running time.

Fig. shows a comparison of qualitative results of different methods on CMP Facade
dataset. Each row displays one example. The first image is the testing image with a hole

that needs to be recovered. The second image is the ground truth image. The third to
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sixth images are the inpainting results obtained by pix2pix, cVAE-GAN, ¢cVAE-GAN++
and BicycleGAN, respectively. The seventh and the last images are the results recovered by

the initializer and the solver, respectively.

2.6 Conclusion

Solving a challenging problem usually requires an iterative algorithm. This amounts to slow
thinking. The iterative algorithm usually requires a good initialization to jumpstart it so that
it can converge quickly. The initialization amounts to fast thinking. For instance, reasoning
and planning usually require iterative search or optimization, which can be initialized by
a learned computation in the form of a neural network. Thus integrating fast thinking
initialization and slow thinking sampling or optimization is very compelling. This paper
addresses the problem of high-dimensional conditional learning and proposes a cooperative
learning method that couples a fast thinking initializer and a slow thinking solver. The
initializer initializes the iterative optimization or sampling process of the solver, while the
solver in return teaches the initializer by distilling its iterative algorithm into the initializer.
We demonstrate the proposed method on a variety of image synthesis and recovery tasks.
Compared to GAN-based method, such as conditional GANs, our method is equipped with
an extra iterative sampling and optimization algorithm to refine the solution, guided by a
learned objective function. This may prove to be a powerful method for solving challenging

conditional learning problems.
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Structure Learning
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CHAPTER 3

Reasoning Visual Dialogue with Structural and Partial

Observations

Visual dialogue has drawn increasing research interests at the intersection of computer vision
and natural language processing. In such tasks, an image is given as context input, associated
with a summarizing caption and a dialogue history of question-answer pairs. The goal is
to answer questions posed in natural language about images [DKGI7], or recover a follow-
up question based on the dialogue history [JLSI8]. Despite its significance to artificial
intelligence and human-computer interaction, it poses a richer set of challenges (see an
example in Fig. — requiring representing/understanding a series of multi-modal entities
, and reasoning the rich semantic relations/structures among them. An ideal inference
algorithm should be able to find out the underlying semantic structure and give a reasonable

answer based on this structure.

Fig.[3.1]shows an example of visual dialogue, where the left side is context image, middle is
image caption and dialogue history and the right side is the underlying semantic dependencies
between nodes in the dialogue (darker green links indicate higher dependencies). A main
difference between Visual Question Answering (VQA) and Visual Dialogue is that dialogues
have more complex semantic dependencies. An ideal inference algorithm should be able
to find out the underlying semantic structure and give a reasonable answer based on this

structure.

Previous studies have explored this task through embedding rich features from image rep-

resentation learned from convolutional neural networks and language (i.e., question-answer
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Q2: What color is it? Q&AZy Q&A2
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Q5: Do you see a chair?
Ab5: Yes.

Q6: What color is it?
A6: A black office chair.

Q7: Is it close to the desk?
Predicted Answer: Yes Dialog Structure

Figure 3.1: An illustration of the visual dialogue task.

pairs, caption) representations learned from recurrent sequential models. Their impressive
results well demonstrate the importance of mining and fusing multi-modal information in
this area. However, they largely neglect the key role of the rich relational information in
dialogue. Although a few [ZWS18, WWS18a] leveraged co-attention mechanisms to capture
cross-modal correlations, their reasoning ability is still quite limited. They typically concate-
nate the multi-modal features together and directly project the concatenated feature into
the answer feature space by a neural network. On one hand, their reasoning process does
not fully utilize the rich relational information in this task due to their monolithic vector
representations of dialogue. On the other hand, their feed-forward network designs fail to
deeply and iteratively mine and reason the information from different dialogue entities over

the inherent dialogue structures.

In this work, we consider the problem of recovering the dialogue structure and reasoning
about the question/answer simultaneously. We represent the dialogue as a graph, where the
nodes are dialogue entities and the edges are semantic dependencies between nodes. Given

the dialogue history as input, we have a partial observation of the graph. Then we formulate
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the problem as inferring about the values of unobserved nodes (e.g., the queried answer) and

the graph structure.

The challenge of the problem is that there is no label for dialogue structures. For each
individual dialogue, we need to recover the underlying structure in an unsupervised manner.
The node values could then be inferred iteratively with the graph structure: we can reason
about the nodes based on the graph structure, and further improve the structure based on
the node values. To tackle this challenge, the insight is that a graph structure essentially
specifies a joint probability distribution for all the nodes in the graph. Therefore we can view
the queried dialogue entities as missing values in the data, the dialogue structure as unknown
parameters of the distribution. Specifically, we encode the dialogue as a Markov Random
Field (MRF) where some nodes are observed, and the goal is to infer the edge weights
between nodes as well as the value of unobserved nodes. We formulate a solution based on
the Expectation-Maximization (EM) algorithm, and provide a graph neural network (GNN)

approach to approximate this inference.

Our model provides a unified framework which is applicable to diverse dialogue settings
(detailed in Sec. . Besides, it provides extra post-hoc interpretability to show the dia-
logue structures through an implicit learning manner. We evaluate the performance of our
method on VisDial v0.9 [DKGI17], VisDial v1.0 [DKG17] and VisDial-Q [JLS18|] datasets.
The experimental results prove that our model is able to automatically parse the dialogue

structure and infer reasonable answer, and further achieves promising performance.

3.1 Related Work

Image Captioning aims to annotate images with natural language at the scene level au-
tomatically, which has been a long-term active research area in computer vision commu-
nity. Early work [OKBI1I, [GWHI14] typically tackled this task as a retrieval problem, i.e.,

finding the best fitting caption from a set of predetermined caption templates. Modern
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methods [MXYT5| [KE15, VTBI15] were mainly based on a CNN-RNN framework, where the
RNN leverages the CNN-representation of an input image to output a word sequence as the
caption. In this way, they were freed from dependence of the pre-defined, expression-limited
caption candidate pool. After that, some methods [XBKI5, [AHBIS| [LXP17] tried to inte-
grate the vanilla CNN-RNN architecture with neural attention mechanisms, like semantic
attention [LXP17], and bottom-up/top-down attention [AHBI1S], to name a few representa-
tive ones. Another popular trend [GGH17, PKKI17, [JKF16, [CJS18,[MXHIS8| [LPCI8| ICZY1§]
in this area focuses on improving the discriminability of caption generations, such as stylized
image captioning [GGHIT, [CZY18], personalized image captioning [PKKI17], and context-
aware image captioning [JKF16] [CJS18].

Visual Question Answering focuses on providing a natural language answer given an im-
age and a free-form, open-ended question. It is a more recent (dated back to [ME14, [AALT5])
and challenging task (need to access information from both the question and image). With
the availability of large-scale datasets [RKZ15, [AAL1S, [GMZ15, (GKS17, [JTHM17], numerous
VQA models were proposed to build multimodal representations upon the CNN-RNN ar-
chitecture [GMZ15, RKZ15], and recently extended with differentiable attentions [XBKI5|,
LYBI16, YHGI16l [ZGB16, [AHB18, [MDS18]. Rather than above classification-based VQA
models, there were some other work [SSH16| [JJM16], [ TAH18, BFZ18] leveraged answer repre-
sentations into the VQA reasoning, i.e., predicting whether or not an image-question-answer
triplet is correct. Teney et al. [TLHIT| proposed to solve VQA with graph-structured rep-
resentations of both visual content and questions, showing the advantages of graph neural
network in such structure-rich problems. Narasimhan et al. [NLS18] applied graph con-
volution networks for factual VQA. However, there are some notable differences between
our model and [TLHI7, INLS18] in the fundamental idea and theoretical basis, besides the
specific tasks. First, we model the visual dialogue task as a problem of inference over a
graph with partially observed data and unknown dialogue structures. This is one step fur-

ther than propagating information over a fixed graph structure. Second, we emphasize both
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graph structure inference (in a unsupervised manner) and unobserved node reasoning. Last,
the proposed model provides an end-to-end network architecture to approximate the EM

solution and offers a new glimpse into the visual dialogue task.

Visual dialogue refers to the task of answering a sequence of questions about an input
image [DKGI17, VSC17]. Tt is the latest vision-and-language problem, after the popularity of
image captioning and visual question answering. It requires to reason about the image, the
on-going question, as well as the past dialogue history. [DKGI7] and [VSCI7] represented
two early attempts towards this direction, but with different dialogue settings. In [DKGI17],
a VisDial dataset is proposed and the questions in this dataset are free-form and may concern
arbitrary content of the images. Differently, in [VSCIT7], a ‘Guess-What’ game is designed
to identify a secret object through a series of yes/no questions. Following [DKGI1T7], Lu
et al. [LKY17] introduced a generator-discriminator architecture, where the generator are
improved using a perceptual loss from the pre-trained discriminator. In [SLHI7], a neural
attention mechanism, called Attention Memory, is proposed to resolve the current reference in
the dialogue. Das et al. [DKMI17] then extended [DKG17] with an ‘image guessing’ game, i.e.,
finding a desired image from a lineup of images through multi-round dialogue. Reinforcement
Learning (RL) was used to tackle this task. Later methods to visual dialogue include applying
Parallel Attention to discover the object through dialogue [ZWS18], learning a conditional
variational auto-encoder for generating entire sequences of dialogue [MSD1§]|, unifying visual
question generation and visual question answering in a dual learning framework [JLS18],
combining RL and Generative Adversarial Networks (GANs) to generate more human-like
answers [WWS18al. In [JLSI§]|, a discriminative visual dialogue model was proposed and a
new evaluation protocol was designed to test the questioner side of visual dialogue. More
recently, [KMP18a] used a neural module network to solve the problem of visual coreference

resolution.

Graph Neural Networks [GMS05, [SGT09] draw a growing interest in the machine learn-

ing and computer vision communities, with the goal of combining structural representation
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of graph/graphical models with neural networks. There are two main stream of approaches.
One stream is to design neural network operations to directly operate on graph-structured
data [DMI15, NAKT6, MBMI6L ISK17, [DBVI16, KW17]. Another stream is to build graphi-
cally structured neural networks to approximate the learning/inference process of graphical
models [LSRI5L SSF16, [LTB16, FXWIS, BPLI16, [GSR17, WXSI8, [COW16]. Our method
falls into this category. Some of these methods [LSR15, [SSE16, BPLI16, I(GSRI7, KEFW17,
QWJ18] implement every graph node as a small neural network and formulate the interac-
tions between nodes as a message propagation process, which is designed to be end-to-end
trainable. Some others [ZJR15, LSR15, [LLL15, LSVI6L ICOW16] tried to integrate CRF's and
neural networks in a fully differentiable framework, which is quite meaningful for semantic

segmentation.

In this work, for the first time, we generalize the task of visual dialogue to such a setting
that we have partial observation of the nodes (i.e., image, caption and dialogue history),
and the graph structure (relations in dialogue) needs to be automatically inferred. In this
setting, the answer is the essentially unobserved node needs to be inferred based on the
dialogue graph, where the graph structure describes the dependencies among given dialogue
entities. We propose an essential neural network approach as an approximation to the EM
solution of this problem. The proposed GNN is significantly different from most previous
GNNs, which consider problems that the node features are observable, and usually a graph

structure is given.

3.2 Owur Approach

We begin by describing the visual dialogue task setup as introduced by Das et al. [DKGI1T].
Formally, a visual dialogue agent is given a dialogue tuple D = {(I,C, H;,Q;)} as input,
including an image I, a caption C, a dialogue history till round ¢t —1, H, = {(Q, Ay), k =

1,-+-,t—1}, and the current question @); being asked at round ¢. The visual dialogue agent
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Figure 3.2: Illustration of GNN representation of visual dialogue.

3

is required to return a response A; to the question @, by ranking a list of 100 candidate

answers.

In our approach, we represent the entire dialogue by a graph, and we solve for the optimal
queried answer by a GNN as an approximate inference (see Fig.[3.2)). In this graph, the
dialogue entities H; = {(Qx, Ax), k=1, -+ ,t—1}, @, and A; are represented as nodes. The
graph structure (i.e., edges) represents the semantic dependencies between those nodes. The
joint distribution of all the question and answer nodes are described by a Markov Random
Field, where the values for some nodes are observed (i.e., the history questions & answers,
the current question). The node value for the current answer is unknown, and the model
needs to infer its value as well as the graph structure encoded by the edge weights in this

MRF.

The joint distribution in this MRF over all the nodes is specified by its potential functions
and the graph structure. The potential functions can be learned in the training phase to
maximize the likelihood of the training data, and used for inference in the testing phase.
However, we cannot learn a fixed graph structure for all dialogues since they are different from
dialogue to dialogue. For dialogues in both training and testing, we need to automatically

infer the semantic structures.

In addition, because there is no label (also is hard to obtain) for such graph structures,

our model needs to infer them in an unsupervised manner. Viewing the input nodes (i.e.,
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the history questions & answers, the current question) as observed data, the queried answer
node as missing data, we adopt an EM algorithm to recover both the distribution parameter
(the edge weights) and the missing data (the current answer). In this algorithm, the edge
weights and the queried answer node are inferred to maximize the expected log likelihood.
Finally, we resemble this inference process by a GNN approach, in which the node values

and edge weights are updated in an iterative fashion.

3.2.1 Dialogue as Markov Random Field

We model a dialogue as an MRF, in which the nodes represent questions and answers and
the edges encode semantic dependencies. Specifically, in a fully connected MRF model, the

joint probability of all the nodes v is:

p() = exp =X, 0u0)= D), _pbn(o03)) (31)

(2%
where Z is a normalizing constant, ¢,(v;) is the unary potential function, and ¢,(v;, v;) is

the pairwise potential function.

In our task, we want to learn a general potential function for all dialogues. We also want
to maintain soft relations between nodes (i.e., a connectivity between 0 and 1) instead of
just binary relations. Hence we generalize the above form to an MRF with 0 ~ 1 weighed
edges:

p(v|W) = % exp {—Zi W,y (v;) —Zm wijdp(vi, vj)} 52)
= exp (~Tr (W B(v))}, |

where w; and w;; are the weights that compose the edge weight matrix W. Note that we

write ®(v) the potential matrix as a compact form of all the potentials between nodes, where

q)i,i = ¢U<UZ) and (I)i,j = (bp(Ui,Uj).
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3.2.2 Inference with Partial Observation

Next we briefly review EM as a typical approach to do inference with missing data. Suppose
we have observed data @ and unobserved data z, whose joint distribution is parametrized
by 6. The goal is to infer the most likely parameter # and random variable z. The EM

algorithm optimizes the expected log likelihood:

Q(6,0°) = J p(z|x, 6°'4) log p(x, z|6)dz. (3.3)

z

An EM algorithm is an iterative process of two steps: expectation (E-step) and maxi-
mization (M-step). In the E-step, the above expected likelihood is computed. In the M-step,

the parameter 6 is optimized to maximize this objective:

0 = argmax Q(6, 0°'9). (3.4)
0

The EM iteration always increases the observed data likelihood and terminates when a
local minimum is found. However, the expected log likelihood Eq. is often intractable.
In the visual dialogue task, to compute this quantity we need to enumerate all possible
answers to the current question in the entire language space. In practice, we can use an
surrogate objective in the E-step, in which we compute the plug-in approximation [Vaa00]

by a maximum a posteriori (MAP) estimate:
Q(6,0°%) = max p(z|x, 6°'Y) log p(x, z|6). (3.5)

Then in the M-step we update the 6 according to this surrogate objective.

3.2.3 MRF with Partial Observations

In the visual dialogue task, the question & answer history and the current question is given,
hence we know the values for those nodes in the MRF. The task is to find out the missing
value of the current answer node and the underlying sementic structure. Suppose in an

MRF, we observe some nodes in the graph and we do not know the edge weights WW. Denote
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Figure 3.3: A detailed illustration of our model.

the observed nodes as & and the unobserved nodes as z, where v =x U z and x N z = (J.
Here the weight matrix W parametrizes the joint distribution of @ and z, hence it can be
viewed as the 6 in the previous section. To jointly infer W the graph structure (e.g., the
semantic dependencies) and z the missing values (e.g., the queried answer), we run an EM
algorithm:

E-step: We compute z* = argmax, p(z|z, W°9) to obtain Q(6,6°?) in Eq. . This
is achieved by a max-product loopy belief propagation [WEQI]. At every iteration, each
node sends a (different) message to each of its neighbors and receives a message from each
neighbor. After receiving message from neighbors, the belief b(v;) for each node v; is updated

by the max-product update rule:

b(vi) = agu(vi) I_L)jEN(Ui) m;i(vi), (3.6)

where « is a normalizing constant, N'(v;) denotes the neighbor nodes of v;, and mj;(v;) is

the message from v; to v;. The message is given by:
m;;i(vi) = nb?x w;j ¢p(vi7vj)l_[vke./\/'(vj)\vimkj(vj)' (3.7)

where N (v;)\v; indicates the all the neighboring nodes of v; except v;.

M-step: Based on the estimated z* in the E-step, we want to find the edge weights that
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maximizes the objective Eq. (3.5)):

W = argmax Q(W, W°'d)
w
— argmax p(z*|z, W) log p(x, 2*|W) (3.8)
w
= argmax log p(x, 2*|W).
1%

The M-step together with E-step forms a coordinate descent algorithm in the objec-
tive function Q(W, Weld) This algorithm contains two loops: an outer loop of inferring z
and 6 alternatively, and an inner loop of inferring the missing values z by iterative belief

propagation.

Note that in the partial observed case, for the E-step we fix the observed nodes v, € x
and only update the unobserved nodes v, € z. Hence we also only need to compute messages
from observed nodes to unobserved nodes. The message passing and belief update process
iterate until convergence. When the iteration terminates, we obtain an MAP estimate z* for

the missing values, conditioned on the observed nodes & and current estimated edge weights

w.

3.2.4 GNN with Partial Observations

We design a GNN for the visual dialogue task guided by the above formulations. The
network is structured as an MRF, in which the caption and each question/answer pair is
represented as a node embedding, and the semantic relations are represented by edges. The
model contains three different neural modules: message functions, update functions, and

link functions. These modules are called iteratively to emulate the above EM algorithm.

E-step: We perform a neural message passing/belief propagation [GSR17] for an approx-
imate inference of missing values z*. This process emulates the belief propagation in the
E-step. For each node, we use an hidden state/embedding to represent its value. During
belief propagation, the observed variables & and the edge weights W are fixed. The hidden

states of the unobserved nodes are iteratively updated by communicating with other nodes.
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Specially, we use message functions M (-) to summarize messages to nodes coming from other
nodes, and update functions U(-) to update the hidden node states according to the incoming

messages.

At each iteration step s, the update function computes a new hidden state for a node

after receiving incoming messages:

hs, = U(hs ™t ms ), (3.9)

V4 v

where h? is the hidden state/embedding for node v. m? is the summarized incoming message

for node v at s-th iteration. The messages are given by:
s __ . s—1 s—1
ms = Zvje Aoy WM (BT BT, (3.10)

The message passing phase runs for S iterations towards convergence. At the first iteration,

the node hidden states h? are initialized by node features F,.

M-step: Based on the updated hidden states of all the nodes in the E-step, we update
the edge weights W by link functions. A link function L(-) estimates the connectivity w;;

between two nodes v; and v; based on their current hidden states:

3.2.5 Network Architecture

At each round of the dialogue, we aim to answer the query question based on the image,
caption, and the question & answer (QA) history. For dialogue round ¢, we construct ¢+ 1
nodes in which one node represents the caption, ¢ —1 nodes represents the history of ¢t—1
rounds of QAs, and one last node represents the answer to the current query question.
The embedding for each node is initialized by fusing the image feature and the language
embedding of the corresponding sentence(s). As shown in Fig. , for the caption node we
extract the language embedding of the caption, and fuse it with the image feature as an

initialization. For the last node representing the queried answer, we use the corresponding
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question embedding fused with the image feature to initialize the hidden state. For the
rest nodes, the hidden states are initialized by fusing the QA embedding and the image
feature. The fusing of language embeddings and image features are achieved by co-attention
techniques [LYBI6], and more details are introduced in Sec. The goal of our approach

is to infer the hidden state of the queried answer by the emulated EM algorithm.

After initializing the node hidden states with feature embeddings, we start the iterative
inference by first estimating the edge weights. The edge weights are estimated by Eq. (3.11]),

where the link function is given by a dot product between transformed hidden states:
wij = L(hy,, hy;) = {fc(hy,), fe(hy,)) (3.12)

where (-, -) denotes dot product, and fc(-) denotes multiple fully connected layers with Rec-
tified Linear Units (ReLLU) in between the layers.

Using M (h3 ", hi7') = hi ' as the message function, the summarized message from all
neighbor nodes is computes as m; = Zvje N (v:) wijhfjj_l. To stabilize the training of the
update function, we normalize the sum of weights for edges coming into one node to 1
by a softmax function. Then the node hidden state is update by a Gated Recurrent Unit
(GRU) [CMG14]:
hy = U(hs ', ms) = GRU(KS !, m3). (3.13)

Here the GRU is chosen for two reasons. First, Eq. (3.9) has a natural recurrent form. GRU
is one type of Recurrent Neural Networks (RNN) that known to be more computationally
efficient than Long short-term memory (LSTM). Second, Li et al. [LTBI16] has shown that

GRU performs well in GNNs as update functions.

The algorithm stops after several iterations of the outer loop for EM, in which the edge
weights W and the node hidden states h, are updated alternatively. Inside each iteration,
an inner loop is performed to update the node hidden states. The inner loop emulates the
E-step, where a belief propagation is performed. The algorithm is illustrated in Algorithm 2]

For the visual dialogue task, the set of unobserved nodes include only the node that represents
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Algorithm 2 EM for Graph Neural Network

Input: Extracted features F,, for observed nodes v, €

Output: Graph structure W, node embeddings h,,_ for unobserved nodes v, €z
1: /* Initialization */

2: for each observed node v,ex do

3:  Initialize h,, to be F,,

4: end for

5: for each unobserved node v,€z do

6:  Initialize h,_ to be the question embedding

7: end for

8: /* Ezpectation-Mazimization: outer loop */

9: while not converged do
10:  /* M-step */

11:  for each node pair (v;,v;) do

12: wij = L(hy,;, hy;) = {fc(hy,), fc(hy,))
13:  end for
14:  /* E-step: inner loop for message passing */

15:  for step s from 1 to .S do

16: for each v,ez do

17: /* Compute incoming message for v; */
18: My, = Dsen(os) Vel

19: /* Update embedding for unobserved v; */
20: B, = U(hsZ',m3.) = GRU(RS 1, m3)

21: end for
22: end for

23: end while

the current queried answer.

Finally, we regard the hidden state of the last node as the embedding of the queried

95



answer. To choose one answer from the pre-defined options provided by the dataset, we
compute {h,, h,) where h, is the node hidden state from the last node and h, is the language
embedding for an option. A softmax activation function is applied to those dot products,

and a multi-class cross entropy loss is computed to train the GNN.

3.3 Experiments

3.3.1 Performance on VisDial v0.9

Dataset: We first evaluate the proposed approach on VisDial v0.9 [DKGI17|, which was
collected via two Amazon Mechanical Turk (AMT) subjects chatting about an image. The
first person is allowed to see only the image caption, and instructed to ask questions about
the hidden image to better understand the scene. The second worker has access to both
image and caption, and is asked to answer the first person’s questions. Both are encouraged
to talk in a natural manner. Their conversation is ended after 10 rounds of question answer-
ing. VisDial v0.9 contains a total of 1,232,870 dialogue question-answer pairs on MSCOCO
images [LMB14]. It is split into 80K for train, 3K for val and 40K as the test, in a manner
consistent with [DKGI17].

Evaluation Protocol: We follow [DKGI17| to evaluate individual responses at each round
(t=1,2,---,10) in a retrieval setup. Specifically, at test time, every question is coupled with
a list of 100 candidate answer options, which a VisDial model is asked to return a sorting
of the candidate answers. The model is evaluated on standard retrieval metrics [DKGI17]:
Recall@1, Recall@5, Recall@10, Mean Reciprocal Rank (MRR), and Mean Rank of human

response. Lower value for MR and higher values for all the other metrics are desirable.

Data Preparation: To pre-process the data, we first resize each image into 224 x224 reso-
lution, and use the output of the last pooling layer (pool5) of VGG-19 [SZ15] as the image
feature (512x7x7). For the text data, i.e., caption, questions and answers, we convert dig-

its to words, and remove contractions, before tokenizing. The captions, questions, answers
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Methods

MRR 1 R@l 1 R@5 1 R@10 1 Mean |

LF [DKGIT] || 0.5807 43.82 74.68 84.07 5.78

HRE [DKGIT] || 0.5846 44.67 74.50 84.22 5.72

HREA [DKGIT] || 0.5868 44.82 74.81 84.36  5.66

MN [DKGI7] || 0.5965 45.55 76.22 85.37 5.46

SAN-QI [YHGIE] || 0.5764 43.44 7426 83.72 5.88
HieCoAtt-QI [LYBI6] || 0.5788 43.51 74.49 83.96 5.84
AMEM [SLHIT| || 0.6160 47.74 78.04 86.84 4.99
HCIAE-NP-ATT [LKYI1T7] || 0.6222 4848 78.75 87.59 4.81
SF [JLSI8| || 0.6242 4855 78.96 87.75  4.70

SCA [WWS18a] || 0.6398 50.29 80.71 88.81  4.47

Ours || 0.6285 48.95 79.65 88.36 4.57

Table 3.1: Quantitative evaluation of discriminative methods on val split of VisDial v0.9.

longer than 40, 20, 20 words respectively are truncated. All the texts in the experiment
are lowercased. Each word is then turned into a vector representation with a look-up ta-
ble, whose entries are 300-d vectors learned along other parameters during training. Thus
for caption, each question and answer, we have the sequences of word embedding with size
of 40x300, 20x300, and 20x300, respectively. The embedding of the caption, question or
answer, is passed through a two-layered LSTM with 512 hidden states and the output state
is used as our final text embeddings. We use the same LSTM and word embedding matrix

across question, history, caption and options.

Implementation Details: We use 2 layers of fully connected layer in Eq. . The
update function U(-) in Eq. is implemented as a one-layer GRU with 512 hidden
states. We use a single Titan Xp GPU to train the network with a batch size of 32. In the
experiments, we use the Adam optimizer with a base learning rate of le-3 further decreasing

to He-5. The training converges after ~5 epochs.

Quantitative Results: We compare our method with several state-of-the-art discriminative
dialogue models, i.e., LF [DKG17], HRE [DKGI17], HREA [DKGI17], MN [DKGI17], SAN-
QI [YHGI16], HieCoAtt-QI [LYB16], AMEM [SLH17], HCIAE-NP-ATT [LKY17], SF [JLS1§],
and SCA [WWS18a]. Tab. [3.1]summarizes the quantitative results of above competitors and
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Image+Caption Question Human Answer Ours Dialog Sturcture
Ql: Are hot dogs in bun? Al: Yes, there’s only 1 though Al: Yes Canti © Capt
Q2: Are they on plate? A2: No, it’s in cardboard container. A2: No, it’s in cardboard container. aption aption
Q3: Are they steak fries? A3: No, they are shoestring [ries. A3: No, they are shoestring frics. Ql&Al @, QI&AI
Q4: Are they on table? A4: They seem to be. Ad: Ttis on flat surface but table is not visible.
Q5: Is it inside? AS5: It’s hard to say, all T can see is food. ~ A5: It’s hard to say, all I can see is food. \
961 Is hot dog foot long? A6: No, it looks like normal size dog. A6: It’s looking up like it’s confused. Q&A20, || O QA
Q7: Does it look good? A7: Ttlooks delicious. AT: It looks delicious.
Q8: Any ketchup? A8: No, not that I can see. A8: No, not that [ can see. Q&n3 @ \ © QB&A3
Ahot dog covered in mustard and Q9 Any mustard? A9: Yes! Lots of mustard. A9: Yes! Lots of mustard. - .
cheese sits next to French fries. Q10: Any drink? A10: There are no drinks A10: There arc no drinks. e Q4
QI Ts this a large room? Al: Yes, it's very large Al: Yes. Caption @ Caption
Q2: Ts there a couch? A2: Yes, there is. A2: No, only small chairs.
Q3: Are there any people? A3: There are no people. A3: No, there isn’t. Ql&Al \\ Ql&al
Q4: It the couch large? A4: The couch is very large A4: The couch is very large. Q2&A2@\\ '@ Q2&A2
QS: Is there a \m'ndow‘]l AS: Therey is a large window as w.e]] A5: There! is a large window as w.ell. Q3&A3 0.\ e Q3&A3
Q6: Is the couch watch? A6: Tdon’t understand that question. AG6: 1don’tunderstand that question. . .
Q7: Ts the couch white, sorry? AT: Yes, almost everything is white. AT: Yes, almost everything is white. . M
- Q8: s there a _mg:: A8: Thereis a rug. A8: There is a rug. QI&AY @ © QY&A9
A living room with white furniture QY 15 it day time? A9 Yes, it is daytime. A9: T would say yes can’t see out the window.
and a TV surrounded by book. QI10: Is there a TV? A10: There is a flat screen TV A10: There is a flat screen TV. Qo e Q10
QI: Are they in a home or restaurant?  Al: Restaurant, or maybe an event hall. Al: Restaurant, or maybe an event hall Caption @ Caption
Q2: What color table? A2: It has a whitc tablecloth. A2: Ithas a white tablecloth.
Q3: Is it large or small? A3: Only part of the table can be seen. A3: Only part of the table can be seen. Ql&al e Q&AL
Q4: How old do they look? A4: Early to .mld 20s. AL%: l’m.id thirties, 2 late 30's. Q&2 e, © Q2&A2
Q5: Do they look like a couple? AS5: It’spossible but I’m not totally sure. ~ AS: I’m not sure
Q6:  Any other people? A6: Yes, at the table behind them. A6: Yes, at the table behind them. Q3&A3 @ @ Q3&A3
Q7: Any plates? AT Yes. AT: 1don’tsec any.
D) . Q& What color? A8: White. A8 White Q4&Ad Q&AL
A young man and woman Q9: What food? A9: A picee of cake and fruit. A9: Something within bacon. )
sitling at a table. Q10: What kind of cake? A10: Chocolate. A10: Chocolate. Lse 3

Figure 3.4: Qualitative results of our model on VisDial v0.9 [DKGIT].

our model. Our model consistently outperforms most approaches, highlighting the impor-

tance of understanding the dependencies in visual dialogue. Specifically, our RQk (k = 1,

5, 10) is at least 0.4 point higher than SF. Our method only performs slightly worse than

SCA, which adopts adversarial learning techniques.

Qualitative Results: Fig. shows some qualitative results of our model. We summarize

three key observations: (i) We compare our machine selected answer with human answer

and show that our model is capable of selecting meaningful yet different answers compared

with the ground-truth answer. (ii) We present our inferred dialogue structure according to

the edge weight between each pair of nodes. We show that the edge weight is relatively

high when the correlation between the node pairs is strong. (iii) Tab. and Fig. |3.4

illustrate the interpretable and grounded nature of our model. As seen, the suggested model

successfully captures the relations in dialogue and attend to dialogue fragments which are

relevant to current question.
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Methods | MRR 1 R@1 1 R@5 1 R@10 } Mean | NDCG 1

LF [DKGI7| || 0.5542 40.95 72.45 82.83 595  0.4531
HRE [DKGI7] || 0.5416 39.93 70.45 81.50 6.41 0.4546
MN [DKGI7] || 0.5549 40.98 72.30 83.30 592  0.4750
LF-Att [DKGIT7| || 0.5707 42.08 74.82 85.05 5.41 0.4976
MN-Att [DKGIT7| || 0.5690 42.42 74.00 84.35 5.59  0.4958

Ours || 0.6137 47.33 77.98 87.83 4.57 0.5282

Table 3.2: Quantitative evaluation of discriminative methods on test-standard split of Vis-

Dial v1.0.

3.3.2 Performance on VisDial v1.0

Dataset: Then we test our model on the newest version of VisDial dataset [DKG17]: VisDial
v1.0, which is collected in a similar way of VisDial v0.9. For VisDial v1.0, all the VisDial
v0.9 (i.e., 1,232,870 dialogue question-answer pairs on MSCOCO images [LMB14]) is used
for train, extra 20,640 and 8,000 dialogue question-answer pairs are used for val and test,

respectively.

Evaluation Protocol: In addition to the five evaluation metrics (i.e., Recall@1, Recall@5,
Recall@10, MRR, and Mean Rank of human response) used in VisDial v0.9, an extra metric,
Normalized Discounted Cumulative Gain (NDCG), is involved for a more comprehensive

quantitative performance study. Higher value for NDCG is better.

Quantitative Results: Five discriminative dialogue models (i.e., LF [DKG17], HRE [DKGI17],
MN [DKG17], LF-Att [DKGI7], MN-Att [DKGI17]) were included in our experiments. Tab.[3.2]
presents the overall quantitative comparison results. As seen, the suggested model consis-

tently gaining promising results.
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Methods || MRR 1 R@1 1 R@5 1 R@10 1 Mean |

SF-QI [JLS18] || 0.3021 17.38 42.32 57.16 14.03
SF-QIH [JLS1§| || 0.4060 26.76 55.17 70.39  9.32

0.3977 25.69 54.52 70.33  9.38
0.4025 26.08 55.30 70.83 9.24

Ours (w/o iter)
)

Ours (const. graph

Ours (full, 3 iter) || 0.4126 27.15 56.47 71.97 8.86

Table 3.3: Quantitative evaluation on VisDial-Q dataset with VisDial-Q evaluation protocol.

3.3.3 Performance on VisDial-Q Dataset [DKG17, [JLS18]

Dataset: VisDial Dataset [DKGI17] provides a solid foundation for assessing the perfor-
mance of a visual dialogue system answering questions. To test the questioner side of visual
dialogue, Jain et al. [JLS18] further propose a VisDial-Q dataset, which is built upon VisDial
v0.9 [DKGI7]. The dataset splitting is the same as VisDial v0.9.

Evaluation Protocol: VisDial-QQ dataset is companied with a retrieval based ‘VisDial-
Q evaluation protocol’, analogous to the ‘VisDial evaluation protocol’ in VisDial dataset
detailed before. A visual dialogue system is required to choose one out of 100 next questions
for a given question-answer pair. Similar methodology in [DKGI7] is adopted to collect the
100 follow-up question candidates. Therefore, the metrics described in Sec. Recall@Qf,

MRR, and Mean Rank, are also used for quantitative evaluation.

Data Preparation: We use the same text embedding techniques as we used for Sec. [3.3.1]
Different from VisDial task, the first round of QA pair is given to predict next round of
question. Thus the maximum round of dialogue in the VisDial-QQ task is set as 9. Similar
as we illustrate in Sec. [3.2.5] we construct ¢+ 1 node with caption and previous history as
the first t nodes and the expected question as the last node. We initialize our question node
with language embedding of the caption and set the language embedding of corresponding

sentence as the embedding of the rest of nodes.
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Quantitative Results: We follow the same protocol described in [JLS18] to evaluate our
model. Tab. shows the quantitative results for comparative methods and our ablative
model variants. The ablative models include i) our model with constant graph (all edge
weights are 1), and ii) our model without the EM iterations. Our full model with 3 EM
iterations outperforms the comparative method in all evaluation metrics. Particularly, we
can see that our model with constant graph has a similar performance to the comparative
method. This shows the effectiveness of our EM-based inference process. Experiment results
on this dataset also shows the generality of our approach: it can infer the underlying dialogue

structure and reason accordingly about unobserved nodes (next question or current answer).

3.3.4 Diagnostic Experiments

To assess the effect of some essential component of our model, we implement and test sev-
eral variants: (i) constant graph that fixes edge weight between each pair of nodes to be 1;
(ii) graph without EM iteration; and (iii) graph with n EM iterations. Tab. shows the
quantitative evaluations of these model variants on VisDial v0.9 [DKGI17]. We summarize
our observations here: (a) model without EM iterations performs the worst among all vari-
ants. This shows the importance of iteratively updating the node embeddings. (b) In our
experiments, message passing with 3 iterations shows the best performance of our proposed
model. (c) model using constant graph (3 iterations) performs better than worse than the
model without EM iterations, since it allows iterative updates of node embeddings. However,
it is outperformed by other iterative models with a dynamic structure, since all incoming
messages are treated equally. This shows the importance of edge weights: they filter out

misleading messages while allowing information flow.

61



Methods || MRR 1 R@1 1 R@5 1 R@10 1 Mean |

Ours (3 iter). | 0.6285 48.95 79.65 88.36 4.57

const. graph. || 0.6197 4791 7899  87.77 4.74
w/o iter. || 0.6162 46.73 78.41  87.26 4.84

2 ater. || 0.6213 48.18 78.97  87.81 4.75

4 iter. || 0.6237 4841 79.20 87.95 4.68

Table 3.4: Ablation study of the key components of our methods on VisDial v0.9 dataset.

3.4 Conclusion

In this paper, we develop a novel model for the visual dialogue task. The backbone of
this model is a GNN, in which each node represents a dialogue entity and the edge weights
represent the semantic dependencies between nodes. An EM-style inference algorithm is
proposed for this GNN to estimate the latent relations between nodes and the missing values
of unobserved nodes. Experiments are performed on the VisDial and VisDial-QQ dataset.
Results show that our method is able to find and utilize underlying dialogue structures
for dialogue inference in both tasks, demonstrating the generality and effectiveness of our

method.
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Part I11

Communication with Theory of Minds
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CHAPTER 4

GRICE: A Grammar-based Dataset for Recovering

Implicature and Conversational rEasoning

4.1 Introduction

“When a diplomat says yes, he means ‘perhaps’; when he says perhaps, he means
‘no’; when he says no, he is not a diplomat.” —Voltaire, quoted in Spanish

in Escandell [Esc96] [KP20]

Voltaire’s above quote is an epitome of a crucial aspect of conversation; the meaning of
the very same word or token varies according to its context and goes beyond what we literally
say, which is the central character of the field of pragmatics. Such a high-level comprehension
of utterance is more than traditional semantics and logic; it is often believed to involve the
construction of the speaker’s intents, beliefs, and social institutes [Gri75, [KP20]. For instance
(see Fig. , when asked “did you see the apples?”, one would not merely say “yes” or “no”;
instead, one should provide an answer that is cooperative, truthful, informative, relevant,
and perspicuous [Dav16] based on the inferred speaker’s intent and belief. Consequently, in
the above example, a person would instead answer the actual location without mentioning
any positive or negative words. Such a teleological account echoes Grice’s core insight that
“language use is a form of rational action; hence, technical tools for reasoning about rational

action should elucidate linguistic phenomena” [GE16].

In stark contrast, such a goal-directed perspective of conversational reasoning has been
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Alice: Did see the apples?

Bob: There is a basket in the dining room.
(The apples are in the dining room.)
Alice: How many?

Bob: There are at least two.

(I am not sure how many apples are there.)
Alice: Did put them there?

Bob: | was in the kitchen.

(I didn’t put the apples in the dining room.)
Alice: Are all the oranges there?

Bob: Some are there.

(Not all the oranges are in the kitchen.)
Alice: What about the pears?

Bob: They are in the living room.

(The pears are not in the kitchen.)

Figure 4.1: An example of the conversation in the proposed GRICE dataset. Each round
of dialogue includes a question, an answer that may contain implicature, and a recovered
statement that converts the implicature to explicature. Different colors highlight coreference

flows.

largely ignored in the modern literature of Natural Language Processing (NLP) (but see
[DR95, NBGI8] as exceptions). The recent development of open-ended dialogue systems
has a clear trend that adopts state-of-the-art deep learning or deep reinforcement learning
methods, fueled by hardware accelerations and massive sets of labeled data. However, the
inspiring progress was recently challenged by researchers [SHLIS8, YCCI§|; there remain
valid concerns that systems are simply imitating human responses by regressing a large

amount of training data without truly understanding it. Although we see an emerging field
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of conversational reasoning (e.g., [MSKI9, [CWL20]), existing work fails to account for the
pragmatics perspective within conversations: human speakers usually do not speak their

thoughts or intentions directly; it has to be inferred from the conversational context.

To fill the gap between the current open-dialogue systems and the future humanlike
dialogue systems, we design a new open-dialogue dataset generation protocol, which we
refer as Grammar-based dataset for Recovering Implicature and Conversational rEasoning
(GRICE), in homage to H. P. Grice for his influential theory in explaining and predicting

conversational implicatures [Gri75]. Specifically, our design follows four principles.

First, we design the GRICE dataset with a focus of conversational implicature [Gri75],
“one of the single most important ideas of pragmatics” [Lev85]. Naturally, the ability to
successfully perform implicature recovery in conversation [Bor09] would be a suitable
indicator of a system’s performance; we adopt it as part of our evaluation protocols. To
recover conversational implicature into explicit ones with only information and context in
the dialogue, an ideal model should reason about the dialogue context and the relations

among dialogue entities.

Second, we emphasize the comprehension of the conversational context and adopt the
conversational reasoning as part of the evaluation protocols. Again, we take the con-
versation in Fig. as the example: When the speaker says “I was in the kitchen,” what
she really means is that she was not in the dining room and therefore could not put the
apples there. The same response would have the opposite meaning when the question be-
comes “Were you in the kitchen?”. Such a swift switch according to its dialogue context is
a quintessential demonstration that human communication is a context-dependent endeavor
[Fet17] and a dynamic construct, which relates communicators and the language that they

use in a dialectical manner [Bat00].

Third, we build the GRICE dataset by incorporating five different types of implicature;
see details in Sec. [£.4] To resolve these types of implicature, the algorithm ought to make

a proper prediction or inference of intents and beliefs by representing and reasoning about
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triadic relations [Sax00]: the speaker’s belief, the addressee’s belief, and what they have or

communicate in common.

Fourth, in comparison to pioneering work Facebook bAbi [WBCI15| and its follow-up
work ToM [NBGI§| that evaluate different aspects of reasoning with a set of toy tasks, the
proposed GRICE dataset does not sacrifice crucial characteristics of modern open-dialogue
systems. On the contrary, by integrating pragmatics and implicature in conversation, we

hope to shed light on some challenging issues in open-ended dialogue:

e Coreference resolution [CZCI17, [KMP18b| refers to finding all expressions that refer to the
same entity in the conversation. The significance of resolving coreference becomes even
more profound in conversations with implicature; Fig. [4.1) gives an example and highlights
the coreference flows in different colors.

e Commonsense reasoning [SRCI19| [THL19,[SCH17] received an increasing attention in NLP.
Notably, the Winograd [LDM12] and WinoGrande [SBB20] challenges have been proposed
to examine commonsense reasoning. For conversations with implicature, commonsense
reasoning reflects a crucial concept of relevance. For instance, to understand the conver-
sation “A: I am out of petrol. B: There is a garage around the corner.”, one needs to have
the commonsense about “a garage could store petrol” to resolve implicature.

e Logic-based methods were once thought to be the “ideal language” approach to the se-
mantics of human language [Rus03|, but were later challenged by [With3, [Wit69] and
[Gri75]. However, this disagreement should not prohibit the central role of logical forms
in reasoning tasks. In fact, it would be interesting to investigate if the modern end-to-end

trainable methods could benefit from logical forms in conversational reasoning.

The remainder of this paper is organized as follows: We review related work on dialogue
dataset, implicature, and conversational reasoning in Sec. [£.2] In Sec. [£.3] two tasks are
defined for evaluations. We present detailed design, generation, and analysis of the GRICE
dataset in Sec.[4.4] By introducing two evaluation protocols, we provide the performance of

baseline models with discussions of results and future directions in Sec. [4.5
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Table 4.1: Comparing GRICE with existing conversational datasets.

Dataset Task Context Source Domain

Ubuntu [LPS15] Next Utterances Prediction Dialogue  Ubuntu Chat logs
PERSONA-CHAT [ZDUIS8| Next Utterances Prediction Dialogue  Persona

Douban [WWXI17]| Next Utterances Prediction Dialogue  Open Domain

MuTual [CWL20] Next Utterances Prediction Dialogue  Listening Comprehension

DREAM [SYC19] Question Answering Dialogue  English Language Exams

CoQA [RCM19] Conversational QA Paragraph Literature

GRICE (ours) Implicature  recovery & Dialogue  Open Domain with impli-
Question Answering cature

4.2 Related Work

Dialogue Datasets Dialogue datasets have been focusing on predicting the next most-
likely response by imitating the teacher’s responses (human corpus) [LPS15], [ZDUI18, WWS18b].
However, as pointed out by [CWL2()], prior datasets and associated methods lack proper ex-
plicit reasoning modules; it later becomes evident that such reasoning modules serve as the
scaffold in building a humanlike conversational agent. Note that a model’s reasoning ca-
pability is minimal if it simply converts various reasoning challenges into a categorization
problem when predicting the utterances; it still tends to choose the most frequent answer

given the training set, without truly making sense of the context and underlying meaning.

To the best of our knowledge, the proposed GRICE dataset is the first open-dialogue
dataset that explicitly integrates implicature; see a detailed comparison in Tab. [£.1] We
hope our design would encourage or necessitate future models to make explicit reasoning
on conversational contexts, commonsense, and agent’s intents and beliefs. The most similar
dataset in terms of the format is DREAM by [SYC19], a conversational dataset with a
question-answering (QA) task. However, the design of this dataset does not require much

reasoning; answers can be directly extracted. The most similar dataset in terms of the task
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is CoQA by [RCM19], which considers pragmatics and QAs over literature paragraphs; the

proposed GRICE dataset differs by reasoning over the dialogue context between two agents.

Implicature Implicature has been extensively studied in the field of linguistics and phi-
losophy since the inception of pragmatics; Grice’s four maxims [Gri75]—quality, quantity,
relevance, and manner—founded the principles of the interpretation of conversation impli-
cature. Two neo-Gricean typologies of conversational implicature include [HW04]’s Q- and
R-implicature and [Lev85|’s Q-, I-, and M-implicature. The relevance theory developed
by [SWS86| offers an alternative account than Gricean and neo-Gricean theory. In general,
although these doctrines provide crucial insights into the field, they focus more on philosoph-
ical debates over toy examples, without proposing computational solutions or validating the

ideas on large-scale natural language datasets.

Recently, a few computational models have been proposed (e.g., [FGI12,[GS13]); however,
these models assume the space of utterance and possible semantic meanings are finite or
given, so that models only need to pick up one over others based on the shared context.
Other models focus on more specific tasks; for instance, recovering the direct meaning from
the indirect answer using scalar adjectives [MMP10l, [DB13], conducting analysis on the ironic

implicature behind simile [VHI0].

By generating paired sentences in a semi-automatic fashion with human annotations,
[JWB20] recently devise a dataset with a focus on scalar implicature [Hir85]. In comparison,
the proposed GRICE dataset has a much more natural setup and broader scope by combining
the multi-round open-dialogue with conversational implicature. Additionally, leveraging
a grammar representation for fine-grained control, the GRICE dataset is generated in a
fully automated fashion without human annotations. We hope such a design could boost

researchers in implicature, pragmatics, and conversational reasoning at a large scale.
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Conversational Reasoning In the past four years, we have witnessed an increasing in-
terest in conversational reasoning in various contexts. OpenDialKG [MSKI9| incorporates
external knowledge graphs to the dialogue context to provide extra entities as responses. Vi-
sual Dialog [WWS18b, [ZWQ19, DKGI7] takes images as external multi-modalities to jointly
reason with dialogue context to generate visually grounded responses. MuTual [CWTL20]
modifies English reading comprehension to select the next best response by machine reason-
ing.

However, prior efforts have ignored the fact that humans commonly do not directly speak
out answers. The proposed GRICE dataset is a complement of prior conversational reasoning
tasks; it focuses on implicature with conversational reasoning, which does not reject multi-

modalities as they could be a source of commonsense knowledge.

4.3 Task Definition

To evaluate how well a model “understands” the dialogue presented in the proposed GRICE
dataset, we devise two tasks: the implicature recovery task and the conversational reasoning
task, wherein the latter task depends on the successful completion of the former task. Below,

we introduce the setup and evaluation protocol of each task.

Task 1: Implicature Recovery Formally, an n-round dialogue occurred between two
agents is represented by a sequence of QA-pairs {(Q1, A1), (Q2, A2), ..., (Qn, Ay)}, where Q;
is the question raised by the first agent, A; is the response provided by the second agent,
which may contain an implicature. To complete this task, a model is asked to identify if A;
is a statement containing implicature, and if this is true, to resolve the implicature to its

explicit form, i.e., to perform implicature recovery.

The implicature recovery is evaluated in the form of multiple choices: For each utterance,

the ground-truth condition (with implicature) and its explicit form are given when generating
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Alice:  Where are the oranges?

Bob: They may be in the kitchen or the patio.

Alice: What about the apples?

Bob: Jack put them in the kitchen and went

to the bedroom.

(A) Jack went to the bedroom and then
put the apples in the kitchen.

(B) Jack put the apples in the
kitchen and then went to the bed-
room.

(C) Jack went to the bedroom and then

put the oranges in the kitchen.

(D) The apples are in the bedroom.

Qq:
Ay
Qo
Ay:
Qs:
Az:

Where are the apples?
Kitchen

‘Who moved the apples?
Jack

Does Bob know where the oranges are?

No

(c)
evaluated by QAs.

(a) A sample dialogue with two (b) Implicature recovery eval- Conversational reasoning

rounds. uated with multiple choices.

Figure 4.2: Examples of two tasks defined in GRICE dataset. (a) Given a multi-round open-
dialogue, an algorithm is asked to perform (b) implicature recovery and (c¢) conversational

reasoning in the form of QAs.

Alice: Where are the apples?
Bob: There is a basket in the kitchen.

Alice: What about the oranges?
Bob: Jack put them in the living room.

And Or ‘ Time
© © O - >
Conversational L ee=mTT
Context et
peion QT Locaion D) Locaion S
Subtopic
Questi A Questi A Questi A Questi A
Utterance Type T;Sl’l:“/ ;l;::r’,’ li;spl:“ O }lys::ro “T?pleon ;;:fr li;spl:“ '[rl;::r
@ Qe Qui® @ @ -0 © ®@-® O @@
Speech Template
® ) -00 - 000 0000 © 0000 0 0000
Named Entity Choice:

Bob didn't put the apples in the kitchen.
Bob was in the kitchen.

The apples are in the kitchen.

The apples are in the living room.

X

O

; i o

Alice: Did you put the apples in the kitchen? Bob: I was in the living) room. O

Figure 4.3: The graphical illustration of the grammar production rules for the GRICE dataset.

the dialogue; the explicit form, which not only recovers the implicature but also resolves
coreferences in the utterance, serves as the correct answer in the multiple choices. We then

sample three possible answers from the candidate pools, given a set of manually defined

speech templates (see details in Sec. 1.4). Figs. [4.24] and [4.2D] show an example: The last
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utterance by Bob implicates (by the word “then”) the temporal order between “put them in

7

the kitchen” and “went to the living room.” Thus, the correct implicature recovery should

resolve “them” as “the apples” and recover the correct temporal order.

Two strategies developed by existing work could be adopted to address this task. One
strategy is to train a model that directly chooses an answer from the candidate answers.
Another more challenging strategy is to train a generator that chooses the answer by com-
puting the log-likelihood scores and ranking the candidate answers as done in [DKGI1T].
To quantitatively evaluate the performance, we use the standard response selection metrics

[LPS15, WWXI17, [CWL20]: Top 1 Recall (R@Q1) and Mean Reciprocal Rank (MRR) [V0099].

Task 2: Conversational Reasoning To evaluate the open-ended conversational reason-
ing, we follow the protocols specified in [WBC15] and [NBGI§| with comprehensive QAs.
For each dialogue, we generate questions by randomly sampling the conversational contexts

(see details in Sec. , and each question could be answered by a single word; see some
examples in Fig. [4.2d

4.4 Creating the Grice Dataset

Representation We adopt a structural grammar model—Temporal And-Or Graph (T-
AOG) [QJZ20| TPZ13]—to represent the dialogue context due to its expressiveness of hier-
archical dialogue structure and temporal-dependent dialogue flow. We represent one turn of
the dialogue as an AOG [BHW79, BHWSI], [Pea84) [ZMOT7] that has a hierarchy of five levels:
conversational context, subtopic, utterance type, speech template, and named entity. These

AOGs are connected w.r.t. temporal constraints in order to assemble the T-AOG.

Formally, an AOG (i.e., each turn of the dialogue) has two sets of non-terminal vertex: (i)
a set of And-nodes, wherein each node represents the decomposition of a larger concept (e.g.,

subtopics) into smaller components (e.g., utterance types), and (ii) a set of Or-nodes, wherein
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each node branches to an alternative decomposition (e.g., a conversational context could
have different types of subtopics), enabling the model to reconfigure the overall dialogue.
An instance of AOG can be sampled by selecting a child node for each of the Or-nodes,

resulting in a parse graph.

Fig. illustrates an example of AOG. Specifically, the root node of one dialogue turn is
an Or-node, representing the current conversational context. Represented by an And-node,
each child node of the root note denotes a subtopic of the current dialogue turn. The subtopic
is composed of a set of utterance types, further decomposed into speech templates filled by
named entities. Instantiating an AOG by selecting Or-nodes would produce a complete

utterance of a dialogue turn and pose constraints on the next dialogue turn.

Conversational Context We follow [WBCIH| to represent dialogue context by a sim-
ulated world with various dialogue entities: objects, locations, and agents. We randomly
initialize a world for each dialogue snippet by (i) positioning objects in locations with a
random scalar (one, two, ...), (ii) randomly setting a location for each agent as the “previous
agent location,” and (iii) for each (object) in {location), randomly selecting an {agent) in

{location) to denote that “(agent) put the (object) in the {location)y.”

Subtopic In this dataset, we focus on four different subtopics: agent_location, agent_action,
object_location and object_scale; see examples in Tab.[4.2] Specifically, agent_location queries
the location of some {(agent). The example in Tab. implicates that “Jack was in the
kitchen.” Similarly, object_location queries the location of some (object). Agent_action
queries the previous action taken by some {agent) on some {object). Typically, the ac-
tion can be identified as an {(agent) put {object) in the {location). Object_scale queries the
quantity of some {object). In particular, an algorithm should also be able to reason about the
strength among the quantifying phrases, such as at least, some, and all. a typical example

shown in Tab. implicates that “Bob does not know if all the apples are in the kitchen.”

73



Subtopic Example

agent_location  Alice: Where was Jack?

Bob: I saw him in the kitchen.
Train Dev

agent_action Alice: Did you put the apples
Explicit Answer  27.3 29.6
in the kitchen?
Implicature 72.7 70.4
Bob: I was in the bedroom.
Relevance 9.9 93

object_location Alice: Where can I find the ap- Strenethen; 295 999
rengthening . .

ples?

Limiting 6.3 6.4
Bob: They are in the kitchen, Tenorance 935 212
if not the living room. Close-But 105 108

object _scale Alice: Are all the apples in the

Kitchen? Table 4.3: Distribution of implicature
itchen?

t .
Bob: At least four are there. ypes (%)

Table 4.2: Categories and examples of dif-

ferent subtopics in GRICE dataset.

Utterance Type Utterance type concerns how to generate a QA-pair correctly. For ques-
tions, query types of each subtopic are manually defined. For example, the question regard-
ing agent_location can be categorized into yes/no question (“were you in the kitchen?”) or
where question (“where were you?”). For answers, we focus on five different types of impli-
cature [Hual7, [HWO04, Dav16]: relevance, strengthening, limiting, ignorance, and close-but;

see Supplementary Material for detailed definitions and examples.

Diversity We follow [WBC15| to use a simple automated grammar to makes the conversa-
tion more natural and diverse: We assign a set of synonyms for each verb; e.g., we randomly

replace (i) put with left, dropped, or placed, and (ii) went with travelled, journeyed, or walked.

Since coreference is a crucial feature in the conversational context in GRICE dataset, we
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track agents, objects, and locations mentioned in previous conversations and replace them

with deixis in the following conversational context.

Additionally, we build a set of follow-up questions for each type of dialogue actions to
challenge the model’s ability in reasoning about the omission in utterances. Take Fig. as
an example; the question “What about the apples?” should be interpreted or recovered as

“Where are the apples?” during the reasoning procedure.

Conversation:
Examples of generated candidate an-
Alice: Where are the oranges?
Swers:
Bob: Jack said he saw some in the
1. Bob put the oranges in the kitchen
kitchen.
and then went to the bedroom.
Alice: Did he put them there?
2. Jack was in the bedroom.
Bob: He put them there and went to the
3. The oranges are in the bedroom.
bedroom.
4. Jack went to the bedroom and then
(Jack put the oranges in the kitchen
put the oranges in the kitchen.

and then went to the bedroom.)

Figure 4.4: The candidate answers for the implicature recovery task are generated following
four different strategies: 1. Statements that are similar to the ground-truth condition but
with wrong coreferenced entities. 2. Random sampled true condition but with irrelevant
facts. 3. Random sampled wrong facts from the conversational context. 4. Manually

created statements that are close to the true condition but are in fact wrong.

Candidate Answer Generation To generate candidate answers for each round of dia-
logue for the implicature recovery task, we define four different strategies tailored to produce
challenging candidates. Among all four candidate answers, besides the ground-truth condi-
tion in its explicit form, the other three candidate answers are randomly sampled from the

candidate pool, composed by applying the following strategies; see Fig. for examples of
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each strategy:

1. Statements that are similar to the ground-truth condition but with wrong coreferenced
entities.

2. Randomly sampled true condition but with irrelevant facts.

3. Randomly sampled wrong facts from the current conversational context.

4. Manually created statements that are close to the true condition but are in fact wrong.

Questions We follow [WBC15|] to generate questions about the dialogue context. After
sampling the dialogue turns and finalizing the dialogue context, we query current dialogue
states in terms of agent locations, agent actions, object locations, and object scales. Inspired
by [NBG18], we further add the belief query (e.g., “does Bob know where the oranges are?”)

to test the model’s capability of belief reasoning. See Fig. for examples.

4.5 Experiments

We randomly sample 6,000 dialogues as the train set and additional 4,000 dialogues as the
dev set to evaluate baseline models; each dialogue contains 10 dialogue turns and 3 questions.
Detailed distributions of implicature types are listed in Tab. For the test set, we sample
1,000 dialogues in each implicature category, resulting in a total of 5,000 dialogues. Each
test dialogue contains 3-5 dialogue turns and one question on implicature. All data is clean

and noiseless.

Setup We model both tasks as a query over the conversational context. Specifically, for
the implicature recovery task, we define h, = (Q, A;) as the queried sequence and the
Hy = {(Q1,A1),...,(Qi_1,A;_1)} as the past dialogue context. Then the task is to predict
the explicit form FE; = f(hy, H;). For the conversational reasoning task, we treat the entire

history as the input context and the question as the query sequence. The task is then modeled
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as a Sequence-to-Vector framework that maps the query with its context to the vocabulary
space. We implement all the models in PyTorch and trained using ADAM [KB15] with a

learning rate of 0.001 for 40 epochs.

4.5.1 Baseline Models

We evaluate 5 representative baseline models for both tasks on the GRICE dataset. The
baseline models are chosen on the basis of performing well on synthetic language datasets
(e.g. Facebook bAbi) or similar tasks and easy adoption to perform conversational reasoning
tasks. We additionally test the performance of transformer-based language models that are

claimed to have strong reasoning capabilities.

LSTM We start with a simple dual LSTM model: one LSTM to encode the history context
as a long context sequence, and another LSTM to encode the queried sequence. A simple

MLP fuses two encoded vectors to predict answers.

Recurrent Entity Network (EntNet) EntNet [HWSI16] is an RNN-based memory-
augmented architecture, capable of capturing the sequential nature and learning relevant
entities with their properties by gated recurrent units and weight matrices. Our implemen-

tation is based on its official open-sourced codd]

Relation Network (RelNet) [SRBI17] propose a neural model for relational reasoning.
The algorithm considers each pair of sentences together with the question as inputs. Our

implementation is based on its official open-sourced codd?}

"https://github.com/jimfleming/recurrent-entity-networks

Zhttps://github.com/siddk/relation-network

7


 https://github.com/jimfleming/recurrent-entity-networks
https://github.com/siddk/relation-network

Memory Network (MemNN) We follow [WCB14] to build a memory network?| that
takes each round of history context as a supporting fact and stores it in the memory bank;
the algorithm is expected to learn to refer the memory when predicting answers. Specifically,
we use an LSTM to encode each round of history and compute the association matrix between
the queried sequence and the memory bank. We apply a softmax to the association matrix
to get attended weight of the dialogue history. Finally, we compute the attended dialogue
history embedding and combine it with the queried embedding using a simple MLP to predict

alnswers.

Transformer-based Language Model Fine-tuning transformer-based language models
(e.g., GPT [RNS18] and BERT [DCLI8]) has shown superior performance on conversational
reasoning tasks [SYC19]. We use BERT-base-uncased |Z_r] as our pre-trained model and apply
it to the conversational reasoning task by adding a single linear layer to generate answers

from the target vocabulary set.

Human Performance We randomly selected 100 dialogues and assigned them to 40 hu-
man subjects in a between-subject design; 20 subjects for the implicature recovery tasks,

and another 20 subjects for the conversational reasoning task.

4.5.2 FEvaluation and Results

Implicature Recovery We start by evaluating the performance of the baseline models
on the implicature recovery task. As discussed in Sec. 4.3 we evaluate under two different
settings to predict the implicature recovery results: the discriminative setting and the gener-
ative setting (marked by “-Gen”). For the discriminative setting, we take the encoder output

and compute the similarity score with each candidate answer to predict the final choice. For

3https://github.com/facebook/MemNN

“https://github.com/huggingface/transformers
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Dev Test Model Dev Test = ;Z

Model ~ R@1 MRR R@l MRR B— e

LSTM 8192 09046 83.54 0.9145 — 791 5317 B

EntNet  89.07 09445 91.15 0.9523 RelNet 6302 65.50 2

RelNet  93.02 09623 95.33 09602  \femNN 6166 67.32 "
MemNN  96.76 0.9833 97.29 0.9862 BERT 6721 7106 relevance  suengihening lmiing - fonerance - closerbut
LSTM-Gen 6228 0.7763 65.02 0.7784 MemNNw/inf 0924 7312 Figure 4.5: Performance com-

MemNN-Gen  86.29 0.9305 88.79 0.9418 Human 9350 97.50

Human  99.00 - 9850 - parison between MemNN and
Table 4.5:  Perfor- ith additional inference mod-

Table 4.4: Performance on im-

‘ mance on - conversa-  yle (MemNN w/ inf) that explic-
plicature recovery task.

tional reasoning task.  it]y recovers the implicature.

the generative setting, we train the encoder-decoder framework using the teacher-forcing
algorithm by minimizing the negative log-likelihood between the generated answers and the
ground-truths. Overall, the generative setting is more challenging than the discriminative

one; see Tab. [4.4] for results on dev and test sets.

Conversational Reasoning We follow [WBCT5|] and [NBGI18] on performance evaluation
of the conversational reasoning task, measured by the accuracy score in the vocabulary space;

see Tab. [L.5 for the results of all the baseline models on the dev and test sets.

Analysis Comparing human performance and the model performance in Tabs. and [4.5]
we see a consistent and competent performance in human subjects, whereas the model per-
formance of the conversational reasoning task drops significantly even after a relatively good
performance on the implicature recovery task. This contrast indicates that the models that
perform well on the implicature recovery task may not really “understand” the conversational

context to be used in the following conversational reasoning task.

To further test this hypothesis, for the implicature recovery task, we additionally pre-

train an inference encoder that predicts the explicit /recovered answer under the generative
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settings (MemNN w/ inf), given the previous dialogue history. This additional inference
model is further appended into the basic model and fused to predict the final answer. Such
a setting would be a reasonable test to see how well a model could perform if they explicitly
incorporate the recovered implicature from the implicature recovery task to solve the later
conversational reasoning task. As shown in both Tab. and Fig. [1.5] we observe that the
conversational reasoning performance improves an average 5% with this additional inference
module; for certain implicature types, it boosts the performance for more than 25%. Note
that it even outperforms the previous state-of-the-art model that fine-tunes the pre-trained
Bert model, indicating the significance of incorporating an explicit module of implicature

recovery for pragmatic reasoning in conversation.

General Discussions Taken together, the results show that the existing models do exhibit
a certain level of reasoning capability, though weak. Furthermore, the performance gap
between the implicature recovery task and conversational reasoning task leaves us many
mysteries. Humans seem to be reasonably consistent in solving both tasks, whereas current
models are not. One possible explanation is that the computational model is able to fit the
relatively confined space of the implicature recovery task based on the training data, but
fails to incorporate such knowledge for the more open-ended conversational reasoning task.
This possible explanation is further backed up by the above experiment with an additional

inference module. All these observations call for future research for investigations.

Although the proposed GRICE dataset incorporates the triadic relations among agents
and additional challenges (coreference, commonsense, etc.) existing in modern dialogue sys-
tems, it is difficult to directly evaluate these aspects on an open-ended dialogue system,
especially with implicature. One may use an indirect metric: Whether the system perfor-
mance would improve after integrating such modules. Moving forward, we call for future
research to design more direct evaluation metrics in addition to the present implicature

recovery and conversational reasoning tasks.
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More importantly, how could we properly leverage the knowledge extracted during the
implicature recovery task for the following conversational reasoning task? [Lev95] argues
that human conversation depends on intention-ascription, where inferences must be made
way beyond the data, therefore forming an abductive process. A possible and promising
future direction would be using a neural-symbolic solver, capable of handling noisy inputs

using neural-network modules and reasoning about the answers in a logic-like style.
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CHAPTER 5

Generating Explanations with Human Utility

5.1 Overview and Background

5.1.1 Background and Motivation

Background In the past decade, we have witnessed the growth of machine’s learning
capability to handle noisy real-world inputs with impressive performance, fueled by large
datasets. Meanwhile, the community has realized the necessity of machine interpretabil-
ity [Z2Z18| [ZWZ18] for safety-critical applications. Intrinsically, most of the existing models
are not designed to simultaneously maximize the performance and explainability [GAT19],
hence resulting in a need for a trade-off between the performance and explainability. This
trade-off often leads to a debate between the black-box models vs the white-box models:
Models with high performance usually lack explainability, whereas models with relatively

high explainability often perform poorly in real-world scenarios.

Recent trends in neural-symbolic approaches [YWGIS, MGKI8|, LHH20, PMS16] refute
the above need for the trade-off; a hybrid model could possess high performance in complex
reasoning task while maintaining relatively high interpretability. Significantly, a robot sys-
tem [EGL19] has recently demonstrated the efficacy of such an approach using a large-scale,
between-subject study. The finding echoes the above conclusion: Forms of explanation that
are best suited to foster trust do not necessarily correspond to the model components con-
tributing to the best task performance; by integrating model components to enhance both

task execution and human trust, a machine system could achieve both high task performance
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and high human trust. Crucially, it also shows that the means of delivering explanations
matters: Providing high-level semantics meaning is not sufficient to boost human trust; such
explanations should not decouple from the participants’ observations of the robot’s task

execution.

Motivation Despite the above progress, existing systems demonstrating specific levels of
explanations are still rudimentary in terms of the forms of explanations. Existing systems
mostly emphasize hierarchical decompositions (either spatial or temporal) of the systems’
inner decision-making process, either by visualizing the saliency/attention maps of deep
neural network’s layers [ZWZ18, [ZZ18, [AWZ20, [ZWW20], or by tracing top-down/bottom-
up process of the graph/tree structures [LZS18, [EGL19, [EQZ19, [EMQ20, [ZRH20, [ZZZ20].
Thus, the explanations and interpretability are primarily machine-centric; the process only
unfolds the model for a human user to probe or inspect. Critically, human users’ active
interactions or inputs with the systems rarely change the behavior of the machine’s decision-
making process, and the machine’s responses are primarily based on pre-computed and
stored information. We call this the passive machine—active human paradigm, wherein an
active human user may query the state of the machine to passively acquire the explainable

information.

We argue that human-machine teaming should follow a different and more user-friendly
paradigm, which we call the active machine—active human [QLZ20] paradigm. In such a
new paradigm, the machine would adopt the human user’s input and change its behavior in
real-time so that the system and the human user would cooperatively achieve a common task.
Hence, such a cooperation-oriented human-machine teaming would require the machine to
possess a certain level of ToM: A machine would behave like a human agent to actively infer
the human user’s belief, desire, and goals [YLEF20, (GGZ20]. The system’s design is no longer
limited to display its decision-making process, but further to understand human’s needs to

cooperate, therefore forming a human-centric process. Critically, the essence to establish
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such a cooperation lies in the shared agency [TSZ20, ISZZ20] or common mind [Tom10].

Motivated to build an Explainable Artificial Intelligence (XAI) system with the afore-
mentioned characteristics, capable of understanding human user’s beliefs, design, and goals,
we move from conventional explanation tasks on function approximation (e.g., classification)
to tasks involving sequential decision-making. These decision-making tasks include exten-
sive human-machine teaming, dealing with complex constraints over problems intractable
to the human’s inferential capabilities. By resolving the discrepancy between robot’s and
human’s expectations and mental models, we hope the XAl system could assist the human
user to discover the provenance of various artifacts of a system’s decision-making process
over long-term interactions even as the physical world evolves [GA19, [CSK20]. We believe

this research direction is the prerequisite for generic human-machine teaming.

5.1.2 Overview

Game Design We devise a human-machine teaming system presented as a collaborative
game, in which the human user needs to work together with a group of robot scouts to
accomplish some tasks and optimize the group gain. In this game, the human user and
robot scouts communicate on a constrained channel: Only the robot team directly interacts
with the physical world; the human user does not directly access the physical world or direct
control over robot scouts’ behavior. Meanwhile, only the human user has access to the
ground-truth value function of the task (e.g., minimize overall time); the robot team has
to infer this value function through human-machine teaming. Such a setting realistically
mimics real-world human-machine teaming tasks, as many systems perform autonomously

in dangerous settings under human users’ supervision.

The XAI system is expected to provide appropriate explanations to justify its behaviors
and gain human user’s trust and reliance. This process is achieved by actively inferring the
human user’s mental model (i.e., value and utility as the instantiation of the belief, desire,

and goals) during the game. Therefore, the system’s explanation generation is a bidirectional
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dialogue framework: The XAI system needs to both “speak” and “listen”—explaining what
it has done and plans to do based on its inference of the human user’s value and utility. In
the meantime, the human user is tasked to command robot scouts to reach the destination
while maximizing the team’s score. Hence, the human user’s evaluation of the XAl system is
also a bidirectional process: The human user has to infer the goal of robot scouts and check if
it aligns with the given value function of the task. Ultimately, if the XAl system works well,
the robot scout value function should align well with the ground-truth value function given
only to the human user, and the human user should gain high trust from the XAI system.
Our methodology studies XAl in a full-blown communication system, a combination of our
previous XAI work on autonomy, including theory-of-mind, communicative learning, value-

alignment, and causal reasoning for effective explanation generation.

Our design encourages natural human-machine teaming and bidirectional reasoning as
both parties have crucial but private information at the beginning of the game. The robot
scouts possess information about the map but lack access to the human user’s value function,
which determines mission goals, hindering the robot scouts’ ability to make proper decisions
that reflect the human user’s intent. Meanwhile, the human user, who knows the task’s value
function that governs the decision-making process, lacks direct access to the environment.
By allowing constrained communication to fulfill human-machine collaboration, the robot
scouts can make sporadic action proposals to the human user, and the human user provides
a binary accept /reject feedback, which the robot scouts will then utilize to infer the human
user’s value function and adjust robot scouts’ behaviors accordingly. Based on adjusted
behavior, the human user will provide ratings or the trust/reliance of the XAI system. In
our setting, the communication’s main purpose is to align the value function between the
human user and the robot scouts. For a fast alignment, the robot scouts need to know when
and how to make proposals, such that feedback from the user is most informative to estimate
the value function correctly. To obtain instructive feedback from the human user, the robot

scouts must establish a shared agency or common mind—what the human user knows and
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believes, what the human user intends to do, and what are aligned and misaligned. Only
based on this shared agency could the robot scouts provide explanations that properly justify

previous actions and current proposals.

Besides the value alignment process, our design also involves estimation of human user’s
utility, 7.e., the human user’s preference of the forms of explanations. In contrast to the
objective value function given to the human user, this utility-driven human user’s preference
is subjective and more likely to be individually different. We argue that a properly modeling
of such an individual difference plays a crucial role in gaining human trust and reliance. The

human user’s value function and utility together form the human user’s mental state.

Game Setting Our collaborative game, Robot Scout Exploration Game, has a minimal
design and involves one human commander and three robot scouts. The game’s objective is
to find a safe path on an unknown map from the base (located at the bottom right corner
of the map) to the destination (located at the upper left corner of the map). The map is
represented as a partially observed 20x 20 tile board, with each tile potentially holding one

of the various devices and remain unobserved until a robot scout moves closer to it.

We define a set of goals for the robot scouts to pursue as they find the path to reach
the destination, including (i) saving time used to reach the destination, (ii) investigating
suspicious devices on the map, and (iii) exploring tiles, and (iv) collecting resources. The
game’s performance is measured by the accomplishment of these goals by the robot scouts
and their relative importance (weights), defined as the human user’s value function. Again,

this value function is only revealed to the human user, not the robot scouts.

One comparable but different setting to our human-machine teaming framework is the
inverse Reinforcement Learning (RL). Inverse RL aims to recover an underlying reward
function given pre-recorded expert demonstrations in a passive learning setting. In contrast,
the agent (the collective form of all robot scouts) in our system is designed to interactively

learn from scarce supervisions given by the human user. Crucially, our design requires
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the agent to actively infer human user’s mental model (value and utility) to cooperatively
accomplish a task, a unique proper of human-centric learning scheme. In a nutshell, the
agent is tasked to perform value-alignment by inferring human user’s mental model, actively
make proposals, and evaluate the human user’s feedback, requiring complicated and recursive

mind modeling of the human user.

5.2 Methodology

In this section, explain the details of your study and any justifications necessary for your
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Figure 5.1: Algorithmic flow of the computational model.

5.2.1 Computational Model

In this section, we provide an overview of the game flow and its associated computational
model. Throughout the paper, we use R and H to denote the robot scouts and the human
user, respectively. 0 is the parameters of the value function, s the physical state, b(-) the
belief over latent variables, and = = (bs, by, b,) the mental state (value and utility) of the

human user. m is the message used for human-machine communication. BU stands for the
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Algorithm 3 High-level game flow.

1: Set t = 1, initialize s’, agent’s mental state z{;

2: while stop condition is not satisfied do

3: O ~ O(St)
4. zF = BU (2}, 00) // collect observation from the environment
5 mP ~ Ag(zf) // update belief given observation

6: = BUy(zE ,ml ml) // generate message (proposal € explanation) to the user

7. all ~ m(alt) // update belief given user feedback
8 sip1 ~ T(ss,al?) // agent’s policy
9: t=t+1 // state transition

10: end while

belief update sub-processes, where BU; is on the physical state, and BU, is on the value
function. Ar manages the generation of the messages to the user, including proposal and
various modes of explanations. Other notations (o,t, 0, T, and ) follow standard partially
observable Markov decision process (POMDP) [SV10] definitions; see Tab. [5.1|for a summary

of the notations.

Every round of the game starts with the robot scouts receiving observations from the
environment and making a task plan based on their current mental state. Next, they generate
messages (proposals and/or explanations) to the human commander for feedback, using
which they make final moving decisions for this round and execute their actions. A high-level
game flow is sketched in Algorithm |3] and the computation pipeline for one round of human-
machine teaming is shown in Fig.[5.1] Since the game directly displays the most probable map
information to the human user, we assume the communication from the agent to the human
user is noise-free. Hence, after laying out the formulation of the agent policy (see Sec. ,

we focus on how the agent updates belief over human user’s value function (BU,) (see

Sec. [5.2.1.2)) and how the communication messages are generated (Ag) (see Sec. [5.2.1.3)).
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5.2.1.1 Agent Policy

Suppose the robot scouts already know about the human user’s value function, the game
simplifies to a POMDP setting, solvable by planning-based methods [SV10]. Let 7; denote
the plan proposed by the i-th scout and 7 = {7, ..., 7k} as the complete plan of the scout

group, where K is the number of scouts in the group. When making a plan, the scouts

Table 5.1: Notations adopted in the computational model.

Notation Description Remark Notation Description Remark
s€ S | Physical State N/A mP e MF | Robot’s explanation N/A
0e O Observation N/A m¥P e MY | Robot’s proposal TcMP
teT Time Step N/A m®f e M | Robot’s message m®B = (mf, mF)
fe® | Human’s  value N/A fbe FB | Proposal feedback mH(fb) e {0,1}F
function
veT Human’s  utility N/A ss €SS | Satisfactory Score SScz*t
function
alt Joint action of all af = (af,...,af}) mf e M¥ | Human’s message mf = (fb, ss)
scouts
b Belief over hidden | b(-) means the belief function AR Robot’s  communica- | XT x MP —
variables tion policy [0,1]
zf e XB | Robot’s  mental zf = (b(s), b(h), b(v))
state
T Physical State Sx AR x §—0,1]
Transition Model
™ Agent Policy XEx AR —0,1]
7e€T | Group motion T = (AR x O)*
plan
7; means the i—th scout’s
plan. 7, € 7.
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follow:

argmax [, y(s) 0~5(0) [eTf (7,5)] = argmax Esp(s) [f(7, S)]TE9~b(9) [0]
Ne (5.1)
A argmax éT(L 2 f(r, sn)) = argmax 0" f(7),
Ng = T

T

where f(7,s) is the fluent [NC36] when the game terminates given the state s and the scouts’
plan 7, and the above equation takes the hard-max for plan selection. Given the dynamics of
the game, f can be forward simulated in our planner, such that the expectation of f(7, s) can
be approximated using the Monte Carlo method with state samples. Instead of computing
the full distribution, the agent only needs to keep track of the mean of the belief over human
user’s value function as we are using a linear model to calculate the gain of the game; we
use  to denote the mean of b(f). We can use the Boltzman rationality model to convert the

planning problem described in Eq. (5.1)) to a stochastic process, i.e.:

) = — P (BIQ_T,(_TL ,
P0) 2er exp (8107 f(77))

where §; = 0. This conversion facilitates the inference of the human user’s value function

(5.2)

by enabling gradient-based optimization methods to learn 6. After a plan 7 is determined,

the joint action of all robot scouts is the first action of the plan, af* = (7,[0], ..., 7x[0]).

5.2.1.2 Value Function Estimation by Modeling ToM

Since the human user’s value function is unknown to the scouts and has to be learned through
interaction, our problem setting poses an additional challenge for classic POMDP solvers.
To estimate the human user’s value function during the communication, we integrated ToM
into our computation model and developed a closed-form learning algorithm. Our algorithm
leverages the assumption that, given a cooperative human user, the accepted plans are more

likely to have a performance advantage over the rejected ones.

Belief Update with Level-1 ToM We use m® (fb) to denote the human user’s feedback,

which is a binary code with the i-th bit indicating the acceptance or rejection of the proposal
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from the ¢-th scout. Assuming the human user is following the above decision-making process,

the likelihood function of human user’s feedback is:
p(m(fb)|7:0) Hp 75, 0)™ UV (1 — p(;:0)) AU (5.3)

where p(7;;0) = YireT mer DT 0). Given this likelihood function, we can learn the mean of the
parameter of value function 6, following the MLE derivation by maximizing log p(m (fb)|r; 0)
w.r.t. §. Since # > 0 and ||#]; = 1, this MLE process can be calculated by the projected

stochastic gradient ascent algorithm [Nes03]. Hence, we have a closed-form derivation for

olog p(mH (fb)|7;0)/00:

Olog p(m” (fO)|7:6)  SSp o exp (B0 f(7) 4=
Y O Y e X T TR

L™ (fb); = 0 0 (BOT0) ) g |
e )<Te;ﬁ¢f S erme 0 ) )) = B 77

(5.4)
where the two indicator functions select which summation to take conditioned on the feed-
back of the :—th proposal. The summation over weighted fluents, despite the overwhelming
form, can be interpreted as the expected fluents in accord to the accepted/rejected plans.
Hence, the intuition of this gradient is the difference between the expected fluents from plans

without the accept/rejected proposals and the expected fluents from all the plans.

Belief Update with Level-2 ToM The above belief update mechanism assumes the hu-
man user will provide feedback to the proposals based on the intrinsic value of the proposals,
i.e., the expected return of the proposed plans given the underlying parameters of the value
function. However, this is unlikely to be the case, as completely rational agents do not exist.
Thus, we need to properly model level-2 ToM: With the explanation generated by the XAI
system (see Sec. for details), we further assume that the human user will be cooper-

ative and provide feedback to best accelerate the parameter learning. Suppose the human
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user provides feedback based on the improvement brought by the feedback, we have

exp (—Ba0 + n, Zosetm 5 CUDITO) g2

exp (— Bl + 5, DRI IED) g2

q(m™ (f0)|6",0,7) = . (55)

Zmﬁ(ﬁ)eFB
where 5 > 0 controls the extremeness of the softmin, 7, is the learning rate at time ¢,
and 6* is the ground-truth parameters of the value function possessed by the human user.
The intuition of this equation is: The feedback from the human user is sampled from a
softmin distribution of the distance between the updated parameters given the feedback
and the ground-truth parameters. The smaller the distance is, the larger the improvement
brought by that feedback, and the larger the improvement is, the more likely the feedback
is provided. Further analysis of the above distance can be found in [LDLI18]. Here, we use a
softmin instead of hardmin in the data selection process. Integrating this feedback function

into our parameter learning algorithm, we can derive a new parameter update function:

0"t = 0" + ng(m" (b)) + 2Bam; (g(mH(fb)) = Bon(goy~ator gt L9 (m(f b))])7 (5.6)
where g(m(fb)) = MJM. The first two terms are the same as the level-1 belief

update, whereas the third term grasps the message’s context by comparing the selected
message against the also-runs and leverages the advantage to further update the belief.
Notice that 6* is unknown to the agent, so ¢ in the expectation dose not have an exact
solution. Thus, we use 6% + ntg(mH ( fb)) as an approximation of #*. That is, we first
calculate level-1 ToM update on the parameters of the value function, then we take an

additional gradient ascent step for level-2 ToM update.

Proposal Generation The XAI system generates proposals in accord to the change of
expected belief. At each step, the agent first computes a new @/ for each m € M*. Next,
the change of expected belief can be calculated by 0(7,0) = E,, _oni 5[0, — 0]2] for cach
7 e T. If max,7 (7, 0) surpasses a given threshold, the robot scouts make a proposal with

argmax_ d(7,0). This formulation is generic; we can also substitute in other measurement
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(e.g., the expected variance of the ) in terms of the change of expected belief to generate

more diverse update.

5.2.1.3 Explanation Generation by Modeling Mental Utility

We generate explanations whenever proposals are generated to facilitate the human user
to make decisions. Given inputs produced by the executor, the explainer aims to generate
human-like paragraphs that not only provide sufficient information but also match the human

user’s preference of language use, i.e., the mental utility.

Formally, an explanation is defined by its semantic inputs and a set of syntactic rules.
The former is to provide explanations regarding what, including the current observation o,
physical state s, and belief over the value function b(#). The latter is to provide explanations
regarding how. The explainer model is to determine the optimal syntax that matches the
human user’s mental utility. Specifically, we pre-define a set of attributed templates; each
is labeled with a set of distinguishable attributes. At each step, the explainer predicts
the human user’s most favorable attributes based on the satisfactory score. We propose a
sequential explanation generation model capable of adopting the temporal dynamics of the
human’s mental state; it defines utility functions to synthesize the most efficient and suitable

explanations.

Sequential Explanation Generation At time step t, the explainer takes in a tuple
hy = {(mF |, ss;_1,0;)} as input, where mZ, € M¥ is the explanation of previous round
t—1, ss;_q1 € 58S is user’s satisfactory score estimated by human user’s feedback, and o; € O
is the current observation. Given the sequential input history H; = {hy,k = 1,...,t}, the
explainer is to generate a new explanation m¥ that maximizes the expected score:

mf = argmax ESASNP(SS|Ht)[SAS(CLE)] — Accost(mP), (5.7)
mEeME
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where a” € AP is an extracted attribute vector of m¥, cost(-) a pre-defined cost function,

and A, a constant factor.

Observation “ee

Mental @ @ @ vee //Ut\

Model

Explanation @ @
Satisfactory
Score

Figure 5.2: Temporal Evolution of Explanation Generation.

Algorithm 4 Explanation Generation with Hidden Mental Utilities

Input: templates - all explanation templates

Output: {m¥f mf, ..}

1t 1
2: while not stopped do
3:  all_explanations — FillSlots(templates)
4:  Get Oy, ss;_1 from agent
E

5  m* <« None

6: for m¥ in all explanations do

7: a? < ExtractAttribute(m?)
8: Compute E[s5(a”)] according to Eq. (5.11)).
9: m¥ — argmaxy,,s .z, E[ss(a”)] — cost(m”)

10:  end for
1: mfe—mfit—t+1

12: end while
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We model the process of computing E[ss(a”)] as a HMM by introducing a mental state
variable v € T, which corresponds to the human user’s mental utility of the explanation; see

Fig. for the graphical illustration of the computing process. At time step t,

Eop(ssiii[$5(a®)] = > p(ss|a®, ss1u1, 01,0t y)ss

5SS
EELS (5.8)
— Z (Z p(vt|sslzt_1,aﬁ_l,olzt)p(sswt,aE)) sS.
ss€SS \viev

Let K(af |, 0;) = p(vi|vs_1,al |, 0:) be the transition matrix that depicts the transition
probability from v;_; to vy, and F(a¥) = p(ss|vs, a”) be the score function that models the

distribution of satisfactory score. We have:

p(Ut|881:t—1,61:t—1701;t) = 2 p(Ut—1|551:t—17a€t71701:t—1)lc<a£170t>7 (5-9)

Vt—1€EV

where p(v;|ssi., af’;, 014) = a4 is computed by an iterative process:

p(Ut’SSI:ta len 01:t)0C-7:(af) © (K(aﬁl, Ot)Tp(Ut—1|881:t—1, aﬁtqu Ol:t—l))

(5.10)
= .F(atE) ® (/C(af_l, Ot)TOét_l) s
where © is an element-wise product operator. Therefore, Eq. (5.8) can be written as
. 58
Egoep(ssiiin[$5(a”)] = ] Ea;FIC(af_ 100 F(e), (5.11)
sseSS

where Z is a normalization constant of p(ss|H;); see Algorithm [4|for the computational flow.

5.2.1.4 Explanation with Ontogenetic Ritualization

Literature in evolutionary anthropology demonstrates strong evidence that early infants
learn to communicate, especially in a symbolic manner, not based on imitation but rather
on an individual learning process termed ontogenetic ritualization [MN12, [Tom10, Loc80].
[TCI7] argue such communicative behavior as a communicative signal that can be formed

by two individuals shaping each other’s behavior in repeated instances of interaction over
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time. Similar phenomena have also been observed and investigated on other primates, such
as great apes [HRT13| [Tom96]. For example, many individual chimpanzees come to use a
stylized “arm-raise” to indicate that they are about to hit the other and thus initiate play
[TC97]. In this way, a behavior that was not at first a communicative signal would become
one over time. Generally, we follow [TZ02] to define the process of ontogenetic ritualization:
(i) individual A performs behavior X; (ii) individual B reacts consistently with behavior Y;
(iii) based on the initial steps of X', B anticipates A’s performance of X, and hence performs
Y'; and finally, (iv) A anticipates B’s anticipation of X, and hence produces X in ritualized

form so as to elicit Y.

We argue that the process of ontogenetic ritualization can also be formed during human-
robot teaming, specifically when understanding and reacting to explanations. To achieve
this goal, we set the “ritualized form” as a subset of explanation attributes A®. As such,

robot scouts can generate ritualized explanation based on their anticipation of human, i.e.

E[ss(a?)].

5.2.2 Participants Description

Participants for this study were recruited from the online Prolific user research platform.
Participants were selected based on their location (in the United States), their highest level
of education (at least a bachelor’s degree), and the device they were using (no mobile users
were selected). This choice was made to confine our participants to a population that is more
likely to understand the nuance of the game while maintaining a broad pool of participants
that is representative of the general population. A desktop/laptop computer was required
to interact with the game appropriately. Information on the participants’ computer was
collected (i.e. User-Agent). No other demographic information from the participant was

collected after passing our demographic selection criteria.

After participants finished introductory material, a 7-question familiarity test was given

to participants before proceeding into the game. This check was to make sure partici-
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Figure 5.3: User study flow.

pants understood the rules of the game, what their objectives were, how to interpret value
functions, and the distinction between explanations and proposals. Participants passed the
questionnaire if they answered every question correctly. If a participant missed a question,
a page was shown to explain the correct answer. Participants that missed a question had to
repeat the entire questionnaire, and participants that failed to pass the questionnaire twice

were removed from the study.

Participants were assigned randomly to each condition and were balanced automatically
by our survey platform (Qualtrics). Compensation started at $10 USD per participant, and
our scoring system incentivizes participants to score as many points as possible. Participants
received $0.05 USD per point in the game, with a maximum total payout of $20 USD per

participant.

5.2.3 Study Design/Procedure/Measurement

The study was conducted in a between-subject design. Participants were randomized in a
hierarchical group selection process: an outer hierarchy and an inner hierarchy. Fig.

illustrates the basic user study flow: (a) Participants begin with an introduction to explain
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the setting and define key terms. (b) Participants are then familiarized with the game inter-
faces, and a questionnaire is given to verify participants understand the game. Participants
that did not pass the familiarization were removed from the study. (c) Participants are ran-
domly split into two groups: a group that is asked to infer the robot scout’s current value
function and a group that is asked to predict the robot scout’s next behavior. This is done
in a between-subject design. (d) Participants are further randomly split to receive different
forms of explanations: proposals, explanations, and ritualized explanations. This is done
in a between-subject design. (e) The participants then play the game and are asked the
question assigned to their group throughout the experiment. (f) After finishing the game,

participants were asked qualitative trust and explanation satisfaction questions.

The outer hierarchy was randomized to evenly split participants based on mental model
questions: (i) value function and (ii) behavior prediction. The inner hierarchy was ran-
domized to evenly assign participants based on different explanation formats: (i) a proposal
group, (ii) an explanation group, and (iii) a ritualized explanation group. Among three
groups, the robot scouts will follow the exact same action policy, 7, and belief update pro-
cess, BU. The groups differ only by the explanations forms received by the human user, Ag,

and the question about the robot scouts’ plan (current vs next round).

Our study includes four variables. The only independent variable is the form of the
explanation a participant received: proposal, explanation, or ritualized explanation. Three
dependent variables are (i) value function alignment, (ii) behavior prediction, and (iii) qual-
itative trust and explanation satisfaction. To ensure no confounding on order or effects from
answering a question regarding value function prediction and behavior prediction, the study
was designed with the above outer hierarchy using a between-subject design. Participants
from all groups were asked to provide qualitative trust and explanation satisfaction at the

end of the study.
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5.2.4 Instruments/Materials

We first outline the flow of the experiment to give a high-level overview of the participant’s
experience through the game, as shown in Fig. [5.3] The figure shows our between-subject
design across our two mental model questions (value function and behavior prediction) and

our explanation formats (proposal, explanation, and ritualized).

The introduction phase of the experiment introduces the basic background of the game.
The introduction outlines that the participant is a commander in charge of finding a path
from the lower-right-hand corner of the map to the upper-left-hand corner of the map. The
introduction outlines that the area may have dangerous devices, such as bombs, along the
path. The participant is told they have a team of robot scouts to help explore the area, and

that the scouts will provide proposals (and in explanation groups, explanations).

During familiarization, the participant is instructed that while their objective is to get to
the upper-left corner, they are also instructed there are sub-goals the team would benefit from
achieving. These sub-goals consist of time, area explored, number of bombs investigated, and
the resources collected. Participants are then informed that these goals are specific to the
team’s current circumstance and the value function conveys the relative importance of these
sub-goals. Participants are informed they will be scored, and this score is weighted by the
value function. Finally, the robot scout proposals and explanations are described. Proposals
correspond to robot scout plans, and explanations attempt to justify those plans. These
various components are introduced using figures of the panels shown in Fig. 5.4l Moving
from left to right, the Legend panel displays a permanent legend for the user to refer to
understand different tile types. The Value Function panel shows the current value function
of the user’s team, is unknown to the robot scouts, and cannot be modified by the user. The
central map shows the current information on the map. The Score panel shows the user’s
current score and the individual fluent functions that contribute to the score. The overall

score is calculated as the normalized, value function-weighted sum of the individual fluent
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Figure 5.4: User interface of the scout exploration game.

function scores. The Status panel displays the current status of the system. The Proposal
panel shows the robot scouts’ current proposals, and the user can accept/reject each. The

Explanation panel shows explanations provided by the scouts.

To test the participant’s understanding of the background, at the end of the familiar-
ization phase, the participant is given several attention-check questions at the end of famil-
iarization. For example, we asked “for each trial, you will be given a value function that
describes the team’s current mission priorities” (correct answer: true). Participants who
answered a question incorrectly would receive instruction as to why the correct answer is
correct and would be required to repeat the attention-check. Participants who failed the

attention-check twice did not further participate in the study.

We implemented this game using HaxeFlixel, a 2D Game Engine used to create JavaScript-
based games. Users can access the game on web browsers. The full user interface of the
game is displayed in Fig. |5.4] Throughout the study, the user monitors the progress of the
team, receives explanations, and gives feedback by accepting or rejecting the proposals. The
team’s performance is quantified as a score, which reflects how well the scouts can estimate
the user’s value function and act accordingly. Participants are instructed to maximize the

team’s score. The score is weighted by the value function to appropriately score the relative
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importance of sub-goals. Each sub-goal score is computed from the environment’s reward

function.

During the game, the robot scouts attempt to infer the human value function. To infer
the correct value function, the robot team proposes action plans to the user and estimates the
value function based on the user’s feedback. Explanations of the proposals will accompany
to better clarify the motivation of the robot scouts. An example proposal is: “We can keep
moving despite the suspicious area (proposal) if we want to find a path from A to B as
soon as possible (explanation).” If the user accepts this proposal, the robots will increase
the value of time in the value function. Otherwise, the robots will increase the value of
investigating bombs and tile exploration but decrease the value of time. The game repeats
in a loop, where robot scouts make proposals (and in some groups, explain), execute plans,

and repropose until they find a path to the upper-left-hand corner of the map.

Our between-subject design is divided by the question type that will be asked during
the experiment (value function or behavior prediction) or and by the explanation format
displayed to the user (proposal, explanation, or ritualized). The question indicates what
question users will be asked to infer before the robot scouts start the next round of expla-
nation and proposing. The value function question asks participants to provide the value
function they believe the robot scouts are using. Participants provide their rating by manip-
ulating a set of sliders that are interdependent; the slides must always sum to 100%. This
provides the relative importance of sub-goals. For the behavior prediction question, partic-
ipants are asked to predict what proposal the robot scouts will make next. Note that this
is a between-subject design, so participants will see one question but not the other. Fig.[5.5
illustrates examples of two question interface: (a) Users can slide the bars to set a relative
importance of each sub-goal. The sub-goals must sum to 100%. As the user changes one
slider, the others will automatically decrease to keep the sum at 100%. Users can lock a
particular slider by checking the lock symbol to the right of the slider. (b) Users are asked

to predict which sub-goal the robot scouts will pursue next. Users are asked to predict the
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Figure 5.5: Example interfaces for the value function question and the behavior prediction

question.

sub-goal for each scout individually; this is because proposals are generated on a per-scout

basis.

For the explanation format displayed, participants in the proposal group will only see
robot scout proposals (see Proposal Panel in Fig. while participants in the explanation
group will see robot scout proposals and explanations (see Explanation Panel in Fig. |5.4]).
The ritualized group is identical to the explanation group, except that robot scouts actively
attempt to ritualize explanations based on the shared common mind between the robot

scouts and the participant.

After the participants finish the game, they are directed to a post-experiment survey to
evaluate qualitative trust and explanation satisfaction. Self-reported trust is evaluated using
Likert-scale questions, which are designed based on Muir’s questionnaire [Mui94] and Mad-
sen’s Human-Computer Trust Instrument [MGO0]. The questionnaire intends to evaluate
how the information given to the users across different groups helps them make appropriate
decisions when they are asked to give feedback on the proposals. Such appropriate reliance
[LS04] is supported by a correct understanding of multiple components of the system, in-
cluding the planning, value function estimation, proposal generation, feedback interpretation,
and/or explanation generation, which form the basis of trust. Specifically, the trust ques-

tionnaire is composed of questions that intend to evaluate the perceived reliability, technical
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competence, and understand-ability of the scouts with respect to these components. We ask
the users “how much would you trust the robot scouts to achieve a high score on their own,
given they have the correct value function?” and “how much do you trust the robot scouts

to learn the value function of another commander in another circumstance?”

Explanation satisfaction is evaluated in the aspects of transparency, helpfulness and time-
liness via Likert-scale questions to reflect users’ feeling on how well the explanation has
helped them understand these components and make correct feedback to guide the team

towards plans that better suited to the scenario and value function given to the users.

5.2.5 Hypotheses

The hypotheses we are testing in this experiment are related to quantitative measures for
mental model alignment and qualitative measures relating to trust and explanation satisfac-
tion. The quantitative measures for mental model alignment include: (H1) value function
alignment, (H2) behavior prediction, and (H3) user-machine task performance. For value
function alignment (H1), we hypothesize that groups that have access to explanations will be
more accurate inferring the current robot scout value function. For the behavior prediction
(H2), we hypothesize that groups that have access to explanations will be more accurate in
predicting what the robot scouts will do next. The user-machine task performance (H3) will

be evaluated by the score participants receive from the game.

Our qualitative measures will assess trust by asking users whether they would trust the
robot scouts to complete the task on their own, given they have the correct value function.
Additionally, we will ask users whether or not they trust the scout to learn a different value
function with a different commander. We hypothesize that groups that have access to richer
explanations will rate the qualitative trust measures higher than those without (H4). Our
second qualitative hypothesis (H5) is that groups with access to richer explanations will

report higher degrees of explanation satisfaction.
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5.3

Results

Here we outline how we plan on analyzing the results. Our primary measures of significance

will be using a student’s t-test and analysis of variance (ANOVA) using the F-test. We

expect to see the following significance’ for each hypothesis:

H1: Significance between proposal and explanation group. Significance between pro-
posal and ritualized explanation group. No significance between explanation and ritu-
alized explanation group.

H2: Significance between proposal and explanation group. Significance between pro-
posal and ritualized explanation group. No significance between explanation and ritu-
alized explanation group.

H3: Significance between proposal and explanation group. Significance between pro-
posal and ritualized explanation group. No significance between explanation and ritu-
alized explanation group.

H/: Significance between proposal and explanation group. Significance between pro-
posal and ritualized explanation group. Significance between explanation and ritualized
explanation group.

H5: Significance between proposal and explanation group. Significance between pro-
posal and ritualized explanation group. Significance between explanation and ritualized

explanation group.

We believe for H1 and H2, we will observe significance between the proposal and explana-

tion group. This is predominately due to the richer explanations providing a deeper insight

into the robot scout’s reasoning process, allowing better inference of the mental state of

the robot scouts. The same applies between the proposal and ritualized explanation group.

We do not expect to see a significance between the explanation and ritualized explanation

for these hypotheses because these two forms of explanation convey similar information in

different forms (ritualized being an abridged version of the full explanation based on the
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common mind between the human and the robot scouts).

For H3 and H/4, we believe to see significance between all groups. Between the proposal
and explanation group, we believe the transparency and insight provided by the explana-
tions will improve trust and satisfaction ratings. Furthermore, between the explanation and
ritualized explanation group, we predict the ritualization will further improve trust and sat-
isfaction ratings, as the ritualization conveys a deeper understanding of the shared common

mind between the human and the robot scouts.

5.4 Summary and Conclusions

In this study, we looked at a unique XAI paradigm, namely a active machine—active human
paradigm wherein both the machine and the human are active participants in the explanation
process. This contrasts to more traditional XAl studies that use a passive machine—active
human paradigm wherein the machine provides an explanation that a human user interprets,
with no engagement from the human back to the machine. To achieve this paradigm, we
adopt a communicative learning framework based on Theory of Mind (ToM) where the
machine actively reasons about human users’ mental states. This communicative learning
paradigm generates explanations that help build a common mind between the user and

machine, thereby allowing the machine to perform the task better.

We constructed a Robot Scout Exploration Game, where a team of robot scouts explores
a dangerous area, looking for a safe path for the commander’s team to cross the area. The
team has sub-goals, such as minimizing the amount of time or investigating devices that
may be bombs. The robot scouts provide information to the commander from their sensing
capabilities, along with proposals on what the scouts plan to do next and explanations for
those proposals. The commander can then accept or reject the proposals, thereby providing
feedback to the scouts on the utility of a proposal. The robot scouts then use this feedback

to estimate the commander’s intents and goals to improve future proposals and explanations.
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This iterative communication process continues until the team completes the task (finding

a safe path to reach the destination).

The user study presented here quantitatively assesses the degree to which different forms
of explanation improve mental model understanding between the user and the machine and
qualitatively assess user-machine trust and explanation satisfaction. We expect that access to
richer forms of explanation will improve the mental model understanding and user-machine
task performance. Additionally, we expect richer forms of explanations to foster more trust
and improve explanation satisfaction. Of note, we anticipate that these scores will be the
highest in a ritualized explanation group, where the machine shortens explanations as the

user and machine establish a common mind.

This study aims to present an unexplored active machine—active human paradigm where
both the human and the machine actively participate in the explanation process. We be-
lieve this opens a new venue for future interactive XAI studies that showcase collaborative

environments between users and machines.
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CHAPTER 6

Conclusion

In this dissertation, we show multimodal conversation modeling from three different perspec-

tives — neural perception, structure learning, and communication. Specifically,

In Chapter 2, we learn the joint multimodal distribution by cooperative training of a fast
thinking initializer and slow thinking solver. The initializer generates the output directly by
a non-linear transformation of the input as well as a noise vector that accounts for latent
variability in the output. The slow thinking solver learns an objective function in the form
of a conditional energy function, so that the output can be generated by optimizing the
objective function, or more rigorously by sampling from the conditional energy-based model.
We demonstrate the effectiveness of the proposed method on various conditional learning

tasks, e.g., class-to-image generation, image-to-image translation, and image recovery, etc.

In Chapter [3] we explicitly formalize visual dialogue as inference in a graphical model
with partially observed nodes and unknown graph structures (relations in dialogue). The
given dialog entities are viewed as the observed nodes. The answer to a given question is
represented by a node with missing value. We first introduce an Expectation Maximization
(EM) algorithm to infer both the underlying dialogue structures and the missing node values
(desired answers). Based on this, we proceed to propose a differentiable graph neural network

(GNN) solution that approximates this process.

In Chapter [, we present a grammar-based dialogue dataset, GRICE, designed to bring
implicature into pragmatic reasoning in the context of conversations. Our design of GRICE

also incorporates other essential aspects of modern dialogue modeling (e.g., coreference).
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The entire dataset is systematically generated using a hierarchical grammar model, such that
each dialogue context has intricate implicatures and is temporally consistent. We further
present two tasks, the implicature recovery task followed by the pragmatic reasoning task in

conversation, to evaluate the model’s reasoning capability.

In Chapter 5] we present a human robot collaboration task — bomb defusing game, where
the explanation is serving as the communication media with human users. We propose to
model the explanation as the posterior distribution of human’s hidden mental utilities and
observations. We solve the explanation generation by using forwarding algorithm of hidden
markov model. We show that our model is able to generate more diverse explanations

compared with expert systems.

This dissertation aims at making some progress in the line of building explainable mul-
timodal conversation models. However, there are still a lot of missing dimensions in con-
versation modeling, e.g. logic and reasoning. Moving forward, we call for future research

explainable multimodal models to build conversational agents with human-like intelligence.
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