
UC Merced
Proceedings of the Annual Meeting of the Cognitive Science 
Society

Title
What vs. Where: Which Direction Is Faster?

Permalink
https://escholarship.org/uc/item/3f23r6tf

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 27(27)

ISSN
1069-7977

Authors
Bao, Ruijun
Johnson, Todd R.
Wang, Hongbin

Publication Date
2005
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/3f23r6tf
https://escholarship.org
http://www.cdlib.org/


 

What vs Where: Which Direction Is Faster? 
 

Hongbin Wang (Hongbin.Wang@uth.tmc.edu) 
Todd R. Johnson (Todd.R.Johnson@uth.tmc.edu) 

Ruijun Bao (Ruijun.Bao@uth.tmc.edu) 
School of Health Information Sciences, University of Texas at Houston 

7000 Fannin Suite 600, Houston, TX 77030 USA 
 
 

Abstract 

It has been well documented that where a visual stimulus is 
located and what it is are represented and processed through 
different neural pathways. This paper reports on an experiment 
that investigated how the where pathway and the what pathway 
interact by evaluating and comparing the relative efficiency of 
retrieval in two directions: from what to where and from where 
to what. Our results show that retrieving from what to where is 
faster than retrieving from where to what, quite contradictory to 
previous results. The implications of our findings are discussed. 

Introduction 
A large body of evidence in visual perception and attention 
has shown that different dimensions of a visual stimulus are 
processed in parallel by different specialized neural systems, 
especially in early vision (see Farah, 2000). The well 
documented distinction between the what and where 
pathways reflects this general principle of modularity in the 
brain’s information processing. Specifically, Ungerleider & 
Mishkin (1982) suggested that there were two cortical visual 
systems in the brain, with a ventral pathway through inferior 
temporal cortex processing information about features that are 
critical for object recognition, such as shape and color, and a 
dorsal pathway through posterior parietal cortex processing 
information about object location and spatial relations among 
objects. This distinction has later been summarized as “what” 
versus “where”, respectively. 

Despite the enormous evidence supporting the segregation 
of what and where processing, the implications of such 
segregation on perception, attention, and working memory 
have been actively debated (see Farah, 2000). One essential 
issue is how the two pathways interact. For example, while it 
has been suggested that what and where information is 
integrated in prefrontal cortex (e.g., Rao, Rainer, & Miller, 
1997), Ungerleider, Courtney, & Haxby (1998) show that the 
segregation of ventral what and dorsal where processing 
extends from visual cortex to prefrontal cortex, forming a 
distributed neural system for visual working memory. In the 
attention literature, although the role of location (where 
information) in shifting attention and binding other visual 
features (what information) for object identification has been 
generally emphasized (e.g., Treisman & Gelade, 1980; 
Posner, 1980; Lamy & Tsal, 2001), various forms of object-
based attention have also been advocated (e.g., Pylyshyn, 
2001; Scholl, 2001). 

Nissen (1985) reported a study investigating how spatial 
information processing interacts with visual feature 
processing. In her Experiment 2, four colored shapes (e.g., 

blue triangle, red circle, black square, and green diamond) 
were briefly presented, each at a unique position relative to a 
center fixation (e.g., top, right, bottom, left, respectively). 
Subjects were then asked to perform a partial report task in 
two conditions. In the location-cue condition, subjects were 
presented a location word (e.g., “top”) and asked to report the 
color and shape of the object that appeared at that location 
(i.e., “blue” & “triangle”). In the color-cue condition, subjects 
were presented a color word (e.g., “red”) and asked to report 
the location and shape of the object with that color (i.e., “red” 
& “circle”). Nissen found that when the cue was a location, 
correct recall of color and shape were statistically 
independent; however, when the cue was a color, correct 
recall of shape depended on correct recall of location.  

Based on these results, Nissen suggested that spatial 
locations played a unique and special role in visual selective 
attention – it is location that mediates visual feature 
integration and retrieval but not the other way around. In 
particular, she suggested that there existed multiple maps, 
each representing a different visual feature. A color map 
registered the spatial layout of presented colors, and a shape 
map registered the spatial layout of presented shapes. Since 
these maps were co-registered relative to spatial locations, 
locations became special in that they allowed cross-reference 
between maps. Therefore, retrieving the shape (or color) of an 
object given its location as a cue could be done using the 
single shape map (or color map), resulting in a statistical 
independence in accuracy. On the contrary, retrieving the 
shape of an object given its color as a cue required access to 
two maps – one had to first use the color map to retrieve the 
location containing an object with that color, followed by 
using the shape map to retrieve the shape at that location. The 
crucial mediation role of location in cross-referencing maps 
led to the statistical dependence in performance. 

Though Nissen’s analysis has been questioned (e.g., 
Monheit & Johnston, 1994; van der Velde & van der Heijden, 
1997), her claim that spatial location plays a particularly 
important role in visual perception and selective attention has 
generally been supported (Isenberg, Nissen, & Marchak, 
1990; Tsal & Lavie, 1993; Tsal & Lamy, 2000). Based on 
Nissen’s results, a representational scheme that emphasizes 
spatial location’s function in bridging and binding other 
visual features was proposed (see Figure 1) and a 
computational model was developed using the ACT-R 
cognitive architecture (Johnson, Wang, Zhang, & Wang, 
2002). The modeling results matched Nissen’s experimental 
results remarkably well. 
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This type of location-indexed multi-map theory of visual 
perception has interesting implications on the nature of 
interaction between what and where pathways. On the one 
hand, it suggests that while each visual feature of a 
multidimensional visual stimulus is processed and 
represented separately, each feature representation (what 
information) is fundamentally intermingled with the 
corresponding spatial location (where information) in a form 
of map that directly links visual features and their locations 
(see Figure 1). This is inconsistent with the general principle 
of what and where segregation. On the other hand, if one 
indeed possesses these types of maps and can use them for 
retrieval, we would expect that in a single map situation 
retrieving a visual feature (what) from a location (where) is 
no different from retrieving a location (where) from a visual 
feature (what). This is just what Nissen suspected. She 
predicted that when “subjects were cued with a color and 
reported the location of the cued color, or they were cued 
with a location and reported the color at the cued location … 
selection by location would hold no special advantage” (p. 
208).  

 
Figure 1: Johnson et al. (2002)’s location-indexed multi-

map representations of visual stimuli. 
 
Is from-what-to-where retrieval truly as efficient as from-

where-to-what retrieval? Though Nissen’s experimental 
results supported this claim, only accuracy data were 
provided. Due to possible speed-accuracy tradeoffs, accuracy 
data alone may not tell the whole story. Yet another way to 
test the claim is to collect and analyze the reaction time (RT) 
data as well. If retrievals in the two directions were closely 
coupled and equally efficient, as suggested by the location-
indexed multi-map theory, one would expect similar RTs in 
either direction. On the contrary, if two directions are not 
equally efficient, different RTs would be expected.  

Experiment 
The purpose of the experiment was to explore the interaction 
of what and where processing by comparing the relative 
efficiency of retrieval in two directions: from what to where 
and from where to what. Though Nissen (1985)’s 
experimental results and Johnson et al. (2002)’s 
computational model both suggest that the two directions 
would be similar (see Figure 1), different views exist. 
O’Reilly and Munakata (2000) reported a connectionist 
model of spatial attention that involves specific claims of 
what and where interaction. In that model, a bi-directional 

link is included to allow a quite direct mutual influence 
between the spatial where pathway and the object what 
pathway (see Figure 2). However, the model maintains that 
the link strengths are not equal for the two directions. In 
particular, the influence of spatial processing on the object 
pathway is stronger than the opposite direction, indicated by 
the thicker arrow in Figure 2. The bi-directional but 
asymmetric link permits a more flexible balance of multiple 
factors such as location-based versus object-based attention 
and top-down versus bottom-up control. It also leads to the 
prediction that from-where-to-what retrieval should be easier 
than from-what-to-where retrieval. 
 

 
Figure 2: O’Reilly & Munakata (2000)’s model of spatial 

attention. 
 

The experiment adopted a study-then-test paradigm. In the 
study phase, an array of objects (drawings), each with a 
unique location, was presented on a computer screen and the 
subject was asked to study the array. In the test phase, one of 
the two retrieval conditions was used. In the from-where-to-
what condition, a location was marked and the subject was 
asked to report the object that had appeared at that location in 
the study phase. In the from-what-to-where location, a studied 
object was presented and the subject was asked to report the 
location where the object had been studied. In either 
condition, the subject was required to respond as quickly and 
accurately as possible and the RT was recorded.  

One key difficulty in the above design was how to mark or 
record object locations. To minimize various undesired 
influences on the RT measures, we adopted a labeling 
technique. In the from-where-to-what condition, all relevant 
locations were clearly marked with black squares, except that 
there was also a question mark appearing in the square of the 
target location. In the from-what-to-where condition, all 
relevant locations were again marked with black squares. 
However, each square was now labeled by a random unique 
number. The subject had only to report the number that 
identified the to-be-reported location. 

Method 

Subjects Twelve graduate students at the University of Texas 
Health Science Center at Houston were paid to participate in 
the experiment. 

Apparatus and Materials Forty black line drawings of 
common objects were selected from the database developed 
by Snodgrass and Vanderwart (1980) and randomly assigned 
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to five groups. There was no significant difference among 
different groups in several major semantic characteristics 
such as name agreement, image agreement, familiarity, and 
frequency. Each drawing is 100x100 pixels in size. A 
windows PC with a 17’’ VGA monitor (640x480 resolution) 
was used to present the stimuli. E-prime was adopted to 
control the experiment and collect the subject’s RT data via a 
voice key. The subject’s verbal response (either a location 
number or an object name) was recorded by an experimenter 
sitting next to the subject.  

Design Each subject performed both from-where-to-what and 
from-what-to-where conditions. The order was counter-
balanced among subjects. The study phase was the same for 
both conditions: eight object drawings were presented at eight 
locations in the center region of the screen (see Figure 3a) and 
the subject was required to study them. In each trial of the test 
phase, the subject either had to report the object 
corresponding to the location indicated by the question mark 
(from-where-to-what condition, see figure 3b) or report the 
number (1-8) that appeared at a location corresponding to a 
centrally presented object (from-what-to-where condition, see 
figure 3c). 

Each subject performed five blocks of each condition, with 
each block using a unique group of object drawings for 
studying and testing. In each block, after studying the object 
array, the subject proceeded to the test phase, in which each 
just studied object drawing was tested three times, resulting in 
24 testing trials in each block (and 24x5=120 testing trials in 
each condition).  

An extra baseline block was performed in the very 
beginning of each condition. For the from-where-to-what 
condition, the baseline block consisted of 40 trials in each of 
which a single object drawing was presented in the center of 
the screen and the subject just had to report the name of the 
object as quickly as possible. For the from-what-to-where 
condition, the baseline condition consists of 24 trials in each 
of which eight numbers (1-8) were presented at eight 
locations with only one appearing in red background and the 
subject had to report that special number as quickly as 
possible. The RTs in these trials were recorded as baseline for 
later data analysis. 

Procedure The subject was first provided a piece of paper 
with the forty object drawings and their corresponding names 
on it and was asked to read them 3 times to get familiar with 
them. The subject was then led to the testing room where he 
or she performed the two experimental conditions in a pre-
assigned order. There was a 2-minute break between 
conditions. 

In the study phase of each block, the subject was 
instructed to study and memorize the eight presented object 
drawings and their locations, at his/her own pace. In each 
trial of the test phase, a fixation mark “+” was first 
presented in the center of the screen for 1.5s, accompanied 
by a brief beep, at which point the condition-specific 
retrieval cues were presented and the subject was required to 
make a corresponding response as quickly and accurately as 

possible. Once a response was made (or 5s has passed with 
no response), the next testing trial began until all 24 trials 
were finished. No feedback of the response correctness was 
provided for each testing trial. 

a 

  
b 

 
c 

 
Figure 3: Experimental design. a) study phase; b) from-
where-to-what retrieval; c) from-what-to-where retrieval 

Results 

Accuracy Data The average accuracy was 95.2% for the 
from-where-to-what condition and 96.3% for the from-where-
to-what condition, indicating that subjects could achieve 
relatively high retrieval accuracy in both conditions.  

RT Data Only those RTs from correct trials were used for 
further analyses. The main results are shown in Table 1. 

Several paired t-tests were carried out to compare the RTs 
in the two conditions. We found a significant difference for 
the baseline RTs (Diff=-205.6ms, t(11)=-4.38, p<0.001), a 
significant difference for the retrieval RTs (Diff=-463.9ms, 
t(11)=-5.39, p<0.001), and a significant difference for the 
RTs of retrieval minus baseline (Diff=-258.3ms, t(11)=-2.56, 
p<0.02). While the baseline RT difference is expected due to 
the well practiced nature of number reading than object 
naming, the latter two differences were quite surprising. They 
suggest that retrieval from what to where is faster than 
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retrieval from where to what, contradictory to both 
predictions described previously. 
 
Table 1: Average RTs in each condition (in ms). The numbers 

in parentheses are standard errors. 
 

Condition Baseline Retrieval Retrieval-
Baseline 

From-what-
to-where 676.1  (40.9) 1333.0 

(101.0) 656.9  (89.0) 

From-where-
to-what 881.7  (46.4) 1796.9  

(75.0) 915.2  (90.3) 

Difference -205.6 (46.9) -463.9  
(86.0) 

-258.3 
(101.0) 

 

Discussion 
Segregation of processing is a general principle of how the 
brain carries out cognitive functions. It has been well 
documented that different dimensions of a visual stimulus, 
including it spatial location and various visual features (e.g., 
color, shape, and texture) are represented and processed 
through different neural pathways. One critical question is 
how different pathways interact with each other to give rise to 
unified human cognition. 

This paper reported an experiment that intended to 
investigate how the where pathway and the what pathway 
interact by evaluating and comparing the relative efficiency 
of retrieval in two directions: from what to where and from 
where to what. Previous results predicted that the two 
directions were either equally efficient (e.g., Nissen, 1985; 
Johnson et al., 2002) or that from-where-to-what retrieval is 
faster than from-what-to-where retrieval (e.g., O’Reilly & 
Munakata, 2000). Quite surprisingly, our results contradicted 
either prediction. Showing that retrieving from what to where 
is faster than retrieving from where to what, our results imply 
some quite different underlying representations. Specifically, 
our results suggest that the link strength from object identity 
(or other visual features) to its location is stronger than the 
link strength from object location to its identity. It seems that 
object location, as an important feature of object, is readily 
represented and strongly bound with the object 
representation. Therefore, given an object, its location can be 
quite quickly retrieved. On the other hand, there may not exist 
readily retrievable location representations that link to the 
objects that have occupied that location. Such information 
may have to be computed online when needed, therefore 
taking longer time (e.g., Hunt & Waller, 1999). 

It is important to note that there are multiple factors that 
may contribute to the pattern of results in our experiment. For 
example, we allowed subjects to study the object array at their 
own pace. On average, our subjects used about 2.5 minutes 
(range = 1.2 to 3.5 minutes) to study the array, which was 
very different from Nissen’s experiments where the stimuli 
were presented very briefly (~120ms). As a result, we are 
actually examining the representations underlying a longer-

term memory than the perceptual memory Nissen examined. 
It is likely that the representations underlying perceptual 
visuospatial memory is quite different from the 
representations underlying well-studied longer-term 
visuospatial memory. In addition, our use of object drawings 
might play a role. While the number of relevant screen 
locations was quite limited and well defined in our design, the 
number of potential objects might be numerous and not well 
defined, resulting in a type of fan effect (e.g., Anderson & 
Reder, 1999). A general conclusion should not be drawn until 
these factors are carefully examined.  
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