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Resolving Heterogeneity on the Single Molecular Level with the
Photon-Counting Histogram

Joachim D. Miller, Yan Chen, and Enrico Gratton
Laboratory for Fluorescence Dynamics, University of lllinois at Urbana—Champaign, Urbana, lllinois, 61801 USA

ABSTRACT The diffusion of fluorescent particles through a small, illuminated observation volume gives rise to intensity
fluctuations caused by particle number fluctuations in the open observation volume and the inhomogeneous excitation-beam
profile. The intensity distribution of these fluorescence fluctuations is experimentally captured by the photon-counting
histogram (PCH). We recently introduced the theory of the PCH for diffusing particles (Chen et al., Biophys. J., 77:553-567),
where we showed that we can uniquely describe the distribution of photon counts with only two parameters for each species:
the molecular brightness of the particle and the average number of particles within the observation volume. The PCH is
sensitive to the molecular brightness and thus offers the possibility to separate a mixture of fluorescent species into its
constituents, based on a difference in their molecular brightness alone. This analysis is complementary to the autocorrelation
function, traditionally used in fluorescence fluctuation spectroscopy, which separates a mixture of species by a difference in
their diffusion coefficient. The PCH of each individual species is convoluted successively to yield the PCH of the mixture.
Successful resolution of the histogram into its components is largely a matter of the signal statistics. Here, we discuss the
case of two species in detail and show that a concentration for each species exists, where the signal statistics is optimal. We
also discuss the influence of the absolute molecular brightness and the brightness contrast between two species on the
resolvability of two species. A binary dye mixture serves as a model system to demonstrate that the molecular brightness and
the concentration of each species can be resolved experimentally from a single or from several histograms. We extend our
study to biomolecules, where we label proteins with a fluorescent dye and show that a brightness ratio of two can be resolved.
The ability to resolve a brightness ratio of two is very important for biological applications.

INTRODUCTION

The development of confocal and multiphoton spectroscopyranslational diffusion (Koppel et al., 1976), chemical reac-
has given us the opportunity to measure fluorescence frortions (Magde, 1976), rotational diffusion (Ehrenberg and
very small sample volumes (Qian and Elson, 1991; Rigler eRigler, 1974), protein oligomerization (Berland et al.,
al., 1993a; Berland et al., 1995). The reduction of the1996), triplet-state kinetics (Widengren et al., 1995), surface
sample volume by more than nine orders of magnitudeand bulk processes (Borejdo, 1979; Thompson and Axelrod,
compared to conventional fluorescence techniques, leads t®83), membrane surfaces (Huang and Thompson, 1996),
an equal reduction in the number of particles present in thend others (Magde et al., 1978; Weissman et al., 1976).
observation volume. In fact, the observation of Single mO|-Here, we use the terms partide and molecule interchange_
ecules has been achieved with these small volumes (Riglejply. In our context, particle refers to a fluorescent, point-
etal., 1993b; Eigen and Rigler, 1994). The small number ofjke object.
molecules diffusing through the observation volume causes gtatistical considerations require that only a small num-
large intensity fluctuations of the fluorescence signal.  per of particles be present in the observation volume at any
This appearance of fluorescence intensity fluctuationgnstance of time to observe the intensity fluctuations gen-
can be exploited as an additional source of information (Qyated by individual particles. The methods of data analysis
determine kinetic properties associated with the particles; o; close to the single molecule level are quite different

(Elson and Magde, 1974). The original experiments congqn, the methods used to characterize particle ensembles in
ducted by Webb and coworkers (Magde et al., 1972, 1974, sojutions. The fluctuations inherent in the measured

Is;t?rted a ntew field, V\I':kgcsh iflf[nown astI]Iuortesc%nce gorrezignal mandate the use of statistical methods to analyze the
ation spectroscopy ( ). After more than two decades o ata. For example, FCS uses the autocorrelation function of

dﬁ?{g%ﬁﬂ?&nr Cusser:jafor?ri}gg?id aetgour?)r;es;osgza;nlttﬁ,e r:r?gﬁe intensity fluctuations to characterize the time-dependent
q y 9 P éjecay of these fluctuations to their equilibrium value.

lecular level (Bonnet et al., 1998; Haupts et al., 1998). FC The use of small sample volumes, together with the

has been used to study a variety of processes, such as i .
ability to measure processes close to the single molecule

level in vitro or in vivo, make FCS attractive for the study
of biological systems. However, biological macromolecules

Received for publication 22 June 1999 and in final form 20 October 1999.int ract with other mol | it of a network. which
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Laboratory for Fluorescence Dynamics, 1110 West Green, Urbana, ILm""imair‘S the complex maChinery of life. Thus, almost
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© 2000 by the Biophysical Society single species, and we have to consider how to separate
0006-3495/00/01/474/13  $2.00 components of a mixture on the single-molecule level. FCS
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has been applied successfully in resolving species based dehavior of a single species. Here, in contrast, we explore
their diffusion coefficients (Rauer et al., 1996; Klingler and the use of the PCH to separate species based on a difference
Friedrich, 1997). However, to separate two species by the their molecular brightness. We discuss the resolvability
autocorrelation analysis requires a difference in their transand sensitivity of the PCH in separating two species as a
lational diffusion coefficients by approximately a factor of function of the sample conditions, such as the molecular
two (Meseth et al., 1999), which corresponds to a moleculabrightness and the particle concentration. A binary dye
weight difference of about eight. Unfortunately, quite a mixture serves as a model system to test experimentally the
number of important processes do not produce such a largesolvability of two species by the PCH. We also study
change in the molecular weight. For example, the formatiorbiomolecules labeled with either one or two fluorescent
of a dimer from two monomers leads to a change of thedyes and resolve the mixture by PCH analysis.
diffusion coefficient of only 25%. Thus, a mixture of mono-
mers and dimers cannot be resolved by the autocorrelation
function alone.

To address this shortcoming of the autocorrelation ap:rHEORY
proach, methods have been introduced to separate speci€e PCH captures the amplitude distribution of the intensity
based on molecular brightness rather than molecular weighfluctuations (Mandel, 1958). The intensity profile of the
Higher-order autocorrelation and moments analyses use thaservation volume created by confocal or two-photon tech-
information of higher moments to separate species (Palmariques are described by their respective point spread func-
and Thompson, 1987; Qian and Elson, 1990b). Here, w#ons (PSFs) (Qian and Elson, 1991; Berland et al., 1995).
propose a different method, which exploits the distributionWe define a scaled point spread function PS& that the
of photon counts to separate species by their moleculavolume of the scaled PSNg- = [ PSRT) dr, equals the
brightness. Molecular brightness is the fluorescence intenvolume definition of FCS experiments (Thompson, 1991).
sity produced by a single particle in the observation volumeBecause the PSF is inhomogeneous, particles moving inside
and depends on the physical properties of the dye and thide PSF give rise to intensity fluctuations.
detection setup. The concept is quite straightforward. A For a single particle, diffusing within a small box of
particle with a given brightness produces a characteristizolume V, that encloses the observation volume, these
intensity fluctuation as it traverses through the observatiorintensity fluctuations lead to the following photon count
volume. If another particle with a higher molecular bright- distribution (Chen et al., 1999),
ness enters the observation volume, this event is accompa-
nied by a stronger intensity fluctuation in the fluorescence -
signal. The statistics of the amplitudes of the intensity pU(k; Vo, €) = J Poi(k, ePSKr))p(r) dr, (1)
fluctuations will capture the distribution of molecular
brightness values and their recurrence frequency. Thus, the
amplitude statistics provides a quantitative description ofvhere Poik, n) is the Poisson distribution with expectation
the molecular brightnesses of the particles together wittyalue w. The probability §2(k; Vo, €) for observingk pho-
their respective concentrations. ton counts for a single particle depends on the reference

So far, we have described the basic concept and omitte¥olumeV, and the parameter The function pK) describes
a few complicating factors: 1) We observe an open systerfle probability to find the particle at position For a
with particles entering and leaving the observation volumeparticle immobilized at positiorr,, Eg. 1 reduces to a
Therefore, the particle number fluctuation occurring in suchPoisson distribution,
a system must be taken explicitly into account. 2) The

illumination profile of the excitation volume is inhomoge- pid.4(k) = Poi(k, ePSRT,))

neous, thus leading to a distribution of fluorescent intensi- . .

ties, which depends on the actual shape of the beam profile. _ (ePSKF,))“exd — ePSHro)] )
3) Last, but not least, we detect discrete photon counts B k! ' (2)

instead of intensities. The photodetection process adds an-

other layer of noise to the signal and changes the signat is the shot noise generated by the detection process of the

statistics (Saleh, 1978). Thus, to separate species by theipnstant fluorescence intensity of the immobilized particle

molecular brightness, we need to know how these threéhat gives rise to the above Poisson distribution (Saleh,

factors contribute to the observed amplitude statistics.  1978). However, we are interested in a freely diffusing
In a recent publication, we developed a theoretical exparticle, in which the probability p) to find the particle at

pression for the photon-counting histogram (PCH), whichany position within the volume of the reference box is equal

takes the inhomogeneous excitation profile, the particldo 1N, and outside of it is equal to zero.

number fluctuations, and the detection process into account The physical meaning of the parame¢drecomes clear if

(Chen et al., 1999). In that article, we mainly focused on thewve calculate the average photon couti{sfor a diffusing

Biophysical Journal 78(1) 474-486



476 Mdller et al.

particle according to Eq. 1, p™(k; V,; €), considering Poissonian number statistics,

€ [ — . Vpse T1(K; Npsr, €) = p(k; Vo, N, €) = (p™(K; Vo, €))n - (7)
<k>=vf PSF\’r)dFZET. A _ ) o
°Jy, 0 The PCH function fk; V,, N, €) describes the probability of
observingk photon counts per sampling time for an open
Thus, the average photon counts are determined by theystem with an average &f particles inside the reference
product ofe and the probability to find the molecule within volume V,,.
the volume of the point spread functiMyse Thereforee The particular choice of the reference volume for an open
describes the molecular brightness, which determines theystem is irrelevant. It is intuitively clear that the properties
average number of photon counts received during the sanof an open system have to be independent of the arbitrary
pling time At for a particle within the observation volume reference volum#&/, (Chen et al., 1999). Thus, the photon-
Vs The average photon counts receiidscale linearly  count distribution should either be referenced to an inten-
with the sampling time. Therefore, the detected photon ratgive quantity, like the particle concentration, or to some
€soc = €/Atg is independent from the somewhat arbitrary standard volume. We choose the convention used in FCS,
sampling timeAt,. The paramete¢;..expresses the molec- where the volume of the PSWyg connects thg(0) value
ular brightness in photon counts per second per moleculef the autocorrelation function to the average number of
(cpsm) and allows a more convenient comparison betweemoleculesNes-(Thompson, 1991). Consequently, we drop
different experiments. theV, parameter dependence for the PCH of an open system
Now let us consideN independent and identical particles and declare a new functidi(k; Nps €), which character-
diffusing inside a box of volum¥,,. If one could follow one izes the PCH of an open system referenced to the volume of
particular particle individually, the PCH of this particle the PSF. The average number of photon cogkitzan be
would be given by (k; V,, €) according to Eq. 1. FON  calculated from Eq. 7 and is given by the product of the
independent particles, the corresponding PCHY(Kk molecular brightness and the average number of particles
V,, €), is given by consecutive convolutions of the single Npgrinside the PSF volume,
particle PCH functions P(k; V,, €) (Feller, 1957), B
(k) = eNpsr. (8)

So far, only identical particles have been treated. Often
more than one type of particle is present in the sample. It is
Of course, if there are no particles in the reference volumestraightforward to expand the theory under the assumption
no photon counts are generated and we define the correhat the particles are noninteracting. Let us consider the case
sponding PCH as, of two different species for simplicity. If we could distin-

guish the photon counts emerging from each species, we
POk Vo, €) = 8(k), with (k) :{ é :2;8 (5) could directly determine the PCH of each speciHgk;
' : N1, €;) andIl(k; N,, €,). However, because we are assum-
é'ng that the particles have identical spectral properties, we

diffuse inside a box, does not describe the experimenta‘fannOt distinguish the origin of the photon counts. How-

situation, unless the reference volume includes the whol&V®" _aslllorlgd as tfgje phc;]ton Cemsfs'ﬁn OT bOth, sp.eCIeT) 1S
sample. But a macroscopic reference volume would requirétatIStlca y independent, the PCH of the mixture is given by

the evaluation of an astronomical number of convolutionsthe .cr?n\r/]olutll?n of t.he ghoton count distributions of species
according to Eqg. 4. Instead, we choose to consider an opeJn with that of species 2,

system in which particles are allowed to enter and leave & & _ K~ &

small subvolume. The subvolume is in contact with a mucrfﬁ(k' N Noy €, ) =TI Ny €) @ TGN, €. (9)
larger reservoir volume and the distribution of the numberror more than two species, all single-species photon-count-
of particlesN inside the subvolume is given by a Poissoning distributions are convoluted successively to yield the

PV Vo, € = (PV® - - -®@pY) (ki Vo, ). (4)

N-times

The assumption of a closed system, in which particle

distribution (Chandrasekhar, 1943), photon-count distribution of the mixture.
o The photon-count distribution depends on the PSF. Here,
P«N) = Poi(N, N), (6)  we report the PCH of a single particlé’gk; V,, €) for the

whereN describes the average number of molecules withinG"’luss"”“’]_LOrentZIan squared PSF, which has been used to

the reference volumé&/, We point out that this Poisson descri_be the two-photon excitation beam profile for our
distribution has a different physical origin than the Shotexpenmental conditions (Berland et al., 1995),
noise, which is due to the detection process. - 4o’ 4p?
Now we can express the PCH for an open sysféky p PSEc(p, 2) = ') exp[— wz(Z)]'
Vo, N, €) as the expectation value of thé-particle PCH

(10)

Biophysical Journal 78(1) 474-486
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The PSF is expressed in cylindrical coordinates and th&ample preparation
excitation profile has a beam waisf. The inverse of the

. . . s Rhodamine 110, 3-cyano-7-hydroxycoumarin, and the alexa 488-protein
Lorentzian along the optical axis for an excitation wave- y yeroxy b

labeling kit were purchased from Molecular Probes (Eugene, OR). All dyes

|ength of A is given by, were dissolved in 50 mM Tris[hydroxymethyllJamino-methane (Sigma,
2 2 MO) and the pH was adjusted to 8.5 by adding HCI. The dye concentration
2 2 z ; TWo of the stock solutions was determined by optical absorption measurements
02 =wi\1+ =] ], with zz= . (1D , - o .
Zr A using the extinction coefficients provided by Molecular Probes. Mouse

antialkaline phosphatase monoclonal antibody (IgG) was purchased from

To calculate the PCH of a single particle for a referencechemicon international (Temecula, CA). The alcohol dehydrogenase was
volumeV,, p(f) is set equal to M, Eqg. 10 is inserted into  from baker’s yeast and contains less than 1% NAD and NADH (Sigma).
Eq. 1, and then integrated over all space. |ntegrating over apoth proteins were used for labeling without further purification. The
space is mathematically convenient and ensures the corre‘?,’PLe_]jF"":‘,be"”%hpr?tgcﬁ' Wj‘s pro"'f‘,’e‘t’ dl?y ”l‘o'zc_“'tar: ﬁ”‘t’)bfs "é'”]lf fel"’
odifications. The labeling dye was first dissolved in the labeling buffer to
,PCH fc_)r the Qpen volume case, beca_us_e’, from a mathemag](_:hieve a final concentration of 10 mM. Different amounts of alexa 488

ical point of view, the PSF extends to 'nf'nlty' However, the solution were then added to the IgG protein samples to yield concentration
PCH of a closed volume is only approximately determined atios of 1:1 for sample A, 25:1 for sample B, and 100:1 for sample C. For
The quality of the approximation depends on the size of thehe labeling of alcohol dehydrogenase, concentration ratios of 1:1 for
reference volumé/,. If the volume is chosen so that the sample A and 25:2 for sample B were used. The mixtures of labeling dye

contribution of the PSF to the photon counts outside of thé‘”d proteins were incubated at room temperature for more than one hour
reference volume is negligible, then the deviation betweeﬁ"ith stirring. In the next step, the mixtures were loaded on G25 Sephadex

h f . . Il. The PCH of | d vol ._columns and the samples were collected without further purification. The
the two functions is small. € Ol a closed volume IS,y ter ysed for the columns, and subsequently for the fluctuation measure-

from a practical point of view, only of minor interest, ments, was potassium phosphate buffer at 50 mM=p8i4.

because the experimental situation is described by the PCH

of an open volume. We refer the interested reader to a more

detailed discussion of this point by Chen et al. (1999). The .

PCH of a single particle is then determined for- 0 by a  Data analysis

one-dimensional integral, The theoretical photon-counting distribution of a single particfe(ip
V,, €) is directly calculated from Eq. 12. After convoluting the density

1 7wl [* 4e function gH(k, Vpsp €) according to Eq. 4 to obtain®(k; Vpsp €), the
p(zléL(ki Vo, €) = V., 22Kl 1+ XZ)V<k, 772(1‘")(2)2> dx, final probability function for an open system with an averagél glrticles
0 “Jo in the reference volum¥,g.is determined by weighing®(k; Vesk €)
according to Eq. 7 with the Poissonian number probability NdW).
fork> 0. (12) The histogram of the experimental data is calculated from the recorded

photon counts and then normalized to yield the experimental probability
The integral, which contains the incomplete gamma func-density k) of k photoelectron counts. A typical data set contains on the
tion y (Abramowitz and Stegun, 1965), can be evaluatedbrder of 16 data points, so the values of the photon-counting derigky p
numerically. vary over several orders of magnitude. To{kpto the PCH model, we

must assign the proper statistical uncertainty to each value of the histo-

gram. For each individual measurement, the probability to Jeddunts is

MATERIALS AND METHODS given by the probability’ (k) and the complementary probabilitylk) = 1
— P(k) of not yieldingk counts. The probability of observirigcountsr
Instrumentation times out of M ftrials is given by a Binomial distribution function

B(r, M, p(k)), where 1¢k) is the probability to observé counts. The
The instrumentation for two-photon fluorescence fluctuation experimentssypectation valuér) for the Binomial distribution is given bgr) = M (k)
is similar to that described by Berland et al. (1995) with a few modifica- and the standard deviation, by o, = VM p(K) §(K). We weigh each
tions. A mode-locked Ti:sapphire laser (Mira 900, Coherent, Palo Alto,giement of the PCH with its corresponding, calculate the theoretical

CA) pumped by an intracavity doubled Nd:Y\@aser (Coherent Inc., yensity functionli(k; N, €) and then determine the reducg@function,
Santa Clara, CA) was used as the two-photon excitation source. The

experiments were carried out using a Zeiss Axiovert 135 TV microscope

(Thornwood, NY) with a 4& Fluar oil immersion objective (N.A= 1.3). Kimax (p(k) — TI(k; N, €))?

An excitation wavelength in the range from 770 to 780 nm was used for all Z N(k)~(k)

measurements. The average power at the sample ranged from 10 to 20 mW. 5 k=K plk)g

Under our experimental conditions, no photobleaching was detected for X" =M kmax _ kmin —d : (13)

any of the samples measured. Photon counts were detected with an ava-

lanche photodiode (APD) (EG&G, SPCM-AQ-141). The output of the

APD unit, which produces TTL pulses, was directly connected to a home-The experimental photon counts range from a minimum viglye which
built data acquisition card. The expected residence time of the moleculei§ typically 0 for most experiments, to a maximum numigg, The
inside the excitation beam was used to determine the photon-samplingumber of fitting parameters is given lly Because we take on the order
frequency, which ranged from 20 to 5 kHz. The recorded and stored photoaf M = 10° data points, the resulting Binomial distribution is, except for
counts were later analyzed with programs written for PV-WAVE version {r) ~ 1, well approximated by a normal distribution. Thus, the quality of
6.21 (Visual Numerics, Inc., CO) and with LFD Globals Unlimited soft- the model can be estimated by the redugédand by the normalized
ware (Champaign, IL). residuals of the fit i) = M{[g (k) — I1(k; N, )]/}

Biophysical Journal 78(1) 474-486
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RESULTS present. To study the concentration dependence of the two-
species resolvability, we kept the molecular brightness val-
ues constant, but varied the particle concentrations system-
We consider the most challenging case regarding a mixturatically. For such a fixed brightness ratio, the results are best
of two species in which the molecular brightness and theepresented graphically in the form of a contour plot of the
concentrations of both species must be resolved by thg? surface as a function of the logarithmic concentration of
histogram alone without any additional knowledge. It isboth species. The concentration of each species is expressed
quite useful, before taking data, to consider the influence ofn number of molecules within the PSF.

the molecular brightness and the particle concentration on Figure 1 shows thg2 contour plot based o = 1.6 X

the resolvability of two species. To address this question10’ data samples for a molecular brightnesg pf= 1.5 for

we calculated histograms for different conditions to identify species A andez; = 6.0 for species B, which gives a
experimentally favorable concentrations and brightnesgrightness ratior, = egl/e, of 4. This corresponds to a
conditions. Thg thgoretically determined two-species PCHadiative ratee,.. = 30,000 and 120,000 cpsm for a sam-
functions T1(k; Ny, N, €;, €,) were fit assuming a single pling time of Aty = 50 us per data point. Approximately 13
species model. The reducgd for this fi, minutes are required to accumulde= 1.6 X 10’ samples.

As can be seen from Fig. 1, an optimal concentration for

Resolvability analysis

Kinax K SN \2
D <M II(k Ny, Np, €, &) — IT(k; N, E)) species A and species B exists, where the misfit of the
Kk Ok two-species histogram by a single-species model is maxi-
Xz = Min Koo — koo —d ) mal. Changing the concentration of either species in either
N ¢ @ 14 direction results in a decrease of this deviation, thus reduc-

ing the x3 value. Once the reduceg value is close to 1 or
gives a measure of our ability to distinguish the PCH of onelower, then the signal statistics are not good enough to
and two-species systems. A fit of a two-species histogranglistinguish the presence of two species. The optimal aver-
by a single-species model will result in a misfit, which gives age number of molecules for species A is close to 0.1 and
rise to systematic residuals. The magnitude and correlatiothe one for species B is about 0.02.

of the residuals tells us whether it is feasible to distinguish The shape of the3 surface depends on the molecular
between single and multiple species. Here, we only considdorightness ratio, but is largely independent of the absolute
resolvability based on the value of the redugggbut, in  brightness values, as indicated in Fig. 1. The dashed contour
principle, other criteria for resolvability can be used as well.lines of x3 are plotted for the same brightness ratio, but with
A reducedy? value of one or less indicates that the dataa difference in the absolute molecular brightness of a factor
statistics are not sufficient to resolve the species, whereas@ e, = 0.25 andeg = 1.0. However, the amplitude of the
X2 greater than one indicates that more than one species j& function strongly depends on the absolute molecular

T T T T Foraa wampray I
C ! T 20V ‘,)0"'\\3 _V
L P\ g Pt

» i QM
C 2\

1.0000¢

FIGURE 1 They2 contour map of the misfit between a
two-species PCH by a single-species PCH as a function 0.1000
of the logarithmic particle concentration. The solid con- £
tour lines represent the surface for a brightness ratio of A

four, with molecular brightness values gf = 1.5 and M
eg = 6.0. The maximal deviation between the double-% 0.0100F
and single-species PCH functions occurs approximately §
at a particle concentration of 0.1 for species A and 0.02
for species B. The dashed contour lines represent a
rescaledy? surface for another brightness ratio of four, 0.0010+
but with molecular brightness values ¢f = 0.25 and -
eg = 1.0. They? surface was calculated fod = 1.6 X
10° data samples.

0.0001 ¢

0.0001 0.0010 0.0100 0.1000 1.0000
<NA>
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brightness values. The contour lines for the dimmer sampléeoubly logarithmic plot. Thus, the slope of the curve grad-
conditions are scaled by a factor of-6to match thex2  ually decreases from the value of 2.4 with increasing mo-
values of both mixtures. lecular brightness.

To determine the dependence xgf on the absolute mo- So far, we have kept the molecular brightness ratio con-
lecular brightness, we varieg), systematically while keep- stant. However, it is the magnitude of the brightness ratio
ing the brightness ratin. constant. The dependenceygfas  that provides the contrast between species. Clearly, a bright-
a function ofe, is shown in Fig. 2a for a brightness ratio ness ratio of 1 cannot be resolved, because both species
of 4 and for particle numbers ¢, = 1.0 andN; = 0.1.  have exactly the same molecular brightness. The larger the
The x2 function can be described approximately by a powemolecular brightness ratio is, the greater is the contrast
law behavior for molecular brightness valueg,< 1, with  between the two species. Thus, we expect a strong depen-
an exponent of about 2.4. For molecular brightness valueslence ofyZ onr.. We vary the brightness ratig from 1 to
€, > 1, we observe a convex shape of jifdunction onthe 100, while keeping the brightness of species A constant,

€x = 0.1. The number of particles N, = 1.0 andNg =
0.1. The resultingy? function is shown in Fig.  on a

1.0ES ' ' doubly logarithmic plot. The curve initially has a steep slope
(a) <><><> for small brightness ratios, but that slope decreases steadily
1.0E4 ¥ with increasingr, until the x2 function becomes indepen-

dent of the molecular brightness ratio. The initial slope of

1.0E3F the x2 function corresponds to an exponent of about 5. Since
”Q we are mainly interested in resolving small brightness ra-
1.0E2F tios, the pronounced dependence of the signal statistics on
the brightness ratio has profound consequences on the re-
1.0E1+ solvability of small brightness differences between species.
1.0E0 ' .
0.01 0.10 1.00 10.00 Experimental verification of resolvability using a
molecular brightness € , binary dye mixture
After considering the influence of the particle concentration
and the molecular brightness on the signal statistics of the
1.0E6 T histogram, we study a binary dye mixture to demonstrate the
(b) <><><>§: feasibility of using PCH to resolve multiple species. A
1.OES <><><><> mixture of two dyes, rhodamine 110 and cyano-coumarin,
1 o° ] was prepared. The mixture consisted of 80% coumarin and
1.0E4 <>° 20% rhodamine dye. The photon-count distribution of the
NQ 1.oE3L < ] binary mixture was determined and then analyzed by the
< PCH algorithm. One of the experimental histograms mea-
1.0E2F o -, sured is shown in Fig. 3, together with the best fit to a
o single-species model. The deviation between the fit and the
1.0E1F o E experimental histogram is clearly visible in the tail of the
1.0EO A<> . ] di:_stributic_)n. The residuals_of_ the fit show systematic vari-
) | 10 100 ations with standard deviations of more than &O0for

) . several photon-count channels. The experimental PCH was

brightness ratio r, then subject to a two-species fit. The two-species model
describes the experimental PCH within statistical error. The

FIGURE 2 @) x; as a function of the molecular brightness Thex;  residuals produced by the two-species fit are close to one

function was calculated according to Eq. 14 for particle numbers of 1.0 anqind random (Fig. 3) and yield a reducg%iof 0.8

0.1 for species A and B, respectively. The brightness matie eg/e, was We performed a dilution experiment to check the accu-

fixed to four during the calculations. Thg values are shown in arbitrary p . p

units as symbols<) on a doubly logarithmic plot. A power law depen- acy of the P_CH analysis. After each measurement of the

dence of 2.44olid line) characterizes the initial influence of the molecular binary dye mixture, the sample was diluted and remeasured.

brightnesse, on the x3 function. @) x3 as a function of the molecular - The concentration of each species is reduced by the dilution,

brightness ratio.. The x2 function was determined for particle numbers of but the concentration ratio is unaffected. The particle con-

1.0 and 0.1 for species A and B, respectively. The absolute mole(:ula&emrat.Ons determined by PCH analvsis from each mea
brightness of species A was fixeddg = 0.1 during the calculations g£, : : y ysi

while the brightness ratio, = eg/e, was varied. The? values are shown ~surement are plotted in Fig. atogether with the corre-
in arbitrary units as symbols>) on a doubly logarithmic plot. spondingx2 surface similar to Fig. 1. The experimentally
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FIGURE 3 The PCH of a binary mixture of rhodamine and coumarin 1.5
(O) is plotted together with the experimental error baB(s) for each data

point. The dashed line represents a fit to a single-species model. The fit and

the experimental PCH deviate in the tail of the distribution. The residuals 1.0
of the single-species fid@shed lingin the lower panel are correlated and /l\
exceed 20 SD for several photon count channels. A fit of the data to a 0.5 Has A
two-species modelsplid line) leads to a good description of the experi- |

mental histogram. The residuaiso(id ling) are random, and the reducgé ‘ 0.0L, (b) . . e
for the two species fit is 0.8. The two dotted lines indicate the o

bounds. 1 2 3

Sample number

recovered numbers of particles were then used to determinggyre 4 @) A binary mixture of 20% rhodamine and 80% coumarin
the best concentration ratio describing the dilution experiwas diluted several times and the PCH of each dilution experimentally
ment. This dilution curve is shown in Fig. & which determined (see also Table 1). Each histogram was measured for 130 min
describes a concentration ratio of 83%/17%, in excellenfind was then fit by a two-species model. The number of molecules
agreement with the expected concentration ratio. The pafScovered by the fit is shown in the’ contour map ). The error bars

. . . . . associated with each data point corresponddo The average value of the
ticle concentrations determined from each individual h'Sto“fitted molecular brightness of the rhodamine and the coumarin dye were
gram follow the dilution curve closely and do not scatterused to calculate thgZ contour map for our experimental conditions. The
significantly. The 68% confidence interval §) of each  contour lines are shown as dashed lines. The solid line represents the best

particle concentration is shown in the form of error bars forapproximation of the fitted dye concentrations by a dilution curve and
each data point (see also Table 1) corresponds to a composition of 17% rhodamine and 83% coumajin. (

. . .. The fitted molecular brightness values are plotted together with their error
The fitted molecular brlghtness values for the four dif- bars (1 o) for the four samples measured. The mean of the molecular

ferent sample concentrations are shown in Fig.&hd in  brightness of 0.47 and 2.18 for coumarih)(and rhodamine<), respec-

Table 1, together with their corresponding 68% confidencaively, are indicated by horizontal lines.

interval. For rhodamine, we determine an average molecular

brightness ofeg = 2.18 and, for coumarin, we geét. =

0.47. Thus, the brightness ratio of the rhodamine—coumarin. : L . . . .
o . . vidual histograms is still possible, but with an increase in

pair is 4.6 for our experimental conditions. The molecular

brightness values translate to 44,000 cpsm for rhodaminche uncertainty of the recovered parameters. To exploit the

and 9400 cpsm for coumarin, because the data were co act that the molecular brightness is independent of the

lected with a sampling time akt, = 50 us. dilution process, we fit the histograms globally by linking

Each dye mixture was remeasured with a data acquisitio'® Prightness of the two dyes across the data sets, while
time that was ten times shorter than in the previous experd/0Wing the dye concentrations to vary. The concentration
iment. The statistical deviation from a single-species PCH i®irs recovered by the global f_'ﬁ. = 1.1) are shown in
now reduced, and the values of th(Eq. 14) are a factor Fig. 5, together with the best dilution curve describing the
of ten less than that for the data corresponding to the longefata pointsgolid lin€). From the dilution curve, we recover
integration time. Note that the” function is proportional to & composition of 81% coumarin and 19% rhodamine. The
M, the number of data points, and therefore proportional t@lobal fit returns a molecular brightness af = 2.2 for
the length of the data acquisition time. Fitting of the indi- rhodamine and. = 0.5 for coumarin.
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TABLE 1 Resolution of binary dye mixture by PCH analysis amount of dye was increased, so that an additional doubly-
Samples labeled protein species appeared. Both preparations of al-
cohol dehydrogenase were measured and their histograms
analyzed (Table 2). The PCH of the first preparation of
+0.064 0.077 0.19 0.21 . . .
& 05Looc 0'458:832 0-5%333 03?3333 alcohol dehydrogenase (sample A) is plotted in Fig, 6
ENl gégfg_%ggs 2? 4;8;8§g g;rg;ggs ;'35:3;22 together with the fit to a single species, which represents the
2 +&Y-0.081 *="-0.080 ~1-0.26 *YY-0.15 . . . . .
N, 003599 008433 0146932 0414332  data within statistical error. The corresponding PCH of the
e 0.83 0.59 2.39 0.43 second preparation (sample B) requires a fit to a two-species
A binary dye mixture of 80% coumarin and 20% rhodamine 110 wasmOd(_aI (Flg' 6b) The m0|eCUIar br'ghtness ratio of the ,tWO
diluted repeatedly and its PCH was determined. The data acquisition tim&PECIES opta!ned b_y t.he PCH fit of the second sample is 2.2,
for each histogram was 130 min during which a total of X6.0° data ~ which is within statistical error of the expected value of two
points were collected. Each histogram was fitted by a two-species moddior the brightness difference between a singly and doubly
and the reduceg? of the fit is reported. The recover_ed mol_ecular bright- labeled protein Furthermore. the brightness ratio of the first
ness €, ande,) and the average number of moleculdl &ndN,) of each species across the two ind,e endently measured samples
species are shown together with their respective uncertainty (see also p P y N P
Fig. 4). The confidence interval of each parameter was determined bduals 1-04-. The fact that we recover essentially the same
F-test analysis. molecular brightness for species from independent measure-
ments together with the brightness ratio of about 2 of the
second sample is a good indication that we can indeed
Experimental verification of resolvability using resolve a mixture of singly and doubly labeled proteins by
fluorescently labeled biomolecules the histogram method.

In the next step, we apply PCH analysis to biomolecules. To We su_ccesswel_y increased the ratio 9f dyg to protein in
he labeling reaction to generate proteins with more than

demonstrate that it is feasible to distinguish a brightnesé . .
ratio of two, IgG antibodies and alcohol dehydrogenaséwo fluorophores attached. To resolve s_uch a mixture into
were labeled with the fluorescent dye alexa 488. The labelltS COMponents, we use a global analysis similar to the one

ing process generates a heterogeneous mixture of proteinlé‘?‘ed for the binary dye mixtures. Each additional species

which differ in the number of fluorophores attached. Cold needed in the global PCH fit has to be an integer multiple of
the molecular brightness of the single-labeled species,

proteins, protein molecules without a label, do not contrib- h he i h ber of d hed
ute to the fluorescence signal and will be ignored. In the firstvnere the integer represents the number of dyes attached to

preparation, the labeling conditions for the two proteinsthe protein. We applied this model to three PCHs of labeled

- ; . 1gG samples. The data are well described by the global
ere chosen, so that, besides cold proteins, only prote nd ) .
W ! protel y proel odel, which yields a reducegf of 2.5, and the result of

with a single label are present. In the second preparation, tr{ﬁe fit is shown in Table 3, together with the 68% confi-

dence intervals of the fitted parameters. The molecular
10 . 3 brightness of the singly labeled species is 1.7. The histo-
) ] gram of the first sample is fit by a single species and the
histogram of the second sample requires a fit to a two-
species model. The third protein sample, however, is not
described by two species alone and a third component,
which carries three fluorescent labels, had to be included
0.1¢ E (Table 3). The concentration of the higher label fractions
] decreases rapidly with the number of dyes attached, as one
would expect from random labeling.

4 3 2 1

<N>py110

0.1 1.0 TABLE 2 Resolution of alcohol dehydrogenase labeled with
<N> alexa 488 by PCH analysis

Coumarin

Samples € N, € N, X
A 26275015 054000035  — — 0.75
B 2.51'0%  0.155'0007 510 (0060008 1.82

FIGURE 5 Global analysis of a binary dye mixture containing 20%
rhodamine and 80% coumarin. The mixture was diluted several times and
the PCH of each dilution was measured for 13 min. The PCHs were
simultaneously fit to two-species models with the molecular brightness offwo protein samples were labeled with different concentrations of alexa
each species linked across the data sets. The reqgaédhe fitis 1.1. The 488 as discussed in the text. The PCH of the first sample (sample A) is
global fit yields a molecular brightness gf = 2.2 for rhodamine ane. = fitted within statistical error by a single-species model, whereas sample B
0.5 for coumarin. The concentration pairs of the dyes recovered from theequired a fit to a two-species model to describe the data within statistical
fit are displayed together with their error barsX o) as determined by the  error. The recovered molecular brightness and the number of molecules are
F-test criterion. The concentration points are best described by a dilutioshown together with their respective dl standard deviation. The data
curve of 81% coumarin and 19% rhodamirsel{d line). acquisition time of sample A and B was 13 and 130 min, respectively.
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TABLE 3 Global PCH analysis of IgG labeled with alexa 488

Samples
A B C
] Ny 0.234°5:563 0.24575:50 0.26°5:63
] N, — 0.031°3:964 0.0875:63
N3 - - 0.03"381

log(PCH)

Three samples of IgG labeled with alexa 488 were prepared as described in
the text. The relative dye concentration used for the labeling reaction
increased from sample A to sample C. The global model assumes that the
molecular brightness scales with the number of fluorophores linked to the
protein. The reduceg?® of the global fit is 2.5 and the fitted molecular
brightness of the singly labeled proteineis= 1.7. The average number of
molecules of proteinsN;, N,, andN,) with a single, with two, and with

k three labels is tabulated together with theior ISD. The data acquisition
time used to determine the PCH was 800 s for each sample.

Ml N S T

residuals/c

<
9}
—
(=]
—
W

histogram is uniquely characterized by two parameters, the
: molecular brightness and the average number of particles in
-6F ] the observation volume as outlined in the theory section.
. The practical resolvability of the individual species depends
on the shape of thgz function and on the signal statistics of
the experimentally determined histogram. We examined the
resolvability of two species in detail, where all four param-
eters must be determined directly from the histogram. The
histogram obtained from a sample of a mixture must be
sufficiently different from any single species histogram to
0 5 10 15 resolve the two components in terms of concentration and
k brightness. This difference is quantitatively expressed by
> . X > -
FIGURE 6 PCHs of alcohol dehydrogenase labeled with alexa 488. ( :]r:gri(grfl:f?;::O:ngegnzdcll)gaf?n djl'gat?é?] \/tig‘ltemSch)l;feICItigtl!]yone
The PCH {) of a singly labeled protein (sample A of Table 2) is fit to a T
single-species modesglid line), and the normalized residuals of the fitare SP€CIES IS present.
shown in the lower panelbf The PCH () of a mixture of singly and The X§ surface of Fig. 1 demonstrates that, for a given
doubly labeled protein (sample B of Table 2) is fit to a two-species mOdelbrightness ratior, = egle,, an optimal concentration for
(solid line). The normalized residua!s of the fit are shoyvn in the lower species A and B exists at which the deviation from a
panel. The fit parameters for both histograms are compiled in Table 2. . . . L .
single-species PCH is maximized. An increase or decrease
in the particle concentration from the optimal concentration
leads to a reduction of thef value. We can understand this
We increased the labeling ratio even further and had tdehavior readily by considering the influence of the con-
include a forth species to describe the data. However¢the centration of a single species on the intensity fluctuations. If
of that and other data sets from samples with higher labelingve increase the number of molecules in the observation
ratios is increasing steadily. This indicates that the globalolume, then we simultaneously decrease the relative con-
model, which assumes that the brightness scales with thieibution of the number fluctuations to the signal. Thus, the
number of attached fluorophores, starts to fail in describingelative width of the particle number distribution (Eq. 6)
the experimental situation. The most likely explanation fornarrows as the concentration grows, and the number distri-
this deviation between data and fit is that the labeling raticoution approaches a delta functigifN — N) for high
starts to be high enough so that quenching between thgarticle concentrations. The intensity fluctuations associ-
labeled fluorophores becomes important. For alcohol dehyated with the particle number die away and the PCH ap-
drogenase the deviation begins already at a labeling ratiproaches a Poisson distribution according to Mandel’s for-
lower than for IgG. mula (Chen et al., 1999). However, it is the deviation of the
PCH from a Poisson distribution, which allows us to deter-
mine both the molecular brightness and the number of
DISCUSSION molecules, as discussed by Chen et al. (1999). Conse-
The PCH of multiple independent species is the convolutiorguently, the signal statistics decrease as the particle concen-
of the PCH of each individual species. Each species in thé&ation is increased.

log(PCH)

residuals/c

Biophysical Journal 78(1) 474-486



Resolving Mixtures by the Photon Counting Histogram 483

Reducing the number of molecules in the observatiorproportional to the fluorescence intensity. As we cross from
volume, in contrast, produces stronger fluctuation amplithe regime, where the shot noise contribution is important,
tudes. However, once the average number of molecules i® the intensity limit, the signal statistics to separate species
less than one molecule, the probability that a molecule iill change. The molecular brightness determines the
found in the observation volume greatly decreases. Thereaverage photon counts per molecule and sampling time.
fore, most of the time, the particle will not contribute to the Thus, thene >=> 1 the contribution of the shot noise be-
photon count signal, which consequently leads to a reduccomes negligible and we approach the intensity limit. This
tion of the signal-to-noise ratio. The two opposing effects ofeffect explains the decrease of the slope in Fig.& the
the particle concentration on the signal statistics shape thiafluence of the shot noise becomes less important.

x* function and lead to a maximum at a concentration of For our experimental conditions, the shot noise influence
about one molecule per observation volume. A brighterupon the data statistics is important. Thus, the power law
particle shifts the maximum of thg? function to a lower behavior with an exponent of close to two is a good ap-
concentration than that when compared to the case of proximation to judge the influence of the absolute bright-
dimmer particle. In other words, the exact location of theness on the signal statistics. For example, a decrease of the
optimal concentration conditions depends on the relativabsolute brightness by a factor of two requires a data ac-
brightness ratio of the two species. However, on a doublquisition time that is approximately?Z times longer, to
logarithmic plot, the optimal position does not shift appre-yield the samey; value.

ciably with these changes. Thus, concentrations of one Another important factor to consider is the brightness
particle per observation volume or slightly lower are goodratio. The brightness ratio gives us the contrast to distin-
experimental conditions for separating species by the PClguish between species. The signal statistics presented in Fig.
algorithm. 2 b clearly reflect this behavior. As the contrast between the

If one must work at conditions where thé value is low,  two species increases, so doestBdeviation from a single
one can increase the signal to noise by choosing a longepecies fit. However, as the brightness ratio is progressively
data acquisition time. As can be seen from Eq. 13, the valuicreased, the logarithmic slope of tiyg curve decreases
of x?is directly proportional tdVl, the number of data points until the 2 value becomes independent from the brightness
collected. Thus, one can judge, for given experimental conratio r.. The initial increase of the signal statistics can be
ditions, how long of a data acquisition time is needed tounderstood in terms of an increase of the separation of the
identify the second species. individual histograms, as in the previously discussed case of

The shape of thg?2 surface is largely independent of the the absolute brightness dependence. The overlap of the
absolute molecular brightness as indicated in Fig. 1, as lonodividual PCH decreases to the point that they are virtually
as the brightness ratio is kept constant. The absolute valuseparate. At this point, a further increase in the molecular
of x3, however, depends strongly on the absolute brightnessrightness will not lead to a significant improvement of the
(Fig. 2a). We have shown previously that, for a single ability to separate the species. This behavior can explain the
species, the deviation of the photon counting histograndecrease and eventual saturation of fBelependence as a
from a Poisson distribution increases with the molecularfunction of the brightness ratiQ. In fact, at extremely high
brightness (Chen et al., 1999). Similarly, the signal statisticbrightness ratios, the bright species will almost exclusively
required to separate species improves as the moleculaontribute to the photon count signal, while the counts from
brightness is raised. The dependence ofxfen the abso- the dimmer species are negligible. Therefore, the signal
lute molecular brightness is approximately described by atatistics will actually decrease above a certain brightness
power law with an exponent of 2.4 for brightness valuescontrast. However, in almost all practical applications, the
€, < 1. The value of the exponent decreases only slightlybrightness ratio will be on the order of ten or less. The shape
with increasing brightness ratiQ (data not shown). of the x2 curve as a function of the brightness ratio depends

The PCH of a binary mixture is the convolution of the on the particle concentratioN§ and Ng), because the
corresponding single-species histograms. The resolution aptimal concentration changes with the brightness ratio.
the molecular brightness values from the histogram dependdowever, the overall shape stays the same; a straight slope
on the relative overlap of the two histograms. For smallin a doubly logarithmic plot, which decreases with increas-
molecular brightness values, the shot noise broadening ahg brightness ratio. The steep slope of the curve in the
the histogram is significant. However, the separation of thedoubly logarithmic plot explains why it is so much harder to
average photon counts of both species increases as teparate smaller brightness ratios. For example, changing
molecular brightness is raised, while, at the same time, théhe brightness ratio from 4 to 2 for particle concentrations of
relative shot noise broadening is reduced. Thus, the twid, = 1.0 andNg = 0.1, reduces thg? by a factor of 2.
distributions are better separated as the brightness is ifFhus, the data acquisition time has to be increased by a
creased. As we continue to increase the molecular brightfactor of 30 to compensate for the loss in the signal statistics.
ness, the contribution of the shot noise to the signal de- The study of the influence of the molecular brightness
creases rapidly, and the measured signal is directhand the particle concentration on the value)gftells us
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whether, statistically, more than one species is present, but FCS is used to characterize kinetic properties of biomol-
does not tell us how accurately the mixture is resolved intcecules on the single-molecule level. Most biological sys-
its components. In real experiments, we need to determinems contain more than one chemical species. As already
the confidence interval of the parameters recovered by thpointed out in the introduction, FCS cannot differentiate
fit, which we do by using the F-test criterion to judge the between mixtures of similar molecular weight. Here, PCH
accuracy of the fit parameters. can fill an important gap in the characterization of biolog-

We studied a binary dye mixture at the single-moleculeical systems on the single-molecule level. As discussed
level and used PCH analysis to separate the species (Fig.e@rlier, the resolvability of two species decreases as the
and Table 1). Each histogram was acquired for 130 minbrightness contrast is reduced. The question, whether one
The highest dilution has the best signal-to-noise ratio angan resolve a brightness ratio of two, is of imminent bio-
the standard deviation of the parameters is 10% or less. Al9gical importance. Biomolecules often build complex
we increase the concentration, the uncertainty in the parangiructures, composed of many individual units, to fulfill a
eters increases. This exactly reflects the behavior predictegPecific task. The ribosomes are but one such example. The
from the study of they? dependence on the particle con- fundame_ntgl building block is the a_ssembly _of two units. If
centration. With increasing particle concentration, the sta®ach unit is labeled, then the brightness increase of the
tistical deviation of the two-species histogram from a sin-duplex is a factor of two. We experimentally verified that a
gle-species PCH decreases, as can be seen from the cont&ightness ratio of two can be resolved by studying fluores-
lines in Fig. 4a. To compensate for the loss in resolvability, CENtly labeled proteins (see Fig. 6). The two species recov-
a longer data integration time would be necessary. The pcired only differ in the number of dyes attached to the
analysis of the dilution study clearly demonstrates that twdProtein. Therefore, lifetime measurements or dual-color
species can be separated based on a brightness differenf&S (Schwille et al., 1997) cannot be used to resolve the
The autocorrelation function, in contrast, will not be able toheterogeneous protein sample.

distinguish the species, because the diffusion coefficient of _We globally analyzed three histograms of 1gG 'aF"?'_ed
the two dyes is virtually identical. with the fluorophore alexa to reduce the data acquisition

We like to stress that the analysis of the binary dye datryme substantially and to illustrate the power of PCH anal-

. . . . " sis. Our model assumes that the molecular brightness
is based on a single histogram assuming no addition . . )

9 9 9 scales with the number of fluorophores linked to the protein.

information about the molecular brightness or the particleThe model fits the data, and we can isolate up to three

concentration of each species. This is by far the most ~ . o :
) . . . -species (Table 3). If we assume that the unspecific labeling
stringent condition and is chosen to illustrate the experi-

. reaction is truly random, or, in other words, the probability
mental strength of the PCH analysis. To the best of OUor a label to bind to the protein is independent of the

. . Thumber of fluorophores already attached to the protein, then
be resolved on the single-molecular level by a brlghtnes§ve would expect to find a Poisson distribution for the

difference a_lone. Pre_wous studies based on h!gher Orde mber of labeled fluorophores. This assumption might
autocorrelation techniques and moment analysis used tg, 4 tor arge proteins and small labeling ratios. We ana-
intensity or photon count moments to separate species (Q”erd the concentrations recovered by the fit for the protein

and Elson, 1990b; Palmer and Thompson, 1987). The MQsymples B and C assuming a Poisson distribution (data not

ments like the PCH contain information about the molecularshown)_ From the fit, we estimate a labeling ratio of 0.2 for

brightness of particles and can be used to resolve a miXtU’§ample B and a labeling ratio of 0.8 for sample C, which is
of species. However, in all previous studies, the signaj, excellent agreement with the dye-to-protein ratio used in
statistics were insufficient to directly resolve the speciesine labeling reaction (see Materials and Methods).
and either the brightness or the concentration of one of the T, other approaches to recover multiple species have
species was determined by some additional experimerfeen introduced in the literature. One method is based on
(Palmer and Thompson, 1989a; Qian and Elson, 1990a). the analysis of higher order autocorrelation functions
Reducing the data acquisition time leads to an increase ifpalmer and Thompson, 1987, 1989a,b) and the other
the parameter uncertainty. However, one can compensaffiethod is based on moment analysis of the photon counts
for a shortened data acquisition time by either increasing theQian and Elson, 1989, 1990a,b). The analysis of the higher
molecular brightness or by using global analysis techniquessrder autocorrelation function determines the higher order
The same binary dye mixtures were remeasured with a dafguctuation amplitude, which is a function of the intensity
acquisition time of only 13 minutes per sample. The com-moments. Thus, both methods use moments to resolve spe-
plete set of PCHs was analyzed globally by linking thecies. In principle, higher order autocorrelation analysis
molecular brightness of each species across the data sets. Byuld exploit the information content of the time-depen-
performing a global analysis, we were able to recover thalence of the higher order intensity fluctuations to separate
molecular brightness of the two dyes and their concentraspecies, but its potential use still has to be demonstrated.
tions at a reduced data acquisition time. From a purely mathematical point of view, histogram and
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moment analysis are equivalent, because the knowledge tdcular brightness and the concentration of each species
all moments is equivalent to the knowledge of the distribu-changed as expected, and we retrieved the fractional com-
tion function of the photons. However, the statistical errorposition of the mixture within experimental error. We ex-
affects the intensity moments and the histogram differentlytended PCH analysis to biomolecules, where we resolved
A simple, analytical form describes the statistical error ofprotein samples with either one or two fluorescent labels
PCH, and this error is taken into account in the PCHattached. Our demonstration, that a brightness ratio of two is
analysis. This allows us to fit data to models and judge thexperimentally resolvable, is of importance for biological
quality of the fit from the residuals and the reduggdn a  applications. The association of two labeled monomeric
quantitative manner. The transformation of the simple exunits to form a dimer changes the brightness by a factor of
pression for the error of PCH analysis to moments is quitdwo, whereas the diffusion coefficient only increases by
complex. In fact, the statistical uncertainty has not beer25%, which cannot be resolved by the autocorrelation func-
determined analytically. But moment analysis based orion alone. These examples demonstrate the potential power
shot-noise subtraction can be extremely fast and conveniendf PCH in fluorescence fluctuation experiments. PCH char-
because it determines the molecular brightness and thacterizes the amplitude distribution of fluorescence intensity
average number of molecules by direct calculation, insteafluctuations, whereas the autocorrelation function describes
of using a nonlinear least squares fit (Qian and Elsonthe time dependence of these fluctuations. Thus, PCH and
1990b). FCS provide complementary information for resolving mul-
Moment analysis is confronted with the problem of howtiple species, which should prove useful in tackling biolog-
many moments to include in the analysis. Until a statisticaical problems with fluorescence fluctuation spectroscopy.
criterion is found, such a decision is, to a certain degree,
arbitrary. In fact, a previous study included the fourth mo-
ment only to conclude later in the paper that it does noREFERENCES
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