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Preface

This report is one of a series documenting the results of the Nagra-DOE Cooperative (NDC-I)

research program in which the cooperating scientists explore the geological, geophysical, hydrological,
geochemical, and structural effects anticipated from the use of a rock mass as a geologic repository for
nuclear waste. This program was sponsored by the U. S. Department of Energy (DOE) through the
Lawrence Berkeley Laboratory (LBL) and the Swiss Nationale Genossenschaft fiir die Lagerung radioak-
tiver Abfilla (Nagra) and concluded in September 1989. The principal investigators are Jane C. S. Long,
Ernest L. Majer, Karsten Pruess, Kenzi Karasaki, Chalon Carnahan and Chin-Fu Tsang for LBL and Piet
Zuidema, Peter Bliimling, Peter Hufschmied and Stratis Vomvoris for Nagra. Other participants will
appear as authors of the individual reports. Technical reports in this series are listed below.
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Determination of Fracture Inflow Parameters with a Borehole Fluid Conductivity Logging Method
by Chin-Fu Tsang, Peter Hufschmied, and Frank V. Hale (NDC-1, LBL-24752).

A Code to Compute Borehole Fluid Conductivity Profiles with Multiple Feed Points by Frank V.
Hale and Chin-Fu Tsang (NDC-2, LBL-24928; also NTB 88-21).

Numerical Simulation of Alteration of Sodium Bentonite by Diffusion of Ionic Groundwater Com-
ponents by Janet S. Jacobsen and Chalon L. Carnahan (NDC-3, LBL-24494).

P-Wave Imaging of the FRI and BK Zones at the Grimsel Rock Laboratory by Emest L. Majer, John
E. Peterson Jr., Peter Bliimling, and Gerd Satte! (NDC-4, LBL-28807).

Numerical Modeling of Gas Migration at a Proposed Repository for Low and Intermediate Level
Nuclear Wastes at Oberbauenstock, Switzerland by Karsten Pruess (NDC-5, LBL-25413).

Analysis of Well Test Data from Selected Intervals in Leuggern Deep Borehole — Verification and
Application of PTST Method by Kenzi Karasaki (NDC-6, LBL-27914).

Shear Wave Experiments at the U. S. Site at the Grimsel Laboratory by Ernest L. Majer, John E.
Peterson Jr., Peter Blimling, and Gerd Sattel (NDC-7 LBL-28808).

The Application of Moment Methods to the Analysis of Fluid Electrical Conductivity Logs in
Boreholes by Simon Loew, Chin-Fu Tsang, Frank V. Hale, and Peter Hufschmied (NDC-8, LBL-
28809).

Numerical Simulation of Cesium and Strontium Migration through Sodium Bentonite Altered by

Cation Exchange with Groundwater Components by Janet S. Jacobsen and Chalon L. Carnahan
(NDC-9, LBL-26395).

Theory and Calculation of Water Distribution in Bentonite in a Thermal Field by Chalon L. Car-
nahan (NDC-10, LBL-26058).

'Prematurely Termmated Slug Tests by Kenzi Karasaki (NDC-11, LBL-27528).
- Hydrologic Characterization of Fractured Rocks — An Interdisciplinary Methodology by Jane C. S.

Long, Erest L. Majer, Stephen J. Martel, Kenzi Karasaki, John E. Peterson Jr., Amy Davey, and
Kevin Hestir, (NDC-12, LBL-27863).

Exploratory Simulations of Multiphase Effects in Gas Injection and Ventilation Tests in an Under- -
ground Rock Laboratory by Stefan Finsterle, Erika Schlueter, and Karsten Pruess (NDC-13, LBL-
28810).

Joint Seismic, Hydrogeological, and Geomechanical Investigations of a Fracture Zone in.the Grim-
sel Rock Laboratory, Switzerland by Emest L. Majer, Larry R. Myer, John E. Peterson Jr., Kenzi
Karasaki, Jane C. S. Long, Stephen J. Martel, Peter Bliimling, and Stratis Vomvoris (NDC-14, LBL-
27913).

Analys1s of Hydraulic Data from the MI Fracture Zone at the Grimsel Rock Laboratory, Switzerland
by Amy Davey, Kenzi Karasaki, Jane C.S. Long, Martin Landsfeld, Antoine Mensch, and Stephen J.
Martel (NDC-15, LBL-27864).

Use of Integrated Geologic and Geophysical Information for Characterizing the Structure of Frac-
ture Systems at the US/BK Site, Grimsel Laboratory, Sw1tzerland by Stephen J. Martel and John E.
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Abstract

The characterization of fractured rock is a critical problem in the development of a nuclear
waste repositories in geologic media. A good methodology for-characterizing these systems
should be focussed on the large important features first and concentrate on building numerical
models which can reproduce the observed hydrologic behavior of the fracture system. In many
rocks, fracture zones dominate the behavior. These can be described using the tools of geology
and geomechanics in order to understand what kind of features might be important hydrologically
and to qualitatiQely describe the way flow might occur in the rock. Geophysics can then be
employed to locate these features between boreholes. Then well testing can be used to see if the
identified features are in fact important. Given this information, a conceptual model of the system
can be developed which honors the geologic description, the tomographic data and the evidence

of high permeability. Such a model can then be modified through an inverse procesé, such as

simulated annealing, until it reproduces the cross-hole well test behavior which has been

~ observed insitu. Other possible inversion techniques might take advantage of self similar struc-

ture. Once a model is constructed, we need to see iow well the model makes predictions. We can
use a cross-validation technique which sequentially puts aside parts of the data and uses the

model to predict that part in order to calculate the prediction error. This approach combines many

- types of information in a methodology which can be modified to fit a particular field site.
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1.0. INTRODUCTION

In many rocks ﬂuid flows preferentially in the fractures. The prediction of flow through
these rocks becomes a problem when the fractures which carry flow are not ubiquitously intercon-
nected. In these cases, flow paths are controlled by the fracture geometry and may be errafic and
highly localized. In contrast, porous materials often exhibit smoothly varying flow fields which
are amenable to being treated as equivalent continua. The chaotic nature of flow in fractured
materials means that the well developed and long-used techniques for modeling flow in porous

media can not be successfully applied to fractured rock.

The problem of :characterizing this type of fractured rock for fluid flow analysis comes
down to defining a geometric basis for fluid flow. This fact has led to the development of models
which incorporate the individual fractures explicitly (Hudson and La Pointe, 1980; Long et al.,
1982; Robinson, 1984;. Dershowitz, 1984; among others). These models represent the fractures as
conductive segments of lines or planes. These are placed in. Space either deterministiqally or
according to some stochastic proéess (as in Figure 1.1, for example). Flhid flow can then be
modeled on the resulting network. Examf)les run with these models can be structured to examine
the validity of the continuﬁm'assumption (Long et al. 1982). These have shoWn cleziﬂy that finite
fractures can only be considered as an equiQalent continuum under ’vefy resﬁ’iCted conditions

when they are statistically homogeneous, sufficiently well connected and a large enough sample

- is used.

Application_of these modcl_s"to real field sites implies that one measure the details of the
actual fracture geometry and produce models which reproduce the observed statistics of geometry
of the fracture netwdrk. This involves determining a'stochastic rule for locating fractures, deter-

mining their orientation, extent and conductivity. Then a network can be defined and flow pét-

‘terns calculated. This approach to model building can be called stochastic simulation. What |
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makes the characterization process difficult is that the fractures occur simultaneously on many

scales and not all of the fractures are important for fluid fiow. Some are filled and some are not

connected to the hydraulic network. Furthermore, the interior of the geologic medium is not visi-
ble to us and we are forced to make this characterization solely through remote sensing and lim-
ited sampling from boreholes, outcrops and underground excavations.

Such ‘an interpretation was made of the data at the Fanay-Augtres mine in France (Billaux

et ‘al. 1989). Data used included fracture trace maps and logs and single hole packer tests. The

analysis was based on assuming the fractures were disc-shaped and uniformly permeable in their

- plane. Data on trace lengths, orientation and fracture frequency were used to create a model of

fractures in a 100m cube. The drift data indicated that fractures occurred in swarms, so the
scheme for locating fractures in space consisted of generating locations for fracture clusters
(parents) and then generating clustérs of fractures (daughters) around the parents. The spatial
statistics of the models were sampled in the same way that they were sampled by the field data.

Then the model parameters were adjusted until the spatial statistics of the model and the field

‘data were the same.

Conclusions from this effort were very striking. First we found that the use of one- and
two-dimensional data to infer three-dimensional geometry is an impossiblé task. Many three-
dimensional .geometries can account for the same one- and two-dimensional data. Motivated by
this observation, Davey and Long (1990) derived a linear programming algorithin for deriving
any ‘member of the infinite set of possible three-dimensional fracture statistics that will account
for the same one- and two-dimensional data. Second, no matter how the three-dimensional
geometry was detenﬂined, there were far tdo many fractures to account for the laék of coméc-

tivity evidenced in cross-hole hydrologic and tracer test results. If all the fractures were present

and hydrologically active the medium would have behaved like an equivalent continuum but this

was definitely not the case. We need somehow to constrain the three-dimensional geometry and

. more importantly we need to find some way to limit the model to those parts of the fracture sys-

tem which actually do conduct water.
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Fanay-Augeres offered one other key fact in this regard. Two drifts were mapped in this
mine: one wet, one dry. For both drifts the fracture geometry‘analysis seemed to indicate highly
connected fracture networks, However, a major fault ran through the block of rock surrou'nding
the wet portion of the drift. It seems that the hydrology of the site is controlled by major features
i.e., fracture zones. This observétion is certainly not confined to Fanay-Augeres. In an example
from the Stripa Mine in Sweden, Olsson et al. (1988a) state that 94% of the hydraulic transmis-
sivity is found in 4% of a particular block of rock. Similar evidence exists at fhe Underground
Research Laboratory (URL) in Canada (Martin et al., 1990). Localized fracture and fault zone
control is often observed at geothermal sites (Halfman et al., 1984; Bodvarsson et al., 1985; Laky
et al., 1989; Beall and Box, 1989; for examples) and in tunneling and mining‘the' sudden
encounter of large fluid inflows is a very common occurrence. In these cases the hydrology of the

fractured rocks is controlled by a finite number of major conductors.

Creating a fracture hydrology model by counting and characterizing all the discrete frac-
tures is a Herculean task almost equivalent to solving the Navier-Stokes equations in the pores of
a porous medium instead of using Darcy’s Law. Such detailed models require more data than can
rg:asonably be obtained for practical applications. More importantly, the details are usually not

important; only a few of the fractures conduct most of the water. Where does this leave us?

We think the answer may lie in accepting the discontinuous nature of the problem, and not
losing the forest for the trees. First, recent work by Hestir and Lpng (199>0),has shown how the
behavior of complex Poisson networks of fractures can be reproduced on partially ﬁ.lled regular
lattices. Thus, fracture nefv_vorks are expected to exhibit the universal behavior that has been
extensi{/ely studied through percolation and equivalent media theory (Kesten, 1982; Kesten,
1987; Kirkpatrick, 1973; Orbach, 1986; Pike and Seeger, 1974: Robinson, 1984; Stauffer, 1985
Zallen, 1983; among others). This work implies that it is boésible to find simple latﬁéé networks
that behave like the complex fracture systems we have observed in the field. We call such a
simplified network an ‘‘equivalent discontiriuum'.”‘ It is an equivalerit mo’del because it replaces

the actual details of the physical system with an equivaient lattice. The equivalent model is a
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discontinuum because parts of the lattice may be disconnected from other parts. The equivalent

discontinuum is to fractured media what the equivalent continuum is to porous media.

Second, the focus of a characterization effort should be to find the most important features
first. In a fractured rock, the big fracture zones often dominate the behavior. In this case, it is_
more useful to identify and characterize the major zones that are the primary conductors in the

system than it is to collect data on detailed statistics of the geometry of the individual fractures.

In conclusion, our experience so far has indicated that focusing on the details of fracture
geometry statistics is equivalent to *‘not seeing v'the forest for the trees.” If fracture zones control
the hyd'r010‘gy., then efforts should first be aimed directly at locating and characteﬁzing fracture
zones. We expect that the zones are not continuous and that the permeability structure within tﬁe
zones is complex. One should concentrate on matching the hydrologic behavior of the zones, not
the details of the fracture geometry. A model should be built from the large scale down, rather

than from the details up-and should focus on behavior instead of detailed geometry.

To make an eqﬁivale'nt disv'continuum model, we characterize the features which control the
first order behavior first, second order behavior second etc. In this way we can hopefully avoid
tﬁe need for saturating ﬁlé field with a huge number of detailed me'ééureménts. We try to include
only as much detail as we need to make the prediction we need to make. Finally, we represent the
details of the system with an equiila.lent discontinuum such that we reproduce the hydraulic

behavior that was observed in the field. Such a philosophy requires that we can:
(1) Identify the types of feature that control the hydrology,
(2) Locate thése featufes inthe field, and
| v(3) Conceptualize the hydraulicvsysvtem |
(4) Test 'the_» hydrologic behavior of the system
5) Dev;aiop an inverse technique to find an equivalent simplified lattice which has the
same hydraulic behavior observed in the field. | |

- This effort is inherently interdisciplinary in nature. Any one discipline, applied without
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respect to information gained from other types of investigations, will generate information that is
unconstrained and therefore largely uninterpretable. If we only used hydraulic data, we would
have a very non-unique characterization: many flow systems could account for the same
hydraulic behavior. To narrow down the possible explanations we need to have an accurate con-
ceptual. model for the flow system. Geologic tools give us much we. Wmt to know abeu't what
theoretically controls the flow, but geologic tools do not ‘‘see’’ into rock. Geophysics can see
infe the rock, but geophysical techniques do not directly measure hydrologic properties. Geophy-
sics can provide critical information about where water might be, it does not necessarily show us
where the permeability is. The most power is gained by combining all these 'techniques into a

unified approach.

This report gives an overview of interdisciplinary hydrologic characterization. It draws
from experiences at a variety of field sites in fractured rock in an attempt to show the major con-
stituents of a complete site characterization effort. Every site is different, but this approach and its
tools are flexible and can be applied at a variety of sites with serﬁe modification. The fundamental
philosophy behind the approach is very general and is applicable to the characterization of many
types of geologic media. In the examples given here, the hydrology is dominated by flow in frac-
ture zones. One could easily modify the methodology given here for sites where the fracture
zones are not very distinct. In such cases one might wi_sh to develop a stochastic generator' to
reproduce the fracture network and allow some of the parameters of the generator to be optimized
in an inverse technique. One should consider the work presented here as a ““box of tools’’ which

would not be applied the same way at every site.

There is no one example ;’vhere all the components of our characteriza’tien' methodology
have been applied. So, in order to present the ideas we have structured the report as follows. The
format of the each chapter is to discuss a component of characterization in general and then pro-
vide illustrative examples. Many of the examples are discussed in more detail in other reports of
this series (Majer €t al., 1990; Davey et al., 1990; Martel and Peterson, 1990). Consequently, this

report may appear to be somewhat repetitious, but the intent is to gather a complete set of exam-

&



ples in one place.

For an uhderstanding of what features are important and why, we tumn to ‘geology and
geomechanics (Section 2.0). For uhderstanding what makes these features visible, we rely heavily
on the recent advances in geophysics and geomechanics that have allowed fractures zones to be
imaged (Section 3.0). We interpret the location of the features using a combination of geologic
mapping and geophysical interpretation (Section 4.0). Well tests are designed to test the hydrolo-
gic role of these features (Section 5.0). Based on these, we build a hydrologic conceptual mo>de'l
of the the rock which we call a template (Section 6.0). The template should contain all the likely
major conductors as the basis for fluid flow calculation. In this template we include as much as
possible of the qualitative hydrologic attributes of the zones identified through geology and
geomechanics. Finally, we arrange conductors in a manner that conditions the model to observed
well test behav1or In other words, within the template we ldentlfy pattems of conductance that
can explam the observed hydrauhc behav1or We use anew inverse techmque called simulated
annealmg to arrange the conductances sueh that they explain observed _dlStI‘lbuthl‘lS of head,
observed ﬂuxes; or obseﬁed't—ra_cef test results v.(Sec.:tion 7.0). Some alternatives to simulated
annealing are discussed (Section 8.0) Wthh incorporate the__ fractal-like nature of fracture net-

- works. Finally, we must be concerned with the validation of these models (Section 9.0).



2.0. GEOLOGIC AND GEOMECHANICAL IDENTIFICATION OF
HYDROLOGICALLY IMPORTANT STRUCTURES

The purpose of the geologic/gebmechanical approach is to gather infonnation_bearing on
how fluid is likely Ato flow w1thln a fractured rdck masé. As discussed above, it is common to
observe that major fracture zones carry most of the water in a fractured rock mass. The tools of
geology and geomechanics have traditionally been used to study the history and morphology of
these features. However, it is less common to see these tools used to infer hydrologic behavior.
‘Detailed geologic mapping at the surface and in the subsurface provide infoﬁnation on the gen-
eral structural characteﬁstics of the major features and suggest how these features might behave
hydrologically. | | |

This section discusses idealized fracture zones and then cites specific examples from the
Grimsel Rock Laboratory in Switzerland. For a detailed description of ti;e geology refer to
Keusen et al. (1989), Martel and Peterson (1990), and Bossart and Martel (1990). The idealiza-
tions in Section 2.1 can be thought of as ‘‘themes’’ which are \'/.éry éoinmonly observed. These
| themes reﬁéct common mecﬁanisms for fracture formation which result in common fracture pat-
terns. In a great number of cases, one can describe fracmreé af specific sites as ‘‘variations’’ on
these themes. Some of the fracture zones at Grimsel closely resemble the simple idealizations.
Others reflect relatively complex and varied fracture-forming mechanisms, but even for these

cases, recurring fracture pattern elements and growth processes can be identified.

2.1. Fracture Zone Patterns and Growth Mechanics

Three classes of relatively planar structures are common in a variety of rock types and geo-
logic settings: fracture zones, shear zones, and igneous dikes (Figure 2.1). The fracture patterns
‘which commonly develop in or along. theése structures reflect the control that the stress state and

the presence of pre-existing weaknesses exert on fracture growth.
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Fractures are structural discontinuities; a feature cut by a fracture cannot be traced conﬁnu-
ously across it. There are two major kinds of fractures, joints or dilatant fractures (Figure 2.1a)
and faults (Figure 2.1b). The relative displacement of the opposing walls of a joint is predom-
inantly perpendicular to the joint; relative displacement parallel to the jbint is minimal. Joint
walls may dilate in response to éither a remote tensile stress or an internal pressure (such as frofn
a fluid) that exceeds the compressive stress perpendicular to the joint (Pollard and Segall, 1987).
The relative displacement of the opposing walls of a fault is predominantly parallel to the fault.
Shear zones (Figure 2.lc), like faults, accommodate shear deformation, but unlike faults, defor-
mation across shear zones is continuous. The mineral grains in a shear zone characteristically are
preferentially oriented subparallel to the zone, so the rock in shear zones is anisotropic. Ductile
shear zones présumably form under higher temperature/pressure conditions or lower strain rates
than fractured fault zones. Still, many fault iones are probably rooted in ductile shear zones (e.g.
Sibson, 1977) or develop frorri them. Igneoﬁs’ dikes (Figure 2.1d) ¢an either intrude preexisting
fractures or form their own (Delaney. et al.,, 1986). Many ‘dikes have a maximum thickness
greater than a meter, whereas most joints have a maximum thickness of less than a centimeter. It
is r_10t\ uncommon for dikes to serve as nuclei for shear zones (Lisle, 1989) or for deformation of

dikes to cause fracturing in the adjacent rock.

For these types of planar features, we describe the mechanisms which can expiain the
observed fracture patterns. Qualitative descriptions of these patterns can in tum be used to
describe the qualitative hydrologic behavior. Thus, understanding the mechahisms which cause
fracture patterns provides a tool for predicting hydrologic behavior where fracture paftems cannot

‘be observed directly.

There has been sighiﬁcant recent progress in our understanding of fracture-forming
mechanisms. Traditionally, fractﬁres in the earth have been considered to be a product of shear
failure in response to remote loads. As a result, the growth of joints and dikes and some aspects
of the fracturing_along faults ha\}e been di_fﬁéult to account for. More satisfying explanations for

fracture formation can be found by considering fractures from the standpoint of fracture mechan-
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ics, which deals with the remote stresses and the stress concentrations near a fracture tip.
Theoretically, the near- tip stress field will be very heterogeneous, with large shear, compressive,
and tensile stresses occurring; tensile near-tip stresses can arise no matter how large the regional
compressive principal stresses are (Lawn and Wilshaw, 1975). Rock properties together with the

local stress state will govern whether fracture growth occurs by shear or tensile failure.

2.1.1. Joints

Joints probably are the most common type of rock fracture. In relatively isotropic rocks
like massive sandstone or granite, an isolated joint typically will be very nearly planar. This
probably reflects a remote stress state that is symmetric with respect to the joint, the least
compressive stress being perpendicular to the joint. The theoretical near-tip tensile stress concen-
tration is symmetric about the tip of a isolated, slowly-growing, dilatant fracture, but the shear
stress concenfration is asymmetric (Lawn and Wilshaw, 1975). Accordingly, in-plane growth
would be favored if a joint grew due to tgnsile failure at its tip, and out-of-plane growth would be
favored if it grew due to shear failure at the tip. The planar shape of a joint and the style of rela-
tive displacement across a joint indicates that joints propagate in response to localized tensile

failure at their tips and not shear failure.

Joints usually occur in sets of ne_arly planar subparallel joints (Figure 2.2a). These observa-
tions are consistent with the hypothesis that the regional stresses strongly control the orientation
of the joints, with the maximum compressive stress being significantly different in magnitude
from the least compressive stress (Olson and Pollard, 1989). Without a strong contrast in the
remote stresses, the stress perturbations caused by the presence of the joints themselves would
cause the joints to have highly curved shapes (Olson and Pollard, 1989). Elastic analyses demon-
strate that the growth of a given joint would diminish the stress driving the growth of most nearby
joints; this shielding effeét is most strongly exerted by the longest joints. As a result, the growth
of >the longer joints should be favored, and the resulting fracture patteni should contain many
short joints and fewer long ones (Segall and Pollard, 1983a). This is precisely one of the patterns

most commonly observed.
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Figure 2.2. Examples of joint patterns: (a) joint set and (b) two joint zones. In the upper zone,
joints have formed in front of the longest joint. In the lower zone, the longest
- joint has propagated past previously-formed ﬁankmg joints. -
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Joint zones (Figure 2.2b) consist of clustered, overlapping, subparallel joints (Dyer, 1983)
ahd form one kind of fracture zone. The spacing between joint zones is large relative to the spac-
ing of joints within a zone. Both the zones and the j.oints in them are nearly planar. Joint zones
fesemble clusters of joints along some dikes, and both the zones and the clusters may form by a
similar process. Some dike-parallel jointé are inferred to open in response td ‘tﬁe tensile stress

concentration at the tip of a propagating dike (Delaney et al., 1986) and then be left in the wake

of the dike tip as it advances. By analogy, a joint zone may form in response to the stress concen-

tration at the tip of a particuiarly large joint. Such patterns are likely to create conductive path-
ways parallel to a dike (or large joint), but not necessarily any conductance across the feature.
The resulting pattern would conduct fluid parallel to the dike (or large joint) much more readily

than across it.

2.1.2. Faults

Faults, the sécénd major ciass of fractures, have traditiénally been considered not only to
abcommodaie shear displacement but also to originate as shear fractures (e.g.v Sylvester, 1988).
This perspective has develdbed largely as a result of shéar fracturés being formed in numerous
laboratory compression tests on small rock samples. However, in recent years this view has
éome under increasing scrutiny. Detailed examinations of isotropic test specimens éonsistehtly
'éhov? that shear fractures are not primary features. Instead, arrays >of dilatant fractures first form
parallel to the maximum compressive stress; only if deformation proceeds far enough do these
fracfure§ link up to form shear fractures (e.g; Peng and Johnson, 1972). Furthermore, attempts to
v bropaga& ﬁacmreé in isotropic rogl;s under shear loads usually resulf in dilatér_;t fracturés pro-

' pégating out-of plane from the fracﬁxre ﬁps (mgraffca, 1981). In laboratorsl compression tests .c.)n
_aniéqt’ropic roék, shear fractures develop parallel to the anisotropy in the rock (Donath, 1961);
theée shéar fractures mé'y be pn'mary.st'ructures. The labofatory compression tests thus iinply that
faults rarely originate. as shear>fra'ctq'res.in isotropic rock masses and théf preexisting dilatant frac-

tures and rock anisoﬁropy would strongly ‘inﬂuence fault growth.
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Field observations consistently show that faults of substantial size exploit pre-existing
weaknesses as they develop (e.g. Muehlberger, 1986). In fact, we are aware of few examples (e.g.

Aydin and Johnson, 1978) to the contrary. Faults and fault zones can originate from pre-existing

‘joints (Segall and Pollard, 1983b; Martel et al., 1988). Faults can also develop from pre- existing

shear zones; shear zones in turn can develop from joints (Segall and Simpson, 1986) and dikes
(Lisle, 1989). Systems of dilatant features (i.e. joints and dikes) can have lengths of many kilom-

eters and can provide long planar flaws for long planar faults to develop from. .

Fault zones can develop as originally discontinuous faults that become linked together (Fig-
ure 2.3). Dilatant fractures that formas a result of fault slip can serve as links (Segall and Pol-
lard, 1983; Martel et al., 19'88) as may shear fractures (Sibson, 1986a). The secondary linking .
fractures occur in predictable locations. Elastic analyses indicate that secondary fractures are
likely to form where extensional strains are high along faults. High strains would be expected at
the ends of faults and at geometric irtegutarities along them, and numerous dilatant fractures do
occur in those places (Sibson, 1986a; Martel et al., 198.8; Mattel and Pet_erson, 1989). Hydrother-
mal mineralization_ is common in regions such as these (Sibson, 1981) and provides direct evi-
dence for pronounced ﬂuid flow there. Secondary dilatant fractures also occur where geometric
irregulanties are not pronounced (Manel et al., 1988), presumably as a result of transient stress
concentrations arising from slip along the fault zones (Martel and Pollard, .1989). Both kinds of
secondary dilatant fractures tend to be aligned perpendicular to the least compressive remote
stress. Because the remote principal stresses would be oriented oblique to an activated fault zone,
many of the fractures in fault zones can have orientations that are systematically oblique to ‘the

zones as a whole.

The laboratory compressmn tests on anisotropic rocks suggest that anisotropy in the earth
may control the development of many fault zones. Swanson (1988) has documented ahgned
faults that developed along layering in metamorphosed sedlmentary rocks. Amsotropy may also
enhance the ablllty for ahgned sets of fractures to subsequently fonn in shear zones. The fabnc in

ductile shear zones commonly has an anastamosmg or bralded form (Benhe et al., 1979), and
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anastamosing fractures are common in fault zones (Wallace and Morris, 1986). The braided frac-

tures in many of the shear zones at Grimsel follow the foliation (Figure 2.4).

Many fault zones have been reactivated under different stress regimes and different environ-
mental conditions (Muehlberger, 1986; Sibson, 1986b). Some of the key factors influencing the
growth of fractures in fault zones, such as the magnitude and orientation of the regional principal
stresses, the mechanical behavior of the rock, and the fluid pressure, can change with time. Thus,
many generations and on‘entations. of internal fractures may form. As fractures become more'
numerdus, the stress state in a fault zone is likely to become increasingly heterogeneous. Because
of the varying conditions under which fracturing would occur, the fracture patterns that devélbp
in many ancient reactivated fault zones are likely to be quite chaotic. In such cases, fractures of
almost ariy orientation can occur and the current state of stress may determine which 6f these

fractures are likely to be most open and thus most conductive.

2.2. An Example Analysis of Major Geologic Structures from Grimsel

In order to explain how this type of analysis is abplied to a site, we fum to examples from
the Grimsel Underground Rock Laborafory. The hbst rock at Grimsel consists of foliated granite
and granodiorite. We refer to these collectively as granite. The granite has been multiply
deformed and is strongly foliated. The major geologic structures at Grimsel are fracture zones
which in some cases developed aldng shear zones and metamo'rphosed‘ léxnpréphyre' dikes. Two
sets of steeply-dipping fracture zones afe prominent, NW-striking K-zones and NE-striking S-
zones. The lamprophyres dip steeply and gene_rally strike northwest. Observations and measure-
ments of fluid flow into the laboratory indicate t-hese structures and associated fractures account
for nearly all of the fluid circulation at Grimsel (Keusen, et al., 1987). The granite most likely has

been deformed more than once as evidenced by the macrostructure.,

2.2.1. K-zones

‘A 100-m-long section of an exceptionally well-exposed K-zone (Figure 2.5) was mapped at

- the surface about one kilometer from the laboratory. This zone strikes NW, nearly at right angles
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Figure 2.4. Formation of fractures (heavy lines) in a shear zone. Light lines represent aligned
minerals defining the foliation within the shear zone. . '
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Figure 2.5. Map of part of a’K-zone and a lamprophyre dike exposed at the surface near the
- Grimsel Rock Laboratory
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,to _the foliation. The zone appears to offset a steeply-dipping lamprophyre dike left-laterally by
about 20 m. The zone contains a series of NW-striking faults that are linked by smaller fractures
that strike ENE. Both kinds of fractures dip steeply. Structurally, this zone resembles some left-
lateral fault‘ zones in the Sierra Nevada of California that :developed .froﬁi fault-parallel joints

(Martel et al., 1988; Martel, 1990), and we suspect that it developed the same way.

The K-zone is not a uniform, planar structure. It has a nonline_,ar trace, with subparallel seg-
ments joining at echelon steps, and varies in width from about one to ten méters. The relative
abundance of the internal ENE-striking fractures varies markedly along strike. They are most
abundant and the zone is the widest in the NW comer of Figure 2.5, at the left echelon step
between two faults. The orientation of the internal fractures suggests that the K;zone slipped
left-laterally when the axis of maximum horizontal compres'siori was oriented ENE of east. Both
the K-zone as a whole and its most prominent internal fractures developed at a fairly high angle

to the foliation in the rock.

2.2.2. S-zones

In contrast to the K-zones, the S-zones display a braided fracture structure. This pattern is

exposed both at the surface (Figure.2.6) and in the subsurface. The braided structure is present in
plan view and in cross section (Figure 2.7) but is most pronounced in plan view. The structure of
the S-zones is clearly tied to the foliation of the granitic host rocks. At a macroscopic scale the
S-zones parallel the foliation in the rock. Many of the fractures border mylonite bands that, in
part, define the foliation. The macroscopic fracture structure of the S-zones also mimics the
microscopic arrangement of the biotites, which largely define the foliation. The S-zone fractures
pérallel the biotites and are partiCMarly well developed where biotite is concentrated. In plan
view the biotites form a braided pattern as they wrap around feldsf)ar and quartz grains in the
rock, analogous to the braided pattern formed by the S-zone fractures. The feldspars tend to be
elongated parallel to the dip of the foliation, so in cross sections perpendicular to foliation strike
the braided pattern is more drawn out; this tdo is analogous to the pattern formed by the S-zone

fractures.

4
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Figure 2.6. Photograph of the edge of an S-zone, ruler for scale. Note the braided fracture structure.
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Figure 2.7. Block diagram showing braided structure of S-zones. Braided structure is more

pronounced in plan view than in cross section. The solid lines represent fractures
Dashed lines mark foliation of rock.
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Figure 2.8. Comparison of K- and S- Zones. The rock foliation dips steeply to the southeast.
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The distinctly different structurés of the K- and S-gones (Figure 2.8) .appear to reflect differ-
ences in the flaws from which the zones developed. Thé‘K-zones apparently developed from an
irregulaf distribution of preexisting wesf or northwest-striking fractures, which, at least locally,
have in tum devéloped on older ductile structures, whereas the S-zones developed upon the folia-
tion in the rock. The K- and S- zones are excellent examples of the pattemns illustrated in Figures

2.3 and 2.4 respectively. ' -

2.2.3. Lamprophyres

Lamprophyre dikes are superbly exposed at several pla;ces in the Grimsel laboratory tun-
nels. Most of the dikes strike northwest (oblique to the foliation of the granite) and dip steeply.
The lamprophyres typically can not be traced as continuous structures along strike for more than
several meters. These dikes exhibit a variety of spectacular deformational ‘features. The’ fracture
pattern associated with the dikes dominantly reflects the effects of dike deformation rather than
dike emplacement. The rgsulting fracture pattern is-decide&ly more complex than the idealized
case of dike-parallel jdinting shown in Figure 2.2. As will be shown, the deformation of the lam-
prophyres and the associated fractur‘ihg cleérly reflect the rheologic contrast between the -dike

rock and granite at the time of deformation.

Two of the most speétacul'ar deformatibnal features associated with the northwest-striking
lamprophyres: are horizontal Alpine tensjon fissures (Zerrklﬁfte) and‘ vertical mullions (Figure
2.9). Many of the fissures éxpdséd in the éﬁmsel tunnels extend from closeby lamprophyres;
some are more that a metér tall and extend several meters from the lamprophyres. The mullions
are exposed as a series of periodic cusps at the dike edges and indicate the larhprophyres were
less viscous than the granite during deformgtion (Ramsay, 1967; Smith, 1975, 1977). The hor-

izontal fissures and vertical mullions appear consistent with the dikes being extended vertically

| and shortened approximately along strike, respectively. The asymmetry of the cusps indicates the

axis of maximum shortening diverged slightly from the strike of the lamprophyres (i.e. deforma-

tion was not perfectly symmetric with respect to the dikes).
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Figure 2.9. Block diagram showing vertical mullions and mineral-filled, horizontal Alpine

tension fissures extending from a vertical lamprophyre.
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The lamprophyres are also internally foliated and commonly have splay fractures near their
ends. These features are less-spectacular than the fissures and mullions but may be ‘quite
significant hydrologically. The dike rock conta}ins abundant mica, and the alignment of the mica
defines the foliation of the dikes. This _intemal foliation strikes oblique to the foliation of the host
rock and reflects the rheologic contrast between the dikes and the granite. The dike foliation has a
sigmoidal trace in plan view, striking east-west near the dike centers and paralleling the highly
sheared dike margins. The lamprophyre-end splay cracks dip steeply and strike to the north (Fig-
ure 2.10) indicating right-lateral strike-slip displacement across a lamprophyre (Pollard and
Segall, 1987). The ability of the lamprophyres to serve as faults is consistent with inferences
drawn from the mullions that the lamprophyres were less viscous than the granite and were

loaded in a non-axisymmetric manner.

2.2.4. Hydrologic Implications

The K- and S-zones have markedly different structures and probably have markedly dif-
ferent fracture flow charactéﬁstics_. The K-zones appear Structurally more heterogeneous than the
S—zonés and therefore fluid flow may be more heterogeneous along the K-zones than the S-zones.
Flow in the K-_zones is most likely to be localized at steps, where the fracturing is most extensive.
In three dimehsions, these steps might act as nearly vertical pipes. The principal fractures in the
S-zones strike subparallel to the zones, so.the pénneability would probably be. greater along these
zones rather than across them. Because S-zone frac;ufes appear more tortuous in plan view than
in vertical cross section, we suspect fhat the avérage vértical pérmeability of the S-zones would

be greater than'the horizontal permeability.

If the lamprophyres Wére undeformed, one might expect little flow to occur along or across
ihem. However, water does seep from the lamprophyres and the deformation of the lamprophyres
provides a variety of paths for concentrated fluid flow. The best flow paths probably occur at the
dike margins, where sheared rock could allow for enhanced flow and large-aperture tension
fissures could serve as particularly significant horizontal conduits. The splay cracks near the ends

of some lamprothres can act as channels for vertical flow. In addition, although the micaceous
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Figure 2.10. Photograph of splay cracks near the end of a lamprophyre in the heater test tunnel.
Stains along splay cracks indicate enhanced permeability.
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dike rock might be expected to swell and impcde fluid flow across the lamprophyres, the oblique
internal foliation of the lamprophyres provides potential flow paths across the dikes. Finally,
because individual lamprophyres are discontinuous one might expect the hydrologic characteris-

tics along a cluster of dikes to vary.

The nature of the intersections between the major structural features is an important factor
in ihe hydrology at Grimsel. The S-zones intersect both K-zones and lamprophyres; the K-zones
and lamprophyres are nearly parallel. In some cases S-zones extend across lamprophyres,
‘ vlv‘ifhereas in other cases an S-zone will terminate in a lamprophyre. Lamprophyres may or may not
impede_ﬂow along the trend of an S-zone. Detailed mapping (Bossart and Martel, 1990) suggests |
that fracturing may be particularly extensive where S-zones and K-zones intersect, so S-zones and

K-zones probably would be well connected hydrologica]ly.
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3.0. GEOPHYSICAL IMAGING OF FRACTURES

Once hydrologically important features ‘have been identified, the next step is to locate these
features within the rock mass. In so far as possible, we wish to do this in a deterministic way;
where it is. not possible, we must rely on stochastic methods.. The tools of geologic mapping can
be used to project the features into the niock mass where there is direct access to fracture zones in
outcrops, drifts or bofeholes. Geophysical techniques are offering more and more promise for
extrap‘olating these maps into regions that are not exposed. In this section, we desén‘be how geo-
physics can be used to find fracture zones. In Section 4.0, we demonstrate how the geophysical
and geological information can be combined.
| Rock fractures have sévefal properties that may distinguish them from the surfounding
matrix rock. For our purposes, these properties can easily be divided into two major categories:
electrical properties and mechanical propertips. Consequently; we can probe the rock with either

electromagnetic waves or seismic waves to find the fractures.

Electrical methods can be fuﬁher subdi;zided into DC »and.' AC methods. DC methods are
currently a topicuof research and will not be discussed here, but AC meihods in the form of radar
and low .frequency electromagnetics have beén extensivély uséd in several rock fypés. The DC or
zero frequency methods are usually used to determine the bulk resistivity of the rock. Radar is
discussed briefly below, but the reader is referred to Olssbn et al. (1988b) for a more complete
discussion of the theory behind the use of radar and for an example application to the Stripa sité
in Sweden.

Seismic signals. are sensitive to the el_aStic properties. of the rock which are ,‘in turn
inﬂ_uencéd by rock density, porbsity, watér ‘content’ és well as:‘ fracture stiffness and orientation.

Seismic methods can be divided iﬁto acoustic or P-wave methods, and those also employing the
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shear component of the wave. P-wave analysis has been in common use for some time, but the
use of S-waves is a fairly recent endeavor. Beyond these two topics, there are some very new
ideas for using the full wave form in diffraction analysis. The seismic methods can be further
divided into the active and passive methods. The passive methods involve ‘‘listening’’ to seismic
energy being created by stress changes or natural seismicity such as microearthquakes or acoustic
emissions (AE) near the‘ underground openings. Active methods involve introducing energy into
the ground and observing how the seismic waveforms change due to inhomogeneities or aniso-
tropy in the rock. These topics are the subject of intensive research at LBL which are discussed

below.

3.1. Radar Methods

Radar signals are used to locate fracture zones in rock through both reflection and tomo-
graphic techniques. In granitic rock, it is assumed that most rock matrix properties are relatively
constant so that hydrologic fearures such as fracture zones, increased porosity, and water content
will dominate. However, in general, non-fluid conducting porosity cannot be distinguished from

conducting porosity.

Radar signals are sensitive to changes in dielectric constant and electrical conductivity (Sen,
et al. 1981). Radar velocity eqnals c/ﬁ, where ¢ is the electromagnetic wave velocity ina
‘vacuum, g is the dielectric constant and p is the magnetic penneabﬂity. The amplitude is a func-
tion of (0/2)\/;1% where G is the electncal conductivity. The magnetic permeablhty, i, is, for all
practlcal purposes, a constant. Slowness, therefore depends only on the dielectric constant, €, and

attenuanon depends on both the dielectric and electncal conductivity, € and ©.

Both the electrical conductwrty, o, and dlelecmc constant, €, increase with the water con-
tent. Based on the functions given above, the slowness tomogram should g1ve the most direct
correlation with fluid paths in the medium because it depends only on contrasts in €. However,
there is more contrast between values of ¢ than between values of €. As a result, the attenuation

tomograms can be more useful for imaging differences in rock properties.
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~ Radar reflection techniques can be used along with the crosshole tomography to provide

additional independent information about the fracture zones. Single-hole reflection data are used

- to determine reflectors in the same manner as common surface reflection surveys. It is possible to

determine where the reflectors intersect the borehole and their orientation relative to the
boreholes. The locus of possible reflectors is then a c.one passing through this interséction. Use of
a directional antenna makes it possible to determine the actual orientation of the feature. The
cross-hole reflection technique is similar to the single-hole method, and can, in principle,

uniquely determine the orientation of the reflector. However, the analysis is more difficult.

An integrated analysis of the radar data is then used to_identify major features in the rock to
make certain each feature is consistent with the data sets (Olsson et al., 1988a,b). The features are
nommally assumed to be planar fracture zones. Normally, a feature is first identified in the tomo-
grams and the intersections between the feature and the boreholes are estimated. These intersec-
tions can usually be corroborated with a reflector from the single-hole reflection analysis. The
possible orientations from the reflection data are displayed in a Wulff polar diagram. A pair of
possible planes are determined by the two possible orientations which lie on the locus of possible
reflectors which also lie in the plane of the tomogram. If the feature is visible in different tomo-
graphic. planes, then there is a further three-dimensional check on the geometry. In a‘ similar
manner, the crosshole reflection daté is checked to see if it is consistent with the location and

orientation of the zone.

As with most geophysical techniques, radar is most powerful ‘when it is asked to detect
changes in the system. For this reason, radar tomography has been used both before and after the
injection of saline water into the rock. The saline increases the electrical conductivity of the

hydrologically conductive features and as a result the difference tomogram highlights these

 features dramatically.

. 3.2. Seismic Methods

The transmission and attenuation of seismic waves through rock depends upon the elastic

parameters of the rock which depend on the rock type, density,vporosity, State of stress and strain,
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téniperature, and fluid saturation. As récent research shows (Pyrak-Nolte et al. 1990), high—_
frequency seismic wave propagation is also very sensitive to fractures in the rock. Seismic
'tomograi)hy can, therefore, be used to detect changes in the condition of the intact rock mass, to
locate major preexisting and new fractures as well as to infer overall changes in the character of
these fractures. Thé methods that can be used for these studies use either sources on the surface
and detectors in a borehole (referred to as Vertical Seismic Profiling, VSP), or in cross-hole

configuration with both sources and receivers in boreholes.

The greatest effort by far in imaging the solid earth using seismic techniques has been
exerted by the petroleum industry. Literally, billions of dollars have been spent in developing and
applying the surface seismic reflection profiling method and the more recently developed tech-
niqixes for Vertical Seismic Profiling (VSP). In both of these methods, an energy source at the
surface of the earth transmits seismic waves into the earth, and the resulting elastic wavefield is
measured at the surface, or, for VSP, by sensors in a borehole. The image resolution of these
techniques is limited by the amplitude and frequency content of the seismic waves, and by the
level and complexity of the ambient and signal-generated noise fields. With surface sources, the
heterogeneous, weathered surface layer, tens of meters thick, severely limits the high frequency
content and coherence of the input signal. VSP solves this problem in part, by placing the
receivers beneath the highly attenuating and variable surface, such that the signal does not have to
pass through the surface layer twice. Also in VSP the wavefield is recorded with a vertical array
in the borehole, so that upgoing and downgoing waves can be identified and separated. Another
limitation of the surface-based techniques is the inability to surround the target with sources and
receivers, as is done in the case of medical tomographic imaging. Given ﬁlese, fundamental prob-
lems, enhanced resolution has come mainly from improved signal processing techniques and data
acquisition methods. A good review of these techniques can be found in Robertson and Fisher,

1988.

-Fundamental imaging limitations;cah be addressed by incorporating the properties of the

secondary (S) -and the converted waves (P to S, .S to P) that-are generated in the earth. This
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approach is particularly well suited for VSP applications where the primary (P), secondary (S),

and converted waves can be examined directly. In recent years the use of S-waves has become

~ common, particularly in defining anisotropy and fracture content of rock. Fracture detection using

P- and S-waves with VSP rriethods"(Stewart et al., 1981), is increasingly demonstrating that the
full potential of VSP requires 3-component data (Majer et al., 1988a and 1988b). Douma (1988)
gives an éxcellent review of crack-induced anisotropy and its effect on seismic waves. Crampin
(1978, 1981, 1984a, 1984b, 1985) also stresses thé importance of 3-component data in VSP work.
Others. have investigated the phenomenon of shear wave splitting due to S-wave anisotropy

(Leary and Henyey, 1985).

The usual approach to modelling shear wave splitting is to express seismic wave propaga-

‘tion in terms of effective moduli. In this way, the analysis is independent of frequency and

without loss, unless the moduli include imaginary terms. An alternative approach is to treat frac-
ture interfaces as a boundary conditions in‘the seismic wave equation, across which seismic stress
is continuous but seismic particle displacgmepts are discontinuous (Schoenberg 1980, 1983). The
ratio of the stress to displacement across the interface is the specific stiffness which defines the
elastic propeniés of the fracture. For a completely elastic system, this stiffness theory results in
frequency-dependent reflection and transmission coefficients for each interface as well as a
frequency-dependent group time dé}ay._ Usiﬁg multiple, parallel displacement discontinuities and
ignoring converted and reflected waves, expressions derived for transmitted wave amplitudes and
group velocities show that these depend on frequency, arigle of incidence, and polarization in the
case of shear Waves (Pyrak-Nolte et al., 1990). IrllA the stiffness theor)", the thickness of a fracture
is assumed to be zero, So the -ﬁécnue thickness can be much less than the seismic wavelength and
still have a detectable frequency-dependent effect on the seismic wave. On the other hand, the

lateral extent of a fracture would still affect seismic -reSOIution.

Water has a significant effect on the propagation of seismic waves. As a rock is saturated, or
dried, velocity changes of 20 to 30 percent are seen in relatively unconfined samples. A theoreti-
cal example of this is shown in Figure 3.1, taken from the work of Mochizuki (1982); There is lit-

1
B
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- Figure 3.1. ‘Veloéity changes as a function of saturation. . -
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tle dependence on saturation up to about 90% and_ then a dramatic rise in compressional wave
velocity occurs during the very last stages of saturation. This is in marked contrast to the effect of
saturation on electrical conductivity where there is a dramatic decrease in resistivity from zero to
abqut 50% saturation ‘and not much change after that. The attenuation of both compressional and
shear waves is strongly affected by saturation as shown in Figure 3.2. These results, reported by
Ito et al. (1979) show attenuation, here characterized by the inverse of the quality factor, Q, for
dry, partially saturated, and fully saturated rock. The attenuation is most pronounced at low
confining stress. There is a very different relationship between Q and saturaﬁon than between
velocity and saturation. This illustrates the need to study attenuation as well as velocity in any
seismic experiment to -determine the fluid content in a rock mass. Also, water plays a crucial role
in the generation of pore pressure changes which will significantly affect the rate and generation

of acoustic emissions microseismic events, especially in the presence of thermal loading.

This overview would be incomplete without a brief ﬁénﬁon of the use of natural or induced
sources in seismic imaging. Nétural acoustic emissions and rﬁicroearthquakes can be very useful
for defining subsurface propei'ties. The location of the seismic energy release is often diagnostic
of faults, or fluid injection processes. With enough activity, the sources can also be used to image
the structure. Numerous examples exist of ﬁhaging the earth using earthquakes, from whole-earth

scale to kilome,ter' scale.

Beyond VSP lies the emerging crosshole technique. It offers the most promise for increas-
ing resolution significantly. The advantages gained by placing the source in a borehole are the
additional spatial coverage obtained for image cor}strucfion as Well' as the elimination of the

attenuating surface layer from the source receiver path,

3.2.1. Seismic Tomography

With the advancement of medical tranSmisSioh tomography (Slaney and Kak, 1985, Hues-
‘man et al., 1977, Mersereau and Oppenheim, 1974, etc.), applications spread quickly to geophy-
sics, spawning work in seismic ray transmission tomography. Diffraction tomography in acoustic

media and electromagnetic ray tomography in a eléctrica]ly resistive media have followed



-36-

0.06 —
0.04 |- n

-1 - ) 4
Qp : } partiolly saturated .
0.02 n
0.00 :—- T )

C 1 1 1 l ' 1 1 J l 1 1 T l 1 '

o] 100 200 300

0.04 . | — Lo I T | — I - I T r—
0.03 | _

- L. 1
Qs [ ]
0.02 |- -

- - fully saturated 1

L . J

L partiolly k

0.0l - saturated _

I dry | v . ]
ooo [ T RN SN | L AL L Lol L l PR | ‘ L i d . -

100 200 400
EFFECTIVE STRESS (BARS)

ov

XBL 8%10-3854

Figure 3.2. Attenuation as a function of saturation.
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(Peterson, 1986, Bois, et. al., 1972, Dines and Lytle, 1979, etc.). Experience in VSP, microearth-
quake studies and tomographic surveys (Daley et al. 1988a, Daley et al. 1988b, Majer et al.,
1988a, Majer et al. 1988b, Majer et al. 1988c, Foxall and McEvilly, 1988) has led us to conclude
that a significant advance in imaging technology must combine new data manipulation capabili-

ties and tomographic imaging methods, using new borehole sources and receivers.

Transmission tomography uses only the travel times and amplitudes of P-and S-waves.
Either of these data sets are inverted to obtain the spatial distribution of medium slowness and
attenuation. The data in a cross-hole survey are obtained as shown in Figure 3.3. The usual
method of inversion is some form of iterative algebraic reconstruction algorithm, based on a
back-projection method. The section of eafth to be imaged is divided into many pixels of constant
physical properties. As the waves péss through each of the pixels, the amplitudes and velocities
are depehdent on the pixel properties and we assume that the contribution of each pixel can be
deduced by back-projecting the-rays as indicated in Figure 3.3. it follows that a data set consist-
ing of many rays crossing at all ahgles may be joimly.back-projected to yield an eétimate of the
distribution of velocities in each»pixel n_éeded to produce the observed travel times. The attenua-
tion properties of each pnxel Iﬁay be determined in a similar maﬁner, using- fhe amplitude infor-
mation. - |

Algebraic reconstruction techniques (ART), developed for this problem, work well only in

- media that have small contrasts. These techniques are iterative in nature, where one equation, i.e.

one ray, is analyzed at a time and the pixel vélues are coritinually updated. ART algorithms give
exact solutions if the ray coverage is adequate, the ray lengths consistent, the ray paths deter-
mined exactly, and with no measurement errors. This is never the case. Ray coverage is usually
2-sided, 3-sided at best, with the bounds determined by the rectangular area defined by the
boreholes and the surface, and with the surface measurements often of much poorer quality than
the borehole data. This geometry results in incoﬁlplete coverage and ray lengths. True ray paths-
are curved, and they xﬁay be determined iteratively along with the pixel values, but.straight ray

paths are usually assumed. Measurement errors remain a source of inversion uncertainty.
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Increased resolution will come primarily through the elimination of inversion artifacts such as
smearing, and from the use of more realistic 3-D ray paths. Smearing is caused by a number of
problems, including inadequate angular coverage.and sampling, assuming straight rays (or any

improper ray path), and errors in travel time and station location.

‘Diffraction tomography for seismic applications is discussed by Devaney (1984) and Wu
and Toksoz (1987), and diffusion tomography for the electromagnetic case is being developed at
LBL (Zhou and Morrison, 1988).'Diffra‘ction tomography (acoustic case) and diffusion tomogra-
phy (audio. vfrequ.en_cy electromagnetic case) differ ftom ray tomogtaphy in that they use the fuh
wavefield rather thanvthe high-frequency approximation to the wavefield, and we .refer to these
methods as full-wavefield tomography. Each method has distinct advantages, and we believe the
optimal approach in a particular application will always be a combined use-of téchniques. The
applications of full-waveform diffraction tomography are not as extensive as for ray tomography,
but the potential developments may prove more valuable than for ray tomography. In diffraction

tomography, less spatial coverage of sources and receivers is needed to obtain resolution

"equivavlent to ray tomography, because reflected and scattered waves are used in forming the

image.

Figure 3.4 shows a humeljical example of diffraction tomographyusing data generated by a
computer program that calculates the exact 2-D respohae‘of a modol; in this c‘as'e.aa fracture zone
in a 2-D medium (Tura, 1990). The inversion is done at 25 frequencires. from 24;10 to 5490 Hz
with 122 Hz intervals, and the results are averaged. The backgrotmd velocity is 5500 m/sec; the
velocity of the inhomogeneity .is 4500 m/sec. Forty sources and forty ;réceivers'aré used with a 0.5‘
m separation. The area between the boreholes is discretized into 20 by 40 pixels. While the back-

propagation algorithm for diffraction tomography is computationally efficient and easy to imple-

“ment, the inverse Laplace-Fourier transform representation of the object function for the diffusion

case gives the convenience in studying array arrangements, and the constrainted least-squares

reconstruction provides the necessary stability.

The original theory for diffraction tomography was developed for the 2-D acoustic case.
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The method also uses the Bom approximation for the necessary Green functions. Making dsc of

'syntheﬁc simulations, we have investigated this type of solution rather extensively and have

developed an understandipg of how the results are influenced by various factors such as
geometry, noise, separation of primary waves, and free surface effects. The results of these simu-
lations have all been quite positive, leading to the general conclusion that- basic diffraction
tomography is a powerful robust method, however, questions remain regarding the practical

implementation of the method in a field situation.

3.3. Example of Fracture Imaging from FRI Using Seismic Transmission Tomography

During the past three years LBL, as part of the USDOE cooperation with NAGRA has been
carrying out the Fracture Research Investigation (FRI) in the Grimsel Rock Laboratory (Majer et
al., 1990). The motivation for the FRI project at the Grimsel Rock Laboratory was to improve our
abilities to use seismic imaging as a tool for characteﬁzing fractured rock, particularly for the
purpose of hydrologic analysis. We chose a fracture zone which wasv clearly present, hydrblogi-
cally active, and accessible so that we could test, calibrate, and improve-our abilities to image and
characterize such a featuré with ‘séismic tomography.

Four other studies were cpnducted by LBL in aésociation w1th 'the.seismic ‘experiments
(Majer et.al., 1990). A detailed geologic investigation provided the appropriate background anq
insight for interpretation bf the tomograms. Geomechanical stu_dies allowed COntrpHed mea_sufe-

ment of the rock and fracture properties. A limited number of hydrologic tests were used to

~check the visual observation that the fracture zone was hydrologically active and to see if other

features marked by seismic anomalies might also conduct fluid. Finally, we tried to modify the
fracture zone properties by inflating the fracture, measuring the stiffness and permeability change

in situ, and seeing if we could simultaneously detect any change in the seismic response.

Figure 3.5 shows schematics of the FRI site. Two 21 m long, parallel boreholes 10 m apart

- connect two parallel drifts in the laboratory, the access drift and thé laboratory tunnel. The two

drifts and boreholes form a 10 by 21 m area; The objéétive of the FRI experiinent was to“ investi-

gate fundamental properties of seismic wave propagation in a fractured rock with known
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characteristics in order to improve and develop imaging of fractured rock.

The dominant feature in the FRI site is a densely fractured mylonitic shear zone crossing
the experimental area. The boreholes were drilled to intersect this fracture zone as well as other
structural features as shown in Figures 3.5a and b. Boreholes 87.001 and 87.002 are 86-mm holes
drilled from the lab tunnel to the access tunnel to provide -a means of performing crosshole
seismic work, core of the fracture zone, and for carrying out hydrologic expenments. Borehole
87.003 is -5.127-mm hole drilled through the fracture zone for obtaining large core for laberatory
analysis and also for hydrologic testing (Majer et al., 1990). In addition to these holes, 76 shallow
holes were drilled into the lab and access tunnel walls between borenoles 87.001 and 87.002 at

0.25-m spacing to allow the placement of the seismic sources and receivers.

The object of the experiments was to gather high quality P- and S-wave data across the frac-
ture zone to determine the seismic visibility of fractures. Seismic sources were placed in the holes
(boreholes 87.001, 87.002, and the shallow holes in the sides of the tunnel) and activated. The
data from a three component accelerometer package was recorded at 0.5-m snacing in boreholes

87.001 and 87.002. The receiver package was also placed in the shallow holes to gi_\lze complete
four-sided coverage. Nearly 60,000 ray paths (X, Y and Z components) vnere collected inthe FRI
‘zone, at distances from 1/2 m to nearly 23 m. The peak energy 'transmiﬁed in the rock was 5,000
t0.10,000 Hz, thus yielding a  wavelength of approxirnately 1 to 0.5 meters in the 5.0 km/sec veld-
city rock. Two surveys were completed, one in 1987 and one in 1988. The 1987 and 1988 expen-
ments were essentially similar, but an improved source and dlfferent clampmg was used in 1988 |

‘which resulted in a h1ghe_r received frequency content in 1988.

After the data were colleeted and acceptable ﬁrst arrival tlme-values were obtamed the
travel tnnes were inverted usmg an algebralc reconstructlon techmque (ART). A p1xe1 size of |
0.25 m, was chosen because this was the size of the smallest anomaly we expect to see glven the
wavelength of 0.7 m and station spacing of 0.5 m. Figure 3.6 shows the results of 1nverung the
1987 data without correcting for-anisotropy. In sdme cases, coneeﬁng for-a‘nisotropy has little

effect on the final image, however, in this case we knew that the severe foliation of the rock could



-44 -

produce seismic anisotropy. Therefore, we also made a correction for arﬁsotropy in both the 1987

and 1988 data.

The main features identified in the 1987 results without anisotropy corrections are the low
velocity zones adjacent to the tunnels, assumed to be damaged zones, and the large shear zone
(Feature A) extending from the middle of borehole 87.001 to the AU borehole 87.002 intersection
(Figure 3.6). Feature B (an anomaly roughly Qrthogonal to Feature A). and Feature C in the south
.of the area are also visible. Figure 3.7 is an image that was produced using almost the entire
1988 data set without anisotropy corrections. The differences betWeen'fhe 1987 anci 1988 results
aré:

(1) There is little evidence of the extensive 1987 damaged zones in the velocity tomo-

grams of the 1988 data. Also, the average velocity values in the 1988 field are higher.

(2) The prominent shear zone observed in 1987 (Feature A) is shown as a single strong
low velocity zone about two meters wide. The corresponding zone in the 1988 results
consists of two or three very thin (<0.5 m thick) zones which become discont_inuou‘s at

about four or five metets from the laboratory tunnel.

(3) Feature B was partially ‘masked by the low velocity zone on the edges in the 1987

result is very prominent in the 1988 case. This feature extends from near the intersec-
tion of the access tunnel and borehole 87.002 intersection to the middle of 87.001 and

is, in féct, the dominant feature of the 1988 results.

@ Feature C was more prominent in 1987 than in 1988.

As mentioned earlier, experience at Grimsel has shown us that the Grimsel granite may be

_ highly anisotropic. Image improvement may be achieved by reﬁloving the background ahisotropy
from the travel times (Johnson and Peterson, 1987). The P-wave anisotropy may be'approxi-

mately represented as

V2= A+ Bsin(24) + Ccos(20) + Dsin(4¢) + Ecos(40)

. where ¢ is the angle of direction of propagation. A function of this form is fitted to the data

g
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represented as ¢ vs average velocity. The coefficients A, B, C, D and E represent the strength of
the anisotropy. These values may be determined in the laboratory or in the field. Because of lim-
ited sampling inherent in small samples, the laboratory values are difficult to determine and may
not adequately represent the in-situ anisotropy. In the field, the same travel times gathered for the
tomography may be used to determine the coefficients, or a separate test may be set up in a more
homogeneous (though not more isotropic) area. In this experiment, the tomographic travel time
data was initially used to obtain the coefficients for this calculation, but two problems were
encountered. First, the existence of the fracture zone itself may create an apparent anisotropy
even in an isotropic medium. Removing this anisotropy may be equivalent to removing the ano-
maly. Second, the existence of any low velocity zone associated with the tunnels or boreholes
will distort the anisotropy. The damaged zones associated with the tunnels at FRI are such that
the rays with high incidence angles will always pass through this zone, while the shallow angled
rays will primarily travel across the borehole, through less fractured rock. This will create a false
anisotropy centered with maximum value along the horizontal (parallel to the tunnels). Therefore,

removing the anisotropy using the tomographic data would probably not be beneficial.

These problems were overcome by taking measurements between two boreholes on either
side of relatively homogeneous material 15 m away from the experimental area. The anisotropy
coefficients calculated from these values show almost 10% anisotropy in rock matrix velocity in
the direction of the main FRI fracture zone which is also the orientation of the foliation. The con-
tribution of this anisotropy was calculated and removed from the observed travel times. This con-
sists of calculating the difference between the travel time calculated with coefficients A-E and the
travel time calculated with only coefficient A, and then subtracting this value from the measured

travel time (see Majer et al., 1990, for details).

The corrected travel times were inverted using the same technique as applied to the
uncorrected data. When the same anisotropy corrections are used for correcting the 1987 data,
interesting changes appear (Figure 3.8). The most obvious change is that the main shear zone

(Feature A) is no longer a continuous feature, but instead consists of a couple of large features,
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the largest corresponding with a similar feature seen in the 1988 results. On the other hand, the
feature extending from the access tunnel (Feature B) to the center of 87.001 is more continuous.

Also, the large low velocity feature adjacent to borehole 87.002 is more extensive.

The result of applying the anisotropy corrections to the 1988 data (Figure 3.9) is a smoother
image where the anomalous zones appear to be more distinct. The inversion also appears to
remove some artifacts that are produced in the original inversion. The smearing seen in the upper
left of Figure 3.7 is removed, as is a strong, thin low velocity feature extending from the middle
of the laboratory tunnel to the dark zone in the middle-left of the plot. The ‘‘secondary’’ fracture

which parallels the main shear fracture is also eliminated.

Although not immediately obvious, after anisotropy corrections, the 1987 and the 1988
results show essentially the same features. We will first discuss how the two results compare, then

analyze the best image in terms of what is known of the geology at the FRI site.

An obvious difference between the two results is the disappearance of the low velocity
features near the tunnel in the 1988 results (Figures 3.7 and 3.9). The data quality was much
better in 1988 than 1987. The reduced data quality in 1987 prevented the ‘‘proper’’ first arrival
travel times to be picked in 1987. In some cases the first arrival was attenuated and the value
picked was a pulse or two later than the time picked in 1988. This is especially true where the
attenuation is greater, e.g., the damaged zones adjacent to the tunnel and in the main shear zone.
The entire 1987 travel time data for sources or receivers along the tunnels are probably picked
consistently late, producing a velocity reconstruction which shows consistently lower velocities
near the tunnels and resulting in a lower average velocity. This means that the 1987 tomogram

was essentially a mixed velocity-attenuation tomogram.

Another difference in the results is that the shear zone (Feature A, Figures 3.7 and 3.9)
becomes discontinuous and less dominant in 1988. This result is of great interest because this is
the zone that we were initially trying to image. Also, Feature C is less obvious in the 1988 results,
again a target of the hydrologic tests. In 1987, we had assumed that we had imaged Feature A

satisfactorily as a several meter wide low velocity zone. However, the 1988 inversion does not
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show such an extensive feature, but a thinner zone which extends to about 4 m from the labora-
tory tunnel. The zone dies out for a meter, then recurs as a more massive feature with variable
velocity. To show the actual difference in the results, the 1988 image (Figure 3.9) is subtracted
from the 1987 image (Figure 3.8) pixel by pixel (Figure 3.10). (An inversion using the differ-
ences in travel times could not be performed because slightly different stations were used for a
few of the sweeps). As can be seen from Figure 3.10, there is little difference between the two
images except at the tunnels, suggesting that the 1987 low velocity zone in the region of the shear

zone and Feature C exists in the 1988 result, but has a slightly different form and magnitude.

Both 1987 and 1988 images show a lower velocity near the intersection of the AU tunnel
and the shear zone where the excavation of the tunnel may have ‘‘loosened’’ the fractures. The
large low velocity features toward borehole BOFR 87.001 on strike with the shear zone are also

comparably imaged in the 1987 and 1988 results.

The most unexpected result from the 1988 inversion is the dominance of the low velocity
feature (Feature B), which extends from the intersection of the access tunnel and BOFR 87.002
intersection to the large low velocity feature near BOFR 87.001. Extensive efforts through careful
examination of the data were made to determine whether this is an actual zone of low velocity
material or an artifact of the inversion process or some other kind of error. The 1987 result does
show a hint of this feature protruding from the large low velocity zone adjacent to the access tun-
nel. However, it is not a dominant continuous feature and is obscured by the extensive damaged
zone. Checking the plots of the difference between the 1987 and 1988 data, Figure 3.10, we see
again that the difference is not significant. This indicate.s that the anomaly actually exists in the
1987 results, but it is overshadowed by the effect of the damaged zones. There is always the pos-
sibility that errors occurred in both years for several of the sweeps whose source was in this
region, but this is unlikely. However, if these sweeps were removed from the data, the region of

interest would not be fully sampled and the anomaly would not be adequately resolved.

The geologic map of the structures at the FRI site is shown next to the ‘“final’’ 1988 tomo-

graphic image to assist in the interpretation (Figure 3.11). The interpretation of the tomographic
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images must include the geologic structure that is associated with each of the features that are

imaged. These include:
(1) The large low velocity anomalies observed along the tunnels in the 1987 image.

(2) The shear zone (Feature A) was observed in 1987 as a single large low velocity zone
about two meters wide. The corresponding zone in the 1988 results consists of a very

thin (< 0.5 m thick) zone which becomes discontinuous.

(3) Feature B which extends from near the access tunnel BOFR 87.002 intersection, to the

middle of BOFR 87.001, and is, in fact, the dominant feature of the 1988 results.
(4) Two strong low velocity features at the intersection of Feature B and the shear zone.

The low velocity zones associated with the tunnels in the 1987 results may be due to the ini-
tial pulse of the signal being highly attenuated. This was primarily due to a weaker source being
used in the 1987 experiment. However, this does not explain why the 1988 velocity data did not
resolve the damage zones, i.e., if there are damage zones with high fracture content, why did we
not detect them in the 1988 velocity data? One explanation may be that the 1987 result only
detected the damage zones because the initial pulse was attenuated, not slowed, and thus an
artificially low velocity result was obtained by picking later arrivals. The attenuation data from
1988, however, did detect the damage zones near the tunnels. This suggests that at the frequen-
cies we used, 5 to 10 kHz, the effect on the velocity was much less than that on attenuation. This
is what the ‘stiffness’’ theory predicts (Pyrak-Nolte, 1990). As frequency increases, for a con-
stant stiffness, the velocity or delay becomes less relative to the attenuation effect. Apparently
we were at frequencies where for the stiffnesses involved, attenuation is important and delay is

less important.

In the final 1988 tomogram, the shear zone appears to produce a relatively weak velocity
anomaly. The zone appears, as expected, from the 1987 results, but its form is altered in 1988.
Although there is a visual difference, the actual differences are not great and may be due to the
better resolution obtained in 19838. The 1988 results indicate that it is likely that the zone is not a

simple single planar feature and thus the permeability along the zone may also be variable rather
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than being a single well connected feature. Figure 3.11 indicates that the shear zone produces a
large velocity anomaly near the AU tunnel wall, where this anomaly intersects a lamprophyre at
about 4 m from the wall along the strike of the shear zone. The interséctions_ of lam'prophyrés
and shear zones have been observed to be areas of more intense fracmﬁng which probably causes
larger velocity anomalies. The ahomaly indicates that the lamprophyre is probably discontinu-
ous, being vertically stretched along the shear zoné during deformation. After this velocity ano-
maly dies< out, another small low .\)elocity anomaly is encountered at about 2 m further along
s;,tn'ke of the shear zone. This anomaly may be another piece of lamprophyre or. a region of high

fracturing.

The most dominant feature in Figure 3.11 is Feature B, which extends from a highly.frac'-
tured area in the access tunnel to the shear zonev.i It is unlikely that the anomaly is totally an
artifact of the inversion or due to data errors since it occurs in the results from both years. The
anomaly may not actually extend to the shear zone, but may be smeared somewhat in this direc-
tion. Subhorizontal fractures and a tension fissure (not shown in Figure 3.11b) occurs where
Feature B intersects the access tunnel. From geologic considerations, it ié most likely. that this
featﬁre is associated with a lamprophyre or an especially large tension fissure. The strike is dif-
ferent from the lamprophyres in the immediate area, but the Grimsel lamprophyres are not con-
sistent in their behavior, especially when associated with shear zones. Since the géologic infor-
mation about this feature is sparse, the only way to validate its presence is tor (lirill. into it. A subse-
quent boreﬁél‘e (BOGA 89;00_1) was drilled parallel to BOFR 87.001, but uﬁfortuﬁafely it was
several meters away from the anomaly and could not validate the predictioh,-’ o

Where Feature B intersects the shear zdﬁe, Featuh; A, twé large anomalies are also
observed. These anomalies may be areas of intense fracturing, most likely due to laniprophyres
intersecting the éhear zone. A small lamprophyre was logged in borchole BOGA 89.001 -whicil
coincides exactly with one of these anomalies. The 6ther anomaly coincides with a kakirite zone
which also indicates a region of increased fracturing. These anomalies also suggést that there'may

be hydrologic communication across the shear zone in this region.
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Except for Feature B, all the anomalous velocity zones are coincident with geologic struc-
tures. Feature C is still not verified, but the core suggests a different rock type, lighter granite,
rather than fracturing may be the cause of this feature. The light color may reflect hydrothermal
alteration of the granite, perhaps by fluids migrating along tension fissures.” The two low velocity
anomalies near borehole BOFR 87.001 where Features A and B intersect Were interpreted as
‘zones of intense fracturing, likely due to the presence of lamprophyres when borehole BOGA
89.001 was drilled,- this interpretation was validated. Though the géologic infoﬁnation deter-
mined the possibility of such fractured regions, these fractured regions could not be located by
core data alone. In the case of Feature B, it is always possible that it could be an artifact caused
by some data error. However, there is no basis on which to reject the hypothesis that is real, it is
observed in both the 1987 and 1988 results. There is little doubt that some anomalous zone exists

near the tunnel wall, probably a tension fissure.

The results of the seismic field work to date at Grimsel, indicate that the original premise of
using P- and S-waves for mapping fracture content is valid. The main fractﬁre zone in the FRI |
site was detected using P-wave tomography. The S-wave was attenuated so strongly by the frac-
tures that it could not be detected. However, 'given a strong enough S-wave source, then one
might find that S-wave data would be even more sensitive to fracture content than P-wave data.
Other low velocity zones in the FRI area were Also detected; the most significant being the. velo-
city anomalies associated with the stress relief at the tunnel walls and Feature B. There were also
other zones of low velocity de’tecfed in the FRI zone, most notably the low velocity Zoite (Feature
O extendihg along borehole 87.002 from the access tunnel apprOxiliiately 8 meters. This may be
j due to .small fractures, or as laboratory work suggests, a difference in the rock type. The core does
nét shbw significant fracturing in this zone, but the core velocities are lower for this type of rock

than for the rock in the “‘light zone"’.

Possible reasons for the differences between the 1987 and 1988 tomograms can be
identified through geomechanical studies aimed at relating the mechanical stiffness of a fracture

to the behavior of acoustic waves passing through the fracture (Majer-et al., 1990). Values of
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fracture stiffness were estimated using the in-situ-deformation measurements. For these values of
stiffness, the difference in the 1987 and 1988 dominant frequencies would result in significantly
more delay through the fracture in 1987 .thanlin 1988. Thus, the stiffness theory alone could
easily account for the smaller anomalies in 1988. The 1987 seismic results were used to guide the
well test design. The hydrauiic tests that were conducted conﬁxmed the hydrologic significance of
the kakirite-bearing fractures in the FRI zone identiﬁed by the seismic tomography. These are
discussed in Sectibn 5. Other tests indicated the possibility that leakage out of the plane of the
fracture could occur along secondary features that werej seen as anomalies in the tomograms.
-Hydraulic storativity of the kakirite bearing fractures was independently estimated for the FRI
fracture using the geomechanics measurements. The integration of all the information has pro-

vided a powerful approach to characterization.

3.4. Summary

Geophysical techniques provide noh_—invasive ways to evaluate rock properties within a
body of rock. Seismic and electromagnetic techniques have been developed to sophisticated leQ-
els for this purpose. They can help project majoi' features identified ét the surface or 1n borehoies
and can detect subsurface structures which were not previously identified. As a‘result, théy pro-
vide a way to check and imbrove the structural model of a site. Geophysical invesfigations com-

plement geologic work in that they are directed at unexposed portions of the site.

Seismic techniques are useful for evaluating th¢ elastic properties of a rovck mass and its
density. These depend in turn on rock type, porosity, fluid content, and fracture distribution. .For
example, elastic wave velocities generally increase as a function of increasing rock sﬁffncss. For
a fixed saturation, an increase in rock porosity generally will decrease Wave Qelocity. Wave velo-
cities generally increase with the level of saturatiqn. Signal éttenuation is related to physical
parameters in a complex manner. | |

Electromagnetic techniques are used to sehse variations in parameters such as e_lectrical
resistivity or conductivity, dielectric constant, and magﬁetic permeability (Telfordvet al., 1976).

In many cases, the electromagnetic properties of a rock mass are dominated not by the
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mineralogy of the rock, but instead by its water content. Therefore, the porosity and saturation of
a rock mass will have relatively large effects on electromagnetic waves. This means electromag-

netic waves are useful for evaluating the hydrologic properties of rock.

In particular, both seismic and electrical cross-hole tomography may be a useful technique |

- for non-destructively imaging properties of rock over distances as great as a few hundred meters.

It is important to note that tomograms must be interpreted. Perceived anomalies on tomograms

do not correspond uniquely to geologic features in a rock mass. Anomalies on tomograms can

correspond to a variety of ‘geologic effects. Independent information on the geology can be used

to determine which geologic features are most likely represented in the image. Second, the inver-

sion process itself commonly prbduces a.rtifaéts' ‘that' can be difficult to distinguish from the

‘anomalies associated with real geologic structures.
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4.0. THE USE OF INTEGRATED GEOLOGIC AND GEOPHYSICAL
INFORMATION FOR CHARACTERIZING THE
HYDROGEOLOGIC STRUCTURE OF
FRACTURE SYSTEMS

In Section 2 we discussed the need to determine whiéh structures in the rock dominated the
hydrologic behavior and to conceptualize how water might flow within and between those struc-
tures. In Section 3, we discussed how these features might be imaged through geophysics. The
purpose of this section is to show how the information gained from a combined geophysical and
geologic investigation can be blended to determine the 3-D geometry (position and orientation) of
the major structures which might conduct water, ie. a geometric model of the geologic structure.
The geologic and geophysicai contributions have different strengths and different limitations. To
a large extent, a limitation in one discibline is offset by strength in the other; this i a major rea-

son why a joint investigation can be particularly fruitful.-

4.1. Mgthodoiogy

Thére are two types of geologic infonnation available for integration with the geophysics:
geologic maps made at outcrops and underground exposures, and dafa from boreholes. Detailed
geologic mapping is particularly effective in revealing the structural and age relationships Qf the
fracturés within a fracture ééne, as wéll as their shapes, lengths, positioné, and on'entétions. The
maps present a system in the form of an integrated picture rather thén in a series of unrelafed

points. Moreover, the act of mapping forces the geologist to try to interpret the mapped pattems.

Small-diameter boreholes provide the least expensive way to directly sample the geology

within an unexposed volume of rock. However, there are several limitations in using borehole
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data alone to construct models of fracture zones. Some problems stem from the combination of
small sample size and fracture irregularity. Unless a fracture is entirely confined within a
borehole core, it is essentially not possible to determine the shape and dimensions of a fracture

solely on the basis of borehole records.

In interpreting borehole dnta, one should be aware that the orientation of a fracture zone can
differ significantly from the orientation of the fractures in thé zone. - Figure 4.1 shows a simple
_éxample of how the same borehole fracture record can reflect entirel_y_ different fracture
conﬁgurations. In one case, (Figure 4.1a), the average orientation of a cluster of fractures encoun-
tered in avvborehole can be a good indicator of the orientation of the zone as a whole. However, if
the intemal fractures arc’systematically oblique to the zone as a whole (Figure 4.1b), then this
approach Wi]l yield a grossly incorrect zone orientation. In the case of Figure 4.1a, the fractures
are not hydrologically connected, whereas in Figure 4.1b they are. Work on the structural sys-
‘tematics can reveal how individual fractures are arranged in fracture zones and therefore can be

extremely valuable in interpreting borehole fracture data.

Another problem with borehole data is that of ‘‘borehole bias’’ (Terzaghi,_ 1965). Because
of ‘borehole bias, boreholes of different orientations drilled through a single fracture’zone may
"'appear to encounter multiple smaller‘fracture zones with different orientations. Borehole b1as
effects hlghhght the importance of checking the interpretations of borehole data against indepen-
| dent findings whergver possible. |

Geologic and géophysicai investigations cleariy can complement eanh v'otbner. Géolngic
invesn'gations are well;suited to identify, locate, and characterize exposed featurés, but they are
limitéd in their ability to determine how far to project known features and to detect unexposed
features. On the other hand, geOpnysiéal investigations can loc‘ate unexposed features, but are
lilniteci:, in their ability to uniquely detennine the type of geologic features they detect. A clear

use of geophysical information is to help project features within a site. A key contribution of
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XBL 905-1898

Figure 4.1. Two markedly different fracture zones can have the saine appearance where they
intérsect a borehole (shown in heavy line): (a) a series of joints, and (b) a fault -
zone. Dotted box is for reference.
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geologic information is to prevent geophysical data from being interpreted blindly. If certain
geologic features are known to be either exposed at the perimeter of a site or intersected within

the site by boreholes, geophysical images can be interpreted with that information in mind.

Selective detailed geologic mapping is done to determine the internal systematics of the
major features thét are likely to exist within the site. As noted in Section 2, the detailed mapping
should focus on the outcrops with the largest and most complete exposures of major structures. In
cases where local exposures are of insufficient quality or size' to detennihe systematics, it can be

~ useful to map similar structures in analogous geologic settings.

To produce a preliminary model of the site structure, geologic structures either exposed in
the site vicinity or inferred from geophysical data are projected into the sife. The model is revised
to incorporate the results of site-specific geophysical tests. Drill cores, core logs, and core photo-
graphs are also inspected to identify zones of abundant fracfures and other structures (e.g. perme-
able dikes) within the site that may be important to the model. The geophysical and borehole
information should be interpreted in a manner consistent with the systematics of the local struc-
tures. The model should be re-examined. and r;:ﬁned as more site-specific information becomes

available.

'A model of the major geologic features can be used as the basis for a hydrologic model as
sﬁdwn in Section 6 in an example from Stripa. Both the gross arrangement of the major structures
and the information on the internal systematics of the major structures should be considered in
p_repziring hydroiogic models. The structural information could also be used to help plan the sit-
ing of wells or boreholes for cbllecting hydrologic data.

4.2. An Example of Construction of a Fracture Zone Model from Grimsel

As an example of the integration of geologic and geophysical data, we summarize below
our experience with data taken from the US/BK site at the Grimsel Laboratory in Switzerland

- (Figure 4.2). Information on the general characteristics of the major geologic structures in the
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vicinity of the Grimsel Laboratory was presented in Section 2. We combine that information with
site-specific data from surface and subsurface mapping, boreholes, and geophysical tomography
to construct a geometric model of the major geologic structures at the US/BK site. 'We‘ then
examine how wéll this model would have predicted the flow behaviqr inferred from the results of
difference tomography based on experiments at the US/BK site where tomographic surveys were
performed before andv after injection of a brine solution. Becausé ‘the brine has a readily detect-
able electromagnetic signature, the difference between the ‘‘before’” and *‘after’” tomographic
data highlights hydrologically conducting features. We can then see if the conducting features

match features in our geometric model.

4.2.1. Major Geologic Structures near the Grimsel Laboratory

As discussed in_Section 2, three main systems of geologic structures have been identified in
the vicinity of the Grimsel laboratory: K-zones, .S-zones, and lamprophyre dikes. The K-zones
are steeply-dipping fracture zones that generally,‘strike'to the northwest, at high angles té the foli-
ation of the granite, which strikes N65°E. T_hév ‘S-zoﬁes contain fractures that parallel the foliation
in the rock. Metamorphosed lamprophyres, which are mafic dikes that contain abundant mi_ca-'
ceous material, generally strike northwest. Keus.erv} et al. (1989) show the diétribution. bf these
features near the laborétory through the combination of a geologic map Qf the surface (Figure
4.3),a geolbgic cross section (Figure 4.4), a block djagfarn (Figure 4.5), aﬁd a generalized map of
tﬁe main fracture zones at thé levei of the Grimsel 'labbrato;'y (Figure. 4.6). A salient aspect of
these iHuétrations is that maﬁy of the major structures extend to depth as roughly planar feétures.
This is éonsisteﬁt with the expression of the majpr structures in the mountainside above the
laboratory. A particularly prominent feature shown on the geologic map (Figure 4.3) isa K-zone
exposed at an elevation of 2100 m above the north end of the main laboratory tunnel. The cross
section (Figure 4.4) shows the larﬁprophyres exposed noxfch of thé B.Kro:o!m as being conﬁected to

this K-zone.
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Figure 4.2. Map showing the tunnels and major boreholes in the vicinity of the US/BK site.
Boreholes BOUS 85.002 and BOUS 85.003 are considered as bounds on the site,
as is the laboratory funnel. L60, L400, and L2OO mark dlstances (in meters)

along the laboratory tunnel.
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Figure 4.3. Map showing traces of fracture zones at the surface above the Grimsel laboratory.
Contour interval is 100 meters. Line A-A’ marks line of cross section of Figure 4.4.
Lake at upper left corner of map is the Ratrichsbodensee (from Keusen et al. 1989).
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Figure 4.4. Geologic section along the main access tunnel to the Grimsel laboratory showing

major fracturé_ zones and simplified map showing major structures at the level
of the laboratory tunnels. Line of cross section A-A’ shown in Figure 4.3.
Straight long-dashed lines in map view are boreholes (from Keusen et al., 1989).
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4.2.2. Geology along the US/BK Site Perimeter

Three major geologic structures that project into the US/BK site have been mapped
(Keusen, et al. 1989) in the laboratory tunnel along the site border (Figure 4.6)." Water drains
from all these structures. A set of two adjacent S-zones strikes northeast near the mouth of
BOUS 85.002. Both S-zones contain numerous northeast-striking fractures. There is evidence
that .there has been several meters or more of relative horizontal displacement across the northern
S-zone (Martel and Peterson, 1990). Some highly: deformed lamproi)hyres strike west between

BOUS 85.002 and the BK room. Because the west-striking lamprophyres appear to coincide with
.. a prominent K-zone mapped at the surface (Figures 4.3 and 4.4), we refer to them as K-
lamprophyres. Slip along that K-zone probably was associated with défonnation of the K-
lamprophyres. A K-zone strikes west into the éntrance to the BK room. The K-zone consists of a
few prominent fractures (probably faults) that strike to the west _aind numerous subsidiary frac-

tures that strike southwest.

4.2.3. Borehole Information

We took advantage of the structural systematics of the majbr fracture zones ai Grimsel
when interpreting the borehole data. From the tunnel exposures we knew .that at least one or two
S-zones, two lamprophyre-bearing zones, and a K-zong occurred at ;he US/BK site. The surface
and subsurface geologic mapping demonstraté that these structures are large anq relatively planar.
Our detailed characterization work demonstrated» that the fract:u.res in the S-zones formed a
braided pattern. Although the strike of individual S-ione fréctufes locally differs from the overall
strike of the zone by as much as 20°-30°, the overall strike of the S-zone fractures is roughly
parallel to the zdne as. a whole Thevaverage .orientation of fract_hrés encountered 1n a bbfehc)le
through an S-zone should be a good indicator of the orientation of the zone as a- whole. The
boreholes that extend northwest from the BK robm are well located to intersect S-zone fracturés

(Figures 4.3 and 4.6). In cohtrast, the K-zones consist of faults pa'rallel‘ to 'thé zone linked by.
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fractures that strike oblique to the zone; these oblique fractures typically are more numerous than
the zone-parallel faults. The orientation of the faults rather than the average orientation of all the
fractures éncouniered in a borehole through a K-zone would best indicate the orientation of the
zone as a whole. |

We inspected photographs of the-COre; drilled around the US/BK site and located the inter-
vals with fracture clusters, faults, vand lamprophyres as the basis for projecting the S-zoneé-, K-
zones, and lamprophyres.exposed at the site perimeter. We aésigned an interval to a particular
zone based on the location, type and orientation of the fractures in‘the intewal. The location and |
_ orientafion information was then projected up (or-down) dip using the orientation of the appropri-
ate zone to a horizontal plane at an elevation of 1730 m, the elevation of BK room, to form a map
(Figur_e'4.7). The information could also ‘be projected along strike to vertical planes to yield cross

's'éctions (Figure 4.8).

4.2.4. Preliminary Geologic Model of the US/BK Site

The major features in our preliminary model (Figure 4.7) based on surface and subsurface

geologic infonnation and on borehole data are (from north to south):
) 4a discontinuous series of three northeast-striking S-zone segments,
2) a lampfophyre-beaﬁng K-zone north of the BK room,
(3) some northwest-strikidg lamprophyres,
(4) a west-striking K-zone south of the BK ro‘om.

We c,o}rrelate Features 1,2, .and 3 with major structures that are mapped at the surface and sho§vn
near theﬁofthem border of Figﬁre 4.3. We have not identiﬁed a K-zone at tﬁe surface that would
correspond to Feature .4 in 6ur model. Our modei is different from that in Figure 4.6 which
shows an S-ione extending continuously across thg US/BK sité. In our model, the S:-zone consists

of discontinuous segments (1a, 1b, and 1c) that are separated by lamprophyres. The two models
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Figure 4.7. Map projection at the 1730 m level of borehole fractures (fine lines) and
associated major structures at the US/BK site. Closely spaced pairs of lines
mark edges of fractured zones; single lines mark prominent single fractures.
Strike and dip used for projection of fractures shown in heavy line; these -
attitudes correspond to the attitudes of the major features. Feature 1 (medium
screen): S-zone fractures. Feature 2 (dark screen): K-lamprophyres.

Feature 3 (dark screen): Northwest-striking lamprophyres. Feature 4. (light
screen): K-zone. Tick marks are on a 50 m grid. North is to top of .
figure. Dashed lines A and B mark lines- of Cross section shown on Figure 4. 8
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‘Flgure 4.8. Vertical cross sections through borehole BOBK 84.041A. The bottom of the
hole is at a depth of 191.5 m. Horizontal and vertical scales are equal.
" (a) Cross séction along plane that strikes 20°, perpendicular to strike of K- _ “
lamprophyres. Dark shading indicates lamprophyres. Dashed line marks inferred
edges of K-lamprophyres. (b) Cross section along plane that strikes 311°,
perpendicular to strike of S-zone. Dark shading marks intervals with numerous
fractures; fractured intervals in non-vertical holes are projected orthogonally
onto the cross section plane. Dashed line marks inferred edges of S-zone.
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should have different hydrologic behaviors.

Three lines of evidence suggest that a single, continuous S-zone segment does not extend
on strike past the BK room as is shown oh Figure 4.6. First, within a few metefs n01"thwest of the
BK room we see only a limited amount of fracturing in the boreholes (Figures 4.7 and 4.8), and
no trace of a prominent band of fault gouge that is exposéd near L76 in the S-zone in the labora-

tory tunnel. Second, the wide zone of S-fractures between L80 and L103 does not appear to

extend into the BK room. The third point regards the apparent continuity of the west-striking

lamprophyres. We show two thick K-lamprophyres (Feature 2) north of the BK room in Figure
4.7. The nearly coplanar alignment of the southern lamprophyre in three boreholes and in the
laboratory tunnel strongly suggests that this lalnpfophyre is not signiﬁéantly displaced by an S-

zone. Because the Feature 1a S-zone (Figure 4.7) appears to lateraily offset features in and near

: the laboratory tunnel by several meters, the apparent lack of lateral displacemént of the southem-

most K-lamprophyre indicates that Feature 1a stops at the K-lamprophyres or north of them.

j The geologic data are more conéistent with. a series of discontinuous S-zone segments. The
éxtensive fracturing 25-50 .m northwest of Jthe BK room in} the boreholes suggests that a second
S-zone segment occurs tt'leré (Feature lb Figure 4.7). Segments la and 1b woﬁld form a righf-
stepping echelon pair. The soixth énd of Feéture 1a and the north eﬁd of Feature 1b would ter-
n;inate at the K-lampropﬁyfes. This ihterpretation is c_onsistenf with the geologic map of the sur-
face (Figure 4.3)' and with c')urv own surface observations. Fractures in thé core from borehole
BOUS 85.003 suggésts that an .SA-zone segrhent (Feature 1c, Figure 4.7) intersects the hole at a
depth betweeh 90 and 105 m. If this S-zone segment strikes N50° as we interpret, then Features
1b and 1c¢ would be discontinuous. Northwest-striking lémprophyre_s (Feafure 3) would separate
Features 1b and 1c. The S-zone segments may have formed parﬁ of a once-continuous structure
that was offset by slip across the lamprophyrcs,_ but the ségments may also have formed part of a

structure that was originally discontinuous.
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The wést-sm’king K-zone near the BK room (Feature 4, Figure 4.7) is well exposed in the
laboratory tunnel and was well exposed in the floor of the BK room before bei,ng covered by con-
crete. The evidence for this feature extending several tens of meters west from the laboratory tun-
nel comes from a single borehole (BOBVK 86.002, Fi'gure 4.2) jand is not particular_ly strong,

‘The interval of 1ampr_o’phyre 'e_ncoﬁntered from 88.3t0 117.3 m inv borehole BOBK 86.001 is

"vanbmalously thick. It may be that some of this thickﬁess is due to a northwest-striking lampro-

~ phyre that projects into the region from the southeast. '

4.2.5. ’Geophysicai Tomography

We used seismic tomograms (Gelbke, 1988) and rqdar tomograms (Niva and Olsson, 1987,
1988a, 1988b) to check and extend the geologic model of the US/BK site. Both kinds of tomo-
grams were‘. producéd using signals transmitted betweeh the laboratory tunnel, borehole BOUS

85.002, and borehole BOUS 85.003. The tomograms are thus ‘‘three-sided.’”

We have defined several major low velocity .‘anomalies on the seismic velocity tomogram
gsing the 5050 m/sec contour (Figures 4.9 and 4.10). In Figure 4.10, the major features inferred
from the geologic data are superposed on these anomalies. The geolégic features are indicated by
circled numbers and the seism’ic anomalies by uncircled numbers. We interpret the eastern
“‘stem’” of anomal); S2 1o represent fractured K-lamprophyres of Feature 2. The K-lamprophyres
are associafed with a major structure that cuts ﬁhrough the Juchlistock aréa (Feature 2 of Figure
4.3), and we expect that this structure would extend throﬁgh the US/BK site. The exposures of
~ the K-lamprophyres in the laboratory tunﬁel are highly fractured and highly deformed, and we

expect them to generally have low in-situ velocities.

We interpret anomaly. S1a to reflect S-zone fractures that are bounded by a K-lamprophyre
and. to match up with Feature 1la. Anomaly Sla does not appear to project on strike to the

southwest past anomaly S2. Anomaly S1b and the southwest arm of anomaly S2 (Figure 4. 10)

-
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Figure 4.9. -Seismic tomogram of the velocity structure between BOUS 85.002 and BOUS
85.003. Modified from Gelbke (1988) Figure 65. Boreholes BOUS 85.002 and
85.003 are contained within the heavy lines at the edges of the tomogram,
but do not extend along the entire length of the lines. - g S
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Figure 4.10. Projection in the plane of tomography shov_ving the features of the preliminary -
- structural model of the US/BK site superposed on the 5050 m/sec contour
from Figure 4.9. The geologic features are marked by circled numbers. The

‘seismic anomalies are marked by uncnrcled numbers Selsmlc anomalies Sl -S5
are described in the text.
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correspond to a cluster of concentrated S-zone fractures (Feafure 1b) in Figure 4.7. The
southwest end of anomaly S1b occurs along the trend of the lamprophyres of Feature 3b (Figure
4.10). This suggests that Feature 1b terminates at the lamprophyres. Because anomaly S1b does
not ‘project on strike to the northeast past the stem of anomaly S2, we interpret the seismic tomo-
gram as supporting our model of echelon S-zone segments 1b and 1c being separated by lampro-
phyres. Feature 1c does not have a prominent corresponding anomaly on the seismic tomogram.
It is intgresting that the east-west trending m&ion of seismic anomaly S2 occurs only where
Feature 2 is intersected by Features 1a and 1b. An alternative explanation for the eastern stem of
seismic anomaly S2 is that it reflects venhanged,fract‘uring at these intersections rather than just the
presence _of Feature 2. This could explain why anomaly S2 would not extend across th_g entire

seismic tomogram even though Feature 2 almost surely extends across the entire US/BK site.

The borehole logs of BOUS 85.002 (Keuseh, et al. 1989) contain ample evidence for frac-
turing from 69 to 113 m down tﬁe borehole, the interval into which the northwest arm of anomaly
S2 and anomaly S3b project. Wev interpret the northwest arm of andmaly S2 and anomaly. S3b as
corresponding to lamprophyres thatv strike northwest rather than fracture zoneé. This interpreta-
tion is supported by the geologic map of the surface (Figure 4.3), which shows a .‘non‘hwest-
striking lamprophyre intersecting the K-zone containing the Kflamprophyres at an _elevation of
2160 m; this intersection projects down-dip to near the intersection of S3b and BOUS 85.002 in

the plane of the tomogram.

Anomaly. S4 (Figure 4.10) occurs where numerous fractures have been mapped on the floor
of the room and where we have inferred a step in the K-zone of Feature 4. Feature 4 is not
répresented on the seismic tomogram as a prominent geophysical anomaly west of S4, but we do
not expect K-zones to necessarily have prominent tomographic signatures except at stéps or at
their ends. It is also possible that Feature 4 does not extend to the west of the BK room. In that

- case, anomaly S4 might represent fractures at the west end of Featur¢ 4,
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Anomaly S5 (Figure 4.10) most likely reflects artifacts produced by the inversion process in
an area where the density of seismic rays is low; no acoustic rays were transmitted from or
received along a line connecting the ends of the two boreholes bounding the US/BK site. The

rock at S5 may or may not have a low acoustic velocity.

The anomalies on the seismic tomogram are consistent with our structural intevrpretation
based on geology and borehole data. The only significant change the seismic tomogrzim would
suggest is that northwest-striking lamprophyres should be a_}dded to account for anomaly S3b and

| the northwest arm of anomaly S2.

We now compare our preliminary model to some radar tomoérams. The amplitudes and
travel times of radar signals were inverted to yield attenuation (Figure 4.11) and slowness tomo-
grams (Figure 4.12), respectively. Slowness is the reciproc_al of velocify; high radar slowness
equates to low radar velocity. The attenuation and the velocity (or slowness) of a radar signal is
particularly sensitive to the water content of the rock. "Therefore, radar tomograms primarily
reflect the water distribution in a rock mass and should be suited for inferring the distribution of

saturated fractures and pores.

Tomographic radar measurements were bmade at the US/BK. site in late 1986 (Phase 1), the
spring of 1987, (Phase 2), and late in 1987 (Phase 3). Brine injected during Phases 2 and 3 served
as a ifacer and is discussed in Section 4.3. The brine tracer is relatively weak and is not espécially
prominent on the tomograms except near the injection point. Tomograms from the different
phas'esifl'ook slightly different in large part, because the data acquisition system énd the processing

'.techﬁiques were improved vthrough the course of the tomography experiments. We have relied
pﬁrﬁaﬁly on the moét recent (Phase 3) tofnografnS'to help model the geologié structure at the

US/BK site.

“Two major anomalies exist on the Phase 3 radar tomogramé (Figures 4.11 and 4.12). The

first is a broad belt that trends approximately east-west midway bétween the BK room and BOUS
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Figure 4.11. Phase 3 tomogram of radar attenuation structure between BOUS 85.002 and BOUS 85.003
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Figufe 4.12. Phase 3 tomogram of radar slowness structure between BOUS 85.002 and BOUS
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85.002. It is essentially in the same position as anomaly S2 on the seismic tomogram (Figures
4.10). We interpret this belt as representing the K-lamprophyres (Feature 2, Figure 4.10). Note
that the internal structure of this belt is complicated and has different appearances in the radar and
seismic tomograms. The tomograms thus do not clearly define the internal structure of Feature 2;
they do indicate its internal structure is'complicated; The second major anomaly occupies a tri-
angular region at the west end of the tomograms. Like seismic anom'aly‘ S5 (Figure 4.10), this

radar anomaly is considered to be an artifact of the inversion process.

' A éeries of -disconnected radar anomalies .correspond to most of the intersections of the
major features in our model. One anomaly occurs at the intersection Qf Features 1a and 2.
Another anomaly occurs Where Features 1b, '1c, 3a, and 4 conQerge. An anomaly of large‘:‘ magni-
tude (albeit small size) is located where Feature 1c intersects borehole BOUS 85003 A radar
anomaly also exists where seiémic anonllaly' S3b (presumably representing a lamprophyre) inter-
sects Feature 2. Even though the fadar tomograms. do not show con;iﬁuous, wéll-deﬁned
anomalies that congspond to the features in our model, the anomalies at the intersections would

be consistent with our model if the intersections are sites of pronounced fracturing. .-

4.2.6..Revised Structural Model of the US/BK Site and Hydrologic Implicat‘ions

The .fadar and seismic témogréms support the pfesence and location of the main features in
the prelirhinary model of Figure 4.7. This increases‘.our confidence in the utility of tomography in
projecting the major geologic features into the target site. Basedv on the geophysical tomograms,
the structural modei' of the US/BK site was modified to include two northwest-strikihg lampro-
phyres (Features 3b) in the north-central part of the site (Figure 4.13). We now discu_ss the
hydrologic implications of the model.  The results of the subsurface geologic, borehole, and
tomdgraphic invest;gations all indicate that the lamprophyre-bgéring K;zonc (Featﬁre 2, Figure
4.13) is an esbeéially prbminent structure. Fracturing andvﬂliid flow along this feature may be

quite complex. Because of locally strong fracturing along the K-lamprdphyres, they may locally
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Flgure 4.13. Projection in the piane of tomography showmg revised model of major geologic
structures at the US/BK site. Strike and dip of the major features shown in heavy
‘line. " This model includes two lamprophyres near the north (upper) edge of the

‘prOJectlon that are not in Figure 4.10.
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transmit water readily in east-west and vertical directions. Based on the local borehole data, we
expect t_hat the K-lamprophyres form a continuous belt and would tend to hydrologically separate
the two S-zone segments 1a and 1b. The numerous fractures in the S-zone segments probably
form a well connected network. The hydraulic conductivity along these segments probably is
high, both along strike and in the vertical direction. The northwest-striking lamprophyres
(Features 3a and 3b) probably contain vertical and northwest-trending flow paths. These lampro-
phyres probably are much thinner and more discontinuous than the K-lamprophyres, and may
transmit water acr'osé strike more readily, especially where intersected by S-zones. The southern-

most of these lamprophyres (3a) are interpreted to separate S-zone segments 1b and 1¢. The small

‘K-zone (Feature 4) may offer a conduit from the southwest end of Feature 1b towards the labora-

tory tunnel.

Although the positions of the major structural elements at the US/BK site seem to be fairly
well resolved, the nature of the intersections between strﬁctures is not well established. For exam-
ple, although the S-zone appears to consist of discontinuous segments that are separated by lam-
'prophyres, we cannot rule out the possibility that hydraulic connections extend across the lampro-
phyres where intersected by S-zones. The geophysical tomograms suggest that fracturing may be
particularly extensive at such intersections. Hydrologic testing is necessary to firmly establish

the nature of the hydraulic connections between the lamprophyres and S-zones.

4.3. Brine Tracer Tests and Difference Tomography

Brine tracers were injected (Figure 4.14) during the second and third phase of the radar
tomography surveys. We have used difference tomograms to check how well our model
identified major flow paths and flow barriers at the US/BK site, and to indicate how the model
might be improved. Difference tombgrams (Figure 4.15 and 4.16) are prepared by inverting travél
time- or amplitude-differences between two tomographic surveys. These tomograms show how

the region being analyzed in the plane of the tomography changed between test phases, allowing |
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Figure 4.14. Projection in the plane of tomography showing where brine was injected during the
phase 2 and phase 3 tomographic measurements. Tick marks are on a 50 m grid.
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Figure 4.15. Difference tomogram of radar attenuation structure between BOUS 85.002 and
BOUS 85.003 from phase 1 and phase 2 measurements. The tomogram shows
the increase in radar attenuation and indicates where brine has migrated during
phase 2 (from Niva and Olsson, 1988a, Figure 5.12). Units are in dB/m. North -
is to top of page. ' '
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Figure 4.16. Difference tomogram of radar attenuation structure between BOUS 85.002 and
BOUS 85.003 from phase 2 and phase 3 measurements. The tomogram shows
the increase in radar attenuation and indicates where brine has migrated during
phase 3 (from Niva and Olsson, 1988b, Figure 5.26). Units are in dB/m. North
is to top of page. ' '



-87-

the brine paths to be traced. The brine will locally increase the radar attenuation but should cause
little change in the radar velocity at the frequency and brine concentration used.(Sen et al., 1981).
Based on these effects, the attenuation difference tomograms should be more sensitive to the
brine than the slowness difference tomograms. Furthermore, the pbcessing and instrumentation
changes mentioned in Section 4.2.5 did not affect the attenuation difference tomograms, but the
.instrumentation changes most likely did produccv some changes in the slowness difference tomo-
grams. Not surprisingly, the radar attenuation d%ff_e_rence tomograms provided a more cénsi_stent
picture of the brine location than the slownes; tomograms; from here on we discuss only the
atténuaﬁon difference 'tdmogram.s. Figure 4.15 wés pfépared ﬁsing attenuation data from phaées
1 and 2; it reveals the flow of brine injected during ﬁhase 2.‘ Figuré 4.16 was prepared using

attenuation data from phases 2 and 3; it reveals the flow of brine injected during phase 3.

4.3.1. Expected Rg_su_lts of Brine Tracer Tests

- The injecfion points for the tracer tests are nearly in the plane of the tomography ahd are .
below and west of the main laboratory tunnel (Figure 4.14). The laboratovry tunnel, thé BK room,
and boreholes BOUS 85.002 and 85.003 were at atmospheric pressure during the injections, and
we expect the hydrologic gradient to have been toward these openings. We also expected brine
from each test to migrate along major features identified in our ‘structural model towards the

laboratory tunnels and/or these boreholes.

According to our structural model (Figure 4.13), the Phase 2 injection point is located mid-
.way along the lehgth of S-zone segfnent 1b. This Segment lis bounded by lamprophyres about 20
m on either side of the injection: point. The 1b fractures should form a well connected network.
We expect that the brine detected in the plane of the tomography could exiend northeast and
southwest of the injection point along Feature 1b towards bofh sets of lamprophyres. Brine that
ﬂowe‘d northeast might eventually encounter the K-lamprophyres (Feature 2). These probably

would hydrologically separate S-zone segments 1a and. 1b. Although brine would not be expected
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to flow across the K-lamprophyres some might flow along them towards the main laboratory tun-
nel. Brine that flowed southwest along Feature 1b might do one of three things once it reached the
series of thin lamprophyres (Feature 3a):

(1) flow south across the lamprophyres toward borehole BOUS 85.003 that do not form

part of the well defined throughgoing fracture zones;
(2) flow southeast along the lamprophyres towards borehole BOUS 85.003;
'. (3) flow ecast along the K-zone soufh éf.the BK room (Feature 4).
Because we expect the hydraulic conducu'vity along the S-zone to be _the greatest in the vertical
direction, the _brine might eventually flow ouvt of the géntly inclined plane of the tomogfaphy_.

The Phase 3 injection point is lbcatcd about 25 m north of borehole BOUS 85.003, just
south of where the S-zone segment 1b intersects the Feature 3a lamprophyres (Figure 4.13). We
interpret the injéction point as nqt being in a major g'eolog.ic or hydrologiC'fééture. We expect
that &e hydrologic gradient would favor flow toward borehole BOUS 85.003 alopg one or more

of the following paths:

(1) south by way of ‘‘background matrix’’ fractures that do not form part of the well

#

defined throughgoing fracture zones;
(2) soﬁtheast albng'the lamprophyres;
(3) southeast to Feature 1c and then southwest along it to the borehole.

The last option seems most likely because the hydraulic conductivity along S-zone segment 1c

-would be highest.

4.3.2. Discussion
The results from the phase 1-2 and phase 2-3 radar attenuation differe_ncé tomograms are,

on the whole, consistent with the predictions of our structural model. Most of the brine displayed

in the phase 2 radar attenuation difference tomogram (Figure 4.15) appears to be contained within -
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this S-zone segment 1b. The position and shapg of the brine anomaly in the phase 3 radar.attenua-
tion difference tomogram (Figure 4.16) indicates the phase 2-3 brine flow was concentrated along
a path that extends about 10 m southeast from the injection point and then heads southwest
towards borehole BOUSI 85.003. This is consistent with flow being strohgly controlled ’by both
the hydrologic gradient and Feature 1c. Both radar attenuation difference tomograms are con-
sistent with our interpretation that Feature 1b doés not continue on strike to the south across the

Feature 3a lamprophyres.

- The radar difference tomograms increase our confidence in our intexﬁrgtation of the geolo-
gic structure at the US/BK site. The~features which we-éxpected flow aiong were highlighted,
and the features we did not expect flow across seem to'have impeded flow. The difference tomo-
grams suggest that not all the hydrologic features at the site are contained in our structural model.
If all of the anomalies on the attenuation difference (e.g. Features a,b,c and d on Figure 4.16)
tomograms accurately repreé‘ent the lo_catiOnhf significant amounts of brine,-then a detectable
portion of flow at the US/BK site is occurring along a network of fractures that do not form a
major mroughgding zone: The distribution of fractures in;- such a network would not have heen

identified in our model, which was constructed to identify only the major features, but perhaps

. should be included in a hydrologic model as ‘‘background matrix’’ ffactures.

4.4. Conclusions

The thrust of our effort is to integrate geologic observations and geophysical‘meashrements
to idéntify, locate, and characterize the major geologic structures at a given site. We place a
heavy emphasis on characterizing the fracture zone structural systematics help unite the site-

specific geologic mapping, borehole data, and geophysical information. We strongly recommend

.that detailed mapping be carried out where possible.
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For our methodology to work best we need 1) site-specific geologic, borehole, and geophy-
sical data and 2) exposures that allow the systematics of the major fracture zones near the site to
be defined. Clearly, these key requirements for our methodology to work were met at Grimsel. In
many placeé, excellent exposures will not be readily available and it may be extremely difficult
(or too expensi\;e) to determine the systematics of the fracture systems. For example, the subsur-
face fracture systems in many places are not exposed at the surface at all. In such cases, studies of
geologically analogous areas may be useful, even if those areas are distant from the target site.
Although the features at a givén site will be unique to some extént, similar features §vou1d prob-
ably occur elsewhere. Still, in some locations the fracture systems may be too complex to evalu-
ate their systematics. In cases where the systematics can not be determined, it may be appropriate
‘to consider a number of significantly different geologic models and to treat the fracture systems
stochastically. Some direct sampling of the target site is essential to relate geologic models and
tomograms, and small-diameter boreholes are probably the least destructive way to conduct direct
sampling.

Geophysical tomograms provide a unique way to check geologic models. In places where
clusters of boreholes would not be drilled, geophysical tomograms would be relied upon even
more heavily than we did here. The usefulness of tomograms is a function of both their resolution
and how well the geology is known. Anomalies on tomograms can reflect a wide range of
features (different rock Wpes, fractures, zones of hydrothermal alteration, areas of increased
porosity, etc.), but major throughgoing geologic structures may not be represented as continuous
anomalies on tomograms. An advance knowledge of the geology is essential in order for the

anomalies to be interpreted correctly.

In conclusion, geologic and geophysical information can be integrated to give a consistent
model of the major geologic structures in rock volumes with dimensions on the order of one hun-

dred meters. Geologic observations establish the position, orientation, and type of structures near

»
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a site. Geophysical measurements and borehole data aid in projecting the structures within a site.
Detailed geologic observations of the intemnal structure of the major features can provide insight

into how fluid -might flow along the structure, and radar difference tomography can image how

~ tracers actually do flow. The tomograms suggest that the intersections of major geologic struc-

tures could be sites of particularly extensive fracturing and enhanced fluid flow. An integrated

geologic/geophysical investigation can contribute greatly to hydrologic site characterization.
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50 HYDROLOGIC FIELD TESTING IN FRACTURED ROCK

Hydraulic field testing from boreholes has two places in the characterization scheme
described here. Well tests can be used to hélp' define a hydrologic conceptual model for fracture
hydrology. As shown in Section 6,‘the hydrologic information would contribute to the geologic
and geophysical model as described in Section 4. Well testing comes up again after the éoncep-
tual model has been defined when we wish to use inverse techniques to construct a predictive

model based on the conceptual model. In both cases, interpretation of a well test is a type of

inverse method: we use observations on the behavior of the system to predict or calculate the

system parameters. In the case of conceptual model development, the inversion is based on the
supposition of simple, well defined system geometry .and the inversion process yields the flow

parameters (permeability, specific storage, etc.) assbciated with parts of the system. In Section 7,

we show how inversion can be used to help determine aspects of the geometry as well as the flow

parameters after the conceptual model has been proposed. The fundamentals of well testing are
the same in either case. An example of well testing for conceptual model development is given
here, buf the example of using well testing data for inversion to obtain a predictive model is

deferred until Section 7 where the inversion technique is described.

5.1. Theory of Hydrologic Tests in Fractured Rock-
There are two types of hydrologic field tests that can be done from boreholes: hydraulic

tests and tracer tests. The theory supporting interpretation of these tests is well established for

-homogeneous media under well defined boundary conditions. Under heterogeneous conditions,

such as those in fractured rock, the interpretation of standard tests becomes more -difficult. In

general, hydrologic testing under these conditions will be more effective if it is conducted in a

‘cross-hole or interference manner. Single hole tests will not provide- the required information

about the disposition and interrelationship' among the highly conductive features.
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Ina hyd'raiiﬁc‘ test, fluid is éither pumped into or withdrawn from a well. The response to
this perturbation is the change in hydraulic head which can be measured both at the pumping well
éﬁd at fhe monitoring wells. These tests can be done in four basically different modes: steady
state, constant flux, 'cohstant head, and slug tests where néither the head nor the flux in the well is

“kept constaht. - Tracer tests can also be configured .in scveral modes. In a single well
.cbnﬁguration, they include point dilution and inje‘ction-w_ithdrawal tests. In a multiple well
configuration, thére,,aré*cénverging tests and two-well circulation tests. These tests are briefly

described below.

51.1. Types of Hydrologic Tests

In a steady-state test, either thg flow rate or the head at the well is kept constant until there
is no further observable change in the system. For many sets of boundary conditions, there will be
no true steady state In these cases, we make the assumption of insignificant local changes in
order to make an analysis of the data. In ény case, the data from a steady state test will simply
reflect the “‘bottle'neck” or least conductive part of the flow path between the perturbatioh point
and the boundary. The test is not particularly sensitive to the arrangement of the conducting ele-

ments in space.

Iﬁ 5 constant pressure test, thé hydrahﬁc head in an isolated intgryal ié kept constant and the
‘trans‘ient flow rate is monitored, In most gr-oundwaterv applications; thever, consbtant flux tests
are more comih’only used becéuse it is géne?aily easiér to achie;/e aﬁd mainfain a consté’nt flux, q,
mm a constant bressure from the onset of the test. Therefore, aﬁalytical solutions are more
readily availablé for cohstant;_ﬂux tests. The majority of the publishéd papers in the literature are
based on constant flow rate tests. |

| Constant flow tests are also easier to anaiyze becaﬁse the type curves have somewhat more
distii_ict shapeé comparéd to cqnsthnt pressure tésté where q vs. time curves are more or less flat.
Only pressure can be measured.at observation wells. So, in analyzing consfant pressure crosshole
tests, pressure vs. time type curves have to be developed for each well at different radial dis-

tances, because the constant pressure solution does not have similarity in Kt/S2, where K is the

«
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hydraulic conductivity, t is time, S, is.the specific storage and r is the radial distance measured
from the well. The constant rate boundary condition is, in general, mathematically easier to work
with to develop a new analytical model. Reciprocity holds for constant flow tests over all time.
That is, if you pump q I/min from well A, the drawdown at we11 B will be the same as the draw-

down at A when B is pumped at the rate of q I/min. The same is not true for constant head tests.

However, constant pressure tests are not without advantages. In very low permeability
rocks, ‘constant pressure is generally easier to achieve than a constant rate. It is also easier to
minimize the wellbore storage effect in a constant pressure case. Moreover, because the rock near
the wellbore is subjected to a constant pressure throughout the test, there is less concern about the
permeability near the well changing as a function of time. However, the permeability may change

farther away from the well as the pressure front propagates into the rock.

Whichever method is used, when conducting well tests in atight fractured rock, it is impor- _
tant to measure early time data as accurately as possible. Transient data reflects the change of
hydratrlic conductivity in space as a function of time.'_In this regard, transient data is more
descriptive of the rock heterogeneity than steady state data, which is influenced by the spatial
arrangement of heterogeneity in an unknown way. Especially when there is a skin zone near the
well, one should be able to resolve the nature of the skin by us1ng a set of good transrent data

(1 e., data from both the flow period and the shut-in period).

Ina point dilution test a known concentration of tracer is introduced in a packed-off inter-
val and the subsequent change in concentration due to the natural groundwater ﬂow is momtored
The groundwater velocity near the borehole can be estlmated by analyzmg th1s concentration
change. | |
| In an injection-withdrawal test, a tracer is actively injected in the interval. This is then fol-
lowed by a pumping and the concentration of the pumped ﬂuld is momtored This test is
expected to yield an estimate of the d1spers1on coefficient.

A two-well circulation. test is done by pumpmg fluid from one well and injecting it into

another. After a steady state flow field is estabhshed a plume of tracer is introduced in the



-96 -

injection well and the break—through‘ is monitored in the pumping well. This test is used to esti-

mate the ratio between flow and velocity as well as the dispersion coefficient.

In a converging test, one well is pumped to establfsh a,steédy;state flow field. A plume of
tracer is introduced in another well and the break-through is monitored in the pumping well. This
test should also give one an estimate of the ratio between flow and velocity. as well as the disper-

sion coefficient.

5.1.2. Interpretation of Hydrologic Tests

Fundamentally, well tests provide information about how much flow or pressure will result
from a given perturbation in the hydraulic potential field or vice versa. Any funherii‘nterpretation
requires that the analyst provides a conceptual model which essentially describes how the con-

ductances in the system are arranged. However, there may be a number of possible conceptual

models with different combinations of geometry and flow parameters that cause the same _

observed response at a given point. Alternatively, none of the well defined conceptual models
m'ay match the data at all. For this reason, there is always an inherent question about the unique-
ness of any solution to a well test problem.- The degree of uncertainty can be reduced by having

many observation points, although it is not usually practical to do so.

Hydraulic tests are diffusion dominated. This means that we may know the location of the
perturbation and the location of the response, but we do not know the structure of the flow paths
(unlike seismic wave propagatioh where it is possi.ble to estimate the ray paths). As a result, each
well test response is a result of some average conductance. From a single wéll sfeady state test, it
is not possible to determine the arrangement of the conductors. Transient tests are a little Bétter
in that the volume which is controlling the -average conductance is changing with time. So, we
~ can say more about the possible arrangement of average conduétance as a function .o.f distance
from the well. Tracer tests on the other hz_md are advection dominated and only the properties in

the direct path are seen.

It is very important to realize that the parameters we derive from a well test interpretation

-‘;
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are always linked to the conceptual model, which is the basis of the interpretation and we can
never be sure of the conceptual model. This means that any parameters derived from well test

data are only as good as the conceptual model.

In order to use hydraulic data to determine the conceptual model and the associated parame-

 ters from hydraulic tests, a conceptual mathematical model for the behavior of the system is esta-

blished by comparing the well test data to the behaviors of various classical conceptual models
subjected to the same test conditions. Geologic and geophysical data may also be used to govermn
the choiqe of possible models. Once a model is 'ad'olpted, the'parameters of the model may be
cé_lculated by using an inversion technique devéloped for the rhddel (eg. curve matching). In Sec-
tion 5.2 below, we give an example of hydraulic testing at the FRI zone (see Section 4.3) that was
interpreted in this classical manner using results of seismic tbmography and geology to guide the
interpretation. In this case several possible conceptual models were defined and compared to the

data to help determine which conceptual model fits best.

5.2. An Example of Conceptual Model Testing at FRI

'At the Grimsel test site, Nagra conducted hydraulic tests in conjunction with the seismic
testsi and geomechanical tests described in Section 3. In this section, we will describe how the
information obtained by geophysical investigations was used to design hydrologic:investigatipns.
We then will discuss the resuits and analysis of the hydraulic teéts.. In particular, we will focus on
an anomalous interference data and attempt to ﬁnd an explanatioh for it. We will also try to

relate the analysis to seismic test results. -

The hydraulic tests were planned based on the 1987 tomography results. Packer locations
are shown on Figure 5.1. Each test consisted of pumping water in the interval at a constant pres-

sure and monitoring in all the other intervals. Objectives of each test were
(1). to find hydraulic connection with other zones,
(2) to characterize the properties of zones that are hydrologically active, and

(3) existence of zones about which we have only inconclusive evidence.
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Figure 5.1. Packer locations used in Tests 1, 2 and 3.
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. The purpose of Test 1 was to provide a hydrologic characterization of a feature which is
clearly evidenced by geophysics. The packers for Interval I1.2 were placed such that they confine
the main fracture zone (corresponding to Feature A on Figure 3.6) as tightly as possible in order
to minimize wellbore storage and isolate the hydrology of the feature. Interval I1.2 was used as

the inflow interval and pressure was monitored in all the other intervals.

In Test 2, interval 12.1 was the source. The purpose of Test 2 was to see if the region to the
north of 12.2 is hydrologically significant. The tomogram of Figure 3.6 showed this area to be a
low velocity zone (Feature C). This test would only have been conclusive if the result were posi-
tive. A negative result would have meant that we did not find any connection between the low
velocity region and any area being monitored. A positive test result would have been very
significant because this feature had only been loceted with geophysics.v

. In Test 3, I1.3 was the source. Test 3 was designed to Iunde.'rstand the sbuth—eastemf part of
the shear zone. Feature A npneared clearly in the tomogram as extending ‘across the tomographic
plane. A parailel feature to the south-east appeared in BOFR87.021, in the BOFR87.002 core,
and nearby“in the 'toniogram. However, the torncgtam did not indicate that this patt of the shear
zone is continuous. The test was designed to ‘see if there is continuity orif a c’ross-cutting frac-

ture connecting this part of the shear zone to 12.2 or I1.1 might exist.

5.2.1. Test Results and Analysis

_The results of Tests 1,2 and 3 indicated that Feature A is clearly the.mest significant hydro-
logic feature at the FRI site as expected. In Test 2, a coherent analysis is difficult because
although 12.1 did take up some water and a weak interference was observed in some intervals,
some inteérvals were still recovering from Test 1. ;Iheref-ore_;vthere is ,novgood evidence that the
low velocity zone to the north of 12.2 is hydrologically significant. Similar conclusions can be
dtawn for the Test 3 tesults. A weak butv definite hydrologic connection betweenilnterval 11.2
and 12.2 was observed. Although existences of cross-cutting features cannot be completely
denied, one can postulate that their hydrclcgic signiﬁcance is quite weak evenv if tney exist.

Readers interested in the details of the test results are referred to Wyss (1988).
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Because the tests were conducted at constant pressures, we briefly present the analytical
solutions for constant pressure test. The dimensionless pressure in Laplace space for a constant

pressure test with skin in an infinite system can be written as:

- ol2.1) '
hp(rp.p) = 1/12(0(p i 2 T L (5.1)
PIKo(p¥+s(p™) - Ky(p™)]
and for dimensionless flow, the solution is:
_ K 12 "l' .
an(p) = b in) 52)

P Ko 215 (0" Ki(p')
where p is the Laplace space variable, s_is the skin factor, rp is the dimensionless radius, and Ky
and K; are the modified bessel functions of the second kind of zero-th and first order, respec-
- tively. The solutions in real space, hp and qp, can be obtained by inverting Equations (5.1) and
- (5.2) numerically (Figures 5.2 and 5.3). For references, readers may consult Carslaw and Jaeger
(1946), Van Everd_ingeﬂ and Hurst (1949), and Ehlig-Echnomides (1979).
| Figufe 5.4 shows the pressure transient of inteiference data at various observation points. in
Test 1.. Note thaf the Interval I3.1 requnds most markedly. The response data at I3.1 is-com-
pared to the theoretical response obtained by evaluating Equation (5.1) atr= 10.2 m, Qf rp=10.2
m/43 m = 237-for s = 0 (Figure 5.5). As can be seen from the figure, the pressure observed at

I3.1 is significantly lower than that prediéted by the analytical solution, althc_)ugh the shapes of

“the curves are almost identical. The analytical solution assumes that the fracture is infinite, iso-

tropic and homogeneous. Therefore, coﬁditions must'ekiSt where one or-more of the above
assumptions are not appropriate. The plausible scenarios are:
(1) Skin: There is a low permeability Zdne aroun_d the injection well, i.e., a skin that
causes the effective pressure at 1.2 to be lower.
| (2) Anisotropy: The fra_ctﬁfe is anisotropic with the max'.i.mum pérmeability direction is
" oriented vertica]lly.v : | o
(3) Leakage: Theré 1s léakage from the fracture to the. adjacent rock so that tt_1e pressure is

more diffused.
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Figure 5.2. Dimensionless head at rp = 10, 30, and 100.
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Figure 5.3. Dimensionless flow at the well.
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(4) Boundary Effect: The boundary effect of the laboratory tunnel is keeping the pressure

low at I3.1.

In the following sections, more detailed discussions will be given for each case, although in real-
ity all of the above conditions may coexist. As is the case with any field experiment, the possibil-
ity of an erroneous measurement should not be completely discounted. For example, the pressure
loss through the tubing may not be negligible. However, we wiil limit our discussions to the

effects of the hydrologic features in the rock only.

5.2.2. Skin

Skin effect is usually su.spected when anomalous i'esults are oetained. Equation (5.1) can be
used to obtain pressure response curves at I13.1 for various values of skin factor s. Figure 5.6
shows that the curve for s = 13 yields a relativeiy good metch with the data except for the late
time portion. An alrhost_ perfect'match can be ebtained by letting s equal zero and lowering the
pressure in 11.2 6.6 bars instead of the‘ m_eesured values of 19 bars (Figure 5.7). This is equivalent
to assuming that there is a constant pressure 10ss of more than 12 bars at the borehole wall. How-
ever, this assumption contradicts the conventional skin concept where the pressure loss is
assumed to be proportional to the flow rate. Because the test was a constant pressure test, the
flow rate in 11.2 varied with time as shown in Figure 5.8. As can be seen in the figure, there is an
inflection point in the curve at around 0.18 hours, which cannot be explained by assuming an

ideal homogeneous medium. Figure 5.8 also shows the dimensionless flow rate for various

- values of s. The curves are obtained by evaluating Equation (5.5). As can be seen from the

figure, the flow rate curve does not ‘match any of the skin curves. Wﬁeh considered in combiha-
tion with the faet thaf the match for 13.1 is not very good, it seems that the conventional skin con-
cept cannot explain the observed behavior. If a constant pressure drop is assumed at the borehole
wall-ihdependeht.of the flow rate, the iﬂow rate curve would look identical to that of no skin.
Although the no-skin curve is closer to the observed curQe, it still does not explain the inflection

in the flow rate curve.
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5.2.3. Anisotropy

Gedlogic; observations (Section 2) indicate that the fracture zone may be highly anisotropic
with the highest permeability in the vertical direction. Thus, the injected water may flow pre-
ferentially in the vertical direction. As a result, observed pressure head in the hdrizonfal direction
at I3.1 may become lower than that in the isotropic case. In this section, the effect of anisotropy

on the interference pressure is investigated.

Analytical solutions for flow to a well in an anisotropic medium can be obtained through a
transformation of coordinates. The transformation of a coordinate is equal to the square root of
the ratio of the permeability in its direction to the geometric mean permeability. In the
transformed coordinates, the goveming equation for flow becomes identical to that in an isotropic
medium. However, the shape of the well becomes ellipticgl. Kucuk and Brigham (1979) solved
the flow equation in the elliptical coordinate system. The dimensionless pressure outside the well

producing at a constant pressure in the Laplace space can be written as:

1 AP"Fekau(€-M)
2\ Fekan(Guh)

hD—Z( 1) cezn(M=A), (5.3)

where A=p/4, A(Sz‘-b 'is-a'Founer coefficient, &, and 1 are space*céordinates in"elliptical coordinate
system, and Fekén(ﬁ,—X), and cep,(M,—A) are Mathieu functions. To obtain the exact value of the
dimensionless pressure at 13.1, Equation (5.3) can be evaluated and transformed back to the
Cartesiah coordinate systems in the real space. Alteratively, an effective well radius can be used
to approximate the elliptical well and Equations (5.1) ahd (5.2) can be used in the transformed
coordinates. This approximation should be adequate because the dimensionless distance from
I11.2 to I3.1 is large enough (rp = 237) so that the elliptical shape of the well does not have much
effect. Thus, a lower pressure than the theoretical pressure can be translated as a longer distance
from the pumping well in the transformed coordinates. Figure 5.9 shows the dimensionless pres-
sure at vaﬁous rp and the equivalent anisotropy ratio normalized to rp = 237. As can be seen
ffom the figure, an unreasonablyvlarge anisotropy ratio (2x10%) is necessary to explain the pres-

sure drop. Therefore, it is unlikely that anisotropy is the cause for the low pressure measurement.
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However, this does not preclude the existence of anisotropy in general.

5.2.4. Leakage

So far, it was assumed that the flow is confined within the fracture zt)ne. However, as can
~ be seen from Figure 5.4, interference responSes, although small, were observed at various inter-
vals that are not in the plane of the fracture zone. This implies that there wasva-leakage from the
fracture zone into the adjacent rocks, which may explain why the interference response at I3.1
was low. The. solutidn for pressure under a constant pressure test in a leaky aquifer is not readily
available in the literature. However, if the thickness of the rock that leakage occurs into is
“assumed to be a finite size »and that the leakage is at quasi steady-state, the solution presented by
, ‘Da Prat et al. (1981) for a double porosity mediuxrl can be used. Figures 5.10 and 5.11 show the
type curve matches to the flow rate and the observed pressure at I3.1, respectively. Although the
flow rate match is very good, the match with the observed pressure at I3.1 is not good at all. The
theoretical pressure is too high compared to the data. This is ,beceuse the rock is assumed to be a
finite size. | o |
Let us now consider leakztge into an infinite size rock. The Laplace space solution for the
normalized pressure in the fracture zone at a nondimensional distance, rp under a constant pres-

sure test with leakage into an infinite size rock can be written as:

_ Ko[((SuoBp)"4p] 1
h= — 54
PKo[[(Suo®0) 24017
and the dimensionless flow rate at the well is simply:
I8 401K [(Supp) 4p )
= . 63

PKo [‘[,(SSDSP) 1241 /z]

where S,p is the ratio of the fracture speciﬁc storage to that of the matrix, Kp is the ratio of the
hydraulic conduct1v1ty of the same, and 8=KD/bD, where bD is the ratio of fracture thlckness to

the well radius. Equattons (5 5) and (5.4) are evaluated for vanous values of 6 and plotted in Fig-
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ures 5.12 and 5.13 along with the observed data. As can be seen in Figure 5.13, the match with
the interference data at I3.1 is now much better compared to the case of Da Prat’s solution. How-
ever, the late time data of I3.1 is still not matched very well. Also, the observed flow rate curve is

much flatter in the late time than the theoretical curves (Figure 5.12).

Nonetheless, thé coﬁCept of leakage seems to ekplain the trendv- of th¢ data: low interference
pressure, and the flattening of the flow rate curve. The weai( hydfologic connection between
Interval 11.2 and 12.2 may be through this low permeability rock matrix. It is worth noting that

“the 1988 seismic tomography results indicate the existence of a Feature B that extends diagonally
frdm the access tﬁnne_l toward BO87.001 (Figure 4.9). This may be the actual conduit of the
leaking water. Although a locélized leakage cannot be handled witii an analytical solution, this

- would also explain the low pressure at 13.1, the flattening of the flow rate curve and the imperfect

fit to equations 5.4 and 5.5.

5.2.5. Boundary Effect

In the previous analyses, the boundary effects of the tunnels were neglected. However, dur-
ing the injection test it was observed that water was seeping out thorough the shot-crete along the
zone where the FRI fracture intersects the access drift (Peterson, 1989). In this section, the
effects of the drifts on the measure'd. pressure is investigated. Because of the complexity of the
geometry and the bbundary conditions, a numerical model was uséd, where the FRI fracture is
' asshmed to_consist of a two-dimensional interconnected channel netWor_k (Figure 5.14). Both
models were assumed to be initially at steady-state subjected to the sanie hydrostatic head. Then
the node that corresponds to the location where the interval 11.2 intersects the fracture was
opened to simulate the ficld test. Results of the simulated well test'ére_compared using the cases
with, one tunnel, two tunnels and without tunnels. Figure 5.15 shows the comparison of the pres-
sures at 13.1 for these cases. As can be seen from the figure, the effect of the tunnels is felt at
dimensionless time equal to 10. The curvé for the case with the tunnels flattens and deviates
compared to the case -wi_thdut the ‘tunnels, as the pressure -in I3.1 responds to the atmosphen'c

pressure in the laboratory tunnel. However, the acfual data shows little sign of flattening as can
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be seen in Figure 5.4. The effect ef the 1aboratory tunnel on the interference data at I3.1 seems to
have been minimal which indicates that the permeability of the fracture around the laboratory
tunnel is iow. This agrees with the observation (Peterson, 1989) that no apparent increase of
‘water seepage was noted in the vicinity Where the FRI fracture intersects the laboratory tunnel
during the injection test.

Figlire 5.16 shows the comparison betWeen the ﬂewrates at I11.2 for the three simulations.
This figure shows that the effect of the tunnels would be seen as a flattening of the flowrate
decline curve. However, it is not as significant as the previous case. The inflection in the actual

data cannot be explained by the effect of the tunnels alone.

5.5. Conclusions

The hydraulic tesfs have confirmed the hydrologic significance of the fracture zone which
was prev_iously identified by the seismic tomography. It appears that the majority of the flow
occurred within the relatively thin fracture zone which coﬁnects interval 11.2 and I3.1. A weak
bixt Qeﬁnite hydrologic connection between interval 11.2 end 12.2 was also observed. Feature B
identified by the seismic tomography that extends diagonally .from »the access tunnel to

BOFR87.001 may partially explain this hydrologic connection.

Because of the anomalous interference and flow-rate data, four different scenarios that
~ differ from the ideal conditions were examined. They are 1) skin, 2) anisotropy, 3) leakage, and
4) boundary effects. Although it is possible for all of the four conditions to coexist, the most

- plausible scenario seems to be the leakage effect outside of the fracture plane.
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6.0. CONSTRUCTION OF TH_E HYDROLOGIC CONCEPTUAL MODEL

. Once the geologic, geophysical, and hydrologic techniques have been applied the stage is
set to specify the hydrologic conceptual model. For our purposes, the hydrologic conceptual
model is taken to be a description of the geometric relationships between conductive elements of
the hydrologic system. To go from the conceptual model to a predictive model, it remains to
parameterize these elements. In this report we discuss the use of inverse techniques (Section 7)
for parameterization. An altemative is to present a stochastic conceptual model and use statistical
simulation to obtain predictive models. This approach is not discussed here, but for sites where
the fracturing is more gradational, statistical simulation may play a larger role in model develop-
ment (as mentioned‘ in Section ‘1). The two approaches are not exclusive: inve'rsiorrs can be
designed based on. the parameters of the simulation. In this case, the inversiort controls the simu-
lation such that a model is obtained which hOnors both the statistical data and the observed
hydrologic behavior. Such a combined approach is under development and may prove to be very
powerful For the inverse techmque simulated annealing,’v’ described in Section7 the goal in
creating this model is to mclude hydrologtc conductors in all the places that they are hkely to be.

Itis not a problem to mclude more conductors than are actually active It could be a problem to

. leave outa potentlal pathway ThlS is because the ¢ s1mu1ated annealmg will p1ck those conduc-

tors among the p0551b1e conductors that can best explarn the hydrologrc responses observed in the
~ rock. So our aim in creatmg the hydrologlc conceptual model isto specrfy a set of conductors that
hopefully 1nc1ude all the 1mportant flow paths. 'I'hrs is a stralght forward approach probably best

su1ted for sites where fracture zones are distinct and clearly dominant,
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6.1. An Example from the Stripa Mine

As an example of conceptual model development, we describe a process used for a block of
rock in the Stripa Mine in Sweden called the SCV (Site Characterization and Validation). This

conceptual model wés designed as a platform for simulated annealing.

Extensive geophysical data was collected on the SCV block through five boreholes (W1,
W2, N2, N3, and N4) as shown in Figure 6.1. An integrated analysis of radar and seismic data
was used to identify major features (Olsson et al., 1988a,b). It is notable that the geologic side of
this process was not included in this particular analysis. Nevertheless, it was possible to come up

with a picture based on geophysics alone.

The features in the SCV block were assumed to be planar fracturé zones. Normally, a
feature is first identified in the tomograms and then the borehole intersections are estimated.
These borehole intersections can usually be identiﬁed with a reflector from the single-hole
reﬁectidn analysis. The possible orientations from the reflection data are displayed in a Wulff
diagram. A pair of possible planes are determined by the two possible orientations 'thich lie on
the locus of possiblé reflectors and alsd lie in the plane of the tomogram. If the feature is visible
in both the N2-N3-N4 plane and the W1-W2 plane, then there is é further three-dimensional

check on the geometry.

" In a similar manner, the croséholé reflection data is checked to see if it is consistént with the
~ location and sﬁéntation of the zone. Such a;lalysis was performed for both the radar and the
seismic data. Then all the data was integrated to obtain four major fracture zones; A, B, H and I
and a minor zone, C, as discussed in Olsson, et al. (1988a). Sofne of these zones are shown on
Figure 6.2 sﬁpeﬂmposed on an exémple radar tombgram. Table 6.1 represents these results with a
qualita»ti(v'e classification of the strength of the anomalies associated with the zones made in three
classes: S, Strong; M, Medium; and W, Weak. Table 6.1 also includes zone B’ which is diséussed

below.

Figure 6.3 (after Olsson et al., 1988a) gives an example of the borehole data acquired for

the N- and W-holes. The geophysically defined features are shown on the plots as horizontal

A
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Figure 6.2. Example radar attenuation tomogram between holes N4 and N2 showing predicted
- fracture zones A, B and C (Olsson, 1988a).
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bands. Under the hydraulic conductivity column, we have blackened in those conductivities
greater than 1078 m/s. If these features are taken to have a width of about 10 m, they account for
about V6O% of the measuréd hydraulic transmissivity measured in the boreholes (Table 6.2).
Almost all of the remaining 40% of the transmissivity is accounted for in three zones: at 80 min
borehole W2, 152 meters in N2 and from 80 to 90 meters in borehole N4_._ There are strong radar
and seismic anomalies at each of these zones as well as supporting evidence from geophysical

and core logs.

Initially, we tried to account for these hydrologic features by altering the orientations of the
six major zones by an amount consistent with the geophysics. After deterrnihing thaf no improve-
ment was possible, anothef zone, B’, was added to explain previously unaécounted for hydrologic
anomalies in N4 and N2. Figure 6.4 shows a perspective plot where zones B and C are
represented as dots located on planes. In this figure we are looking aiong the B and C planes so
that the zones appear as dots clustered along a line. In this perspective, one can see that the
hydroldgic anomalies :in N4 and N2 lie on a plane roughly half way betweén zone B and zone C.
For this reason, we chose B’ to be a plane betwcen. B and C and para]lei to the A, B, and C zones.

The addition of B’ increases the percentage of transmissivity accounted for to about 78%.

The fact that no similar hydrologic anomaly is seen in N3 (between N4 and N2) is not a
problem for this model. This can easily be accounted for if no permeable channel from B’ inter-
sects N3. We are more concerned with insuring that channels are possible where hydrology has
been observed. Extra channels can always be made inactive in the annealing process described in
Section 4. | |

The B’ zone :;llso fits in well with the geophys'ical results. The radar results .show a very
strong low velocity zone in the section N4-N3 slowness tomogx.'arns. corresponding to the feature
at 90 m down borehole N4 (Figure 6.5, from Olsson et al., 1988b), as well as single hole radar
reflectors on either side (Olsson et al., 1988b). In Figure 6.5, our B’ feature is located at the point
labeled ““RB’’ (R for »radar)."l‘his is due to the on’ginél radar interpretation putting zone B in this

location. (Later, the integration of radar and seismic résults put zone GB (G for geophysics) up to
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Table 6.1. Geophysical fracture zones

Zone Radar  Seismics Geoph Core Hydrologic

. Logging Logging

A S S M M w

B S S M M M

B’ S S M w S

C M S w w w

H S S M ) S

1 M w M M S

Téble 6.2.__ Hydraulic transmissivity distribution

" Hydraulic Transmissivity (10~ m?/s) |
Zone W1 W2 N2 =~ N3 N4 | Total. % of total
A - 99 - 0 1] 100 32
B 0 8 20 12 5| 125 4.0
B - - 8 0 450 | 530 17.1
C - - 3 0 0| 36 1.1
H 120 950 - - | 1070 34.5
I 25 510 - - - | 535 172
(HB¥) - 610 - - . -| 670 216
Sum 145 2317 136 12 456 | 3066 98.7
Total transmissivity’ L 3100 100

“* Transmissivity between zones H and B in borehole W2
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_ Figure 6.5. Residual radar slowness tomogram for the borehole section N3-N4 made with a
center frequency of 22 MHz.
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just below where zone RA is on Figure 6.5. The tomograms for section N2-N3 are not available,
but several strong reflectors are observed at the 152 m region down borehole N2. The B’ feature

is not apparent in any of the attenuation tomograms or the section N2-N4 slowness tomograms.

The B’ feature may be related to the RQ feature shown on Figure 6.5. This tomogram

shows the B’ (or RB) ahomaly begins to peter out about 20 meters from the borehole. It appears

that it may intersect the South edge of the RQ feature. The feature B then skirts the North edge

of RQ and produces the largest hydrologic anomaly in N3. It may be that RQ is a step between
en echelon fracture zones represented by B’ and B. This would also explain the Iack of hydrolo-
gic activity in N3 at B’. However, it does not explain why B’ is again the largest anomaly in N2
unless there is another step in the opﬁosite direction.

One remaining anomaly in W2 betwéer__x zones H and B (called HB* in Table 6.2) accounts
for 21.7% of the transmissivity. If we allocate this transmissivity partly to H and parﬂy to B, then
we have accounted for 98.7% of the observed transmissivity with a zone model. This makes a
certain amount of sense when we consider that the transmissivity measured in thé boreholes is not
strictly additive. Figure 6.6 illustrates that successive borehole tests are actually sampling some
of the same transmissivity. It is easy to imagine that the high conductivity found between zones H
and B in W2 is due to a few conductive features that are related to H and B and possibly related

to the intersection of H and B.

The resulting hydrologic zone model is shown in Figure 6.7 in a perspective view from the
North-West. The zones are disc-shaped planes. As we do not expect the zones to be uniformly
permeable, within the block, the zones are discretized into flow channels. Any type of discretiza-
tion could be used. We base the .choice of grid with the support of geomechanical investigations

of the shear zones explained below.

Slickenside striations in the two sets of fracture zones indicate that they have undergone
shear deformation. Util'izing a database consis_ting of 3100 logged fractures from borehole core
and 900 fractures mapped on the walls of underground drifts, the character of these fracture zones

have been analyzed. This data, along with numerical fracture mechanics modeling, suggests that

Y
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Figure 6.6. Hypothetical testing zones in a fractured rock showing that the transmissivity
measured in the three zones will overlap such that the transmissivity measured
separately will add up to more transmissivity than the true total. '
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Figure 6.7. The hydrologic zone model shown in perspective from the North-West looking
down. Zones A, B, B’, C; Ha, Hb and I are shown. Gridding on the planes
represents the hydraulic conductors of the teémplate used for annealing.
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the higher fluid conductivities in the zones compared with the surrounding rock may be due to a
combination of higher fracture densities, and stresses in the zones that promote dilatancy in frac-
tures with certain orientations. This would also result in anisotropic flow in the zones, with the

primary flow direction in the direction of the dilatant fractures.

For the NE-striking, low dipping zones, the secbndéry fractures are sub- horizontal, and for
the N-S striking, steeply dipping zones, the secondary fractures. strike N-S and dip 10-40° to the
- east. Numerical modeling indicates that under the present stress state in the SCV block, the sub-
horizontal secondary fractures could be open and have a much higher conductivity -than other
fractures in the SCV block. This, along with the- higher fracture densities in the zones, may
explain why the conductivity in the zones is greater than thé surrounding ground. Also, this will
cause anisotropy in flow in the zones, with preferred pathways in the direction of the secondary
fractures. Though not dis_cussed in this report, there is evidence that zone intersections may be
impon'antv in co‘ntrolli'ng flow through the SCV block;,Future work looking at the properties of
zone intersections is recommended.

Based on this work, we chose a zohe model where the zones are modeled as planes. The
planes are discretized using a square grid of conductors to form the possible paths for fluid flow.
The grid elements are constructed along strike and dip lines. In thiv's Way; we allow for the hor-
izontal conductors indicated by the geomechanical observations. Each grid element is assumed to
have the same conductance, so if the geomechanical observatibns are coﬁect,‘ we expect that
fewer of the dip direction elements will be acﬁve, i.e. permeable than those in the strike direction,
In order to determine whiéh of the grid elements are active and which are inactive, we use ‘‘simu-
latéd anhealing” to find the pattern of conductances which cause the model to behéire in the way

the the insitu tests behaved. This is described in Section 7.
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7.0. SIMULATED ANNEALING

LBL has been developing -an inversion technique called ‘‘Simulated Annealing’’ which can-
be used to construct a system which is functionally equivalent to the observed system: ie., a
model which simulates the observed behavior. We describe here how to use annealing to find an
equivalent fracture network model. The fracture network model is ‘‘annealed’’ by conﬁnua]ly
modifying the base model, or ‘‘template’’ such that the modified systems behave more and rhore

“like the observed system.

" Hydrologic inversion models developed in the past, such as the conjugate gradient method,
or maximum likelihg)od method (Carrera and Neuman, 1986), were focussed on determining the
conductivity values in the equivalent continuum or porous medium case. Annealing could
theoretically be used to do this type of inversion, but might be relatively inefficient in this role.

'On the other hand, these equivalent continuum techniques work poorly when they are asked to
completely turn off the conductivity of a portion of the region. Thus, they are not the technique of
choice for poorly connected systems, such as fracture systems, when we wish to determine how
the conductive features are connected.

We think that the pattern of conductors is responsible for the first order hydrologic behavior
of fracture systems. In other words, it is most impoﬁant to know how the éystem is connected and
to next déténnine the variability in conductance. We use a template, a collect_iqn of sitﬁfﬂe flow
elements or channels, to build a model with connections. equivalent to those in the field.

In-simulatcd annealing, we search for pattems of (':onlduct‘ors‘which behave li:ke the observed
field system. To do this, we set up a ‘‘template”’ of allowed conduc_ting eleménts. Theh we look
at different configurations of these elements by turning some of them off, i.e. making them non-

conducting. For each configuration we can compute the behavior of a well test that was also
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conducted in the field. The ‘‘energy’’ of the configuration is then deﬁned as a function of the
difference between the observed and the simulated response. Tli_e problem of finding the
appropriate model now becomes one of finding configurations which have low values of the
energy function. Searching for a low energy configuration is a difficult task because there are

many possible configurations.

The simulated annealing algorithln starts f_rorn sorne'arbitrarily selected conﬁguration and
cornputes the energy, which is proportional to the difference between obseived and siinul_ated
values. Then an alternative conﬁguration is selected, and the energy for this conﬁguiation is com-
puted." If the alternative energy is lower than the energy for the current configuration, then the
alternative matches the observed data better, and the algorithm will decide to move to the alterna-
tive configuration. This is analogous to a downhill step. An “‘uphill step’’ to an alternative with a
higher energy function will be taken randomly, with a probability which depends on the amount
- of increase in energy incurred by the step and on a weighting parameter called the temperature.
The temperature, T, is decreased as the number of iterations increases to make it more and more

“unlikely that an unfavorable change will be accepted.

The simulated annealing algorithm incorporates teinperature changes such as those used by
Metropolis et al. (1953) and an appropriate energy function (Kilpatrick, et al., 1983; Tarantola,
1987). The temperature is held fixed for a certain number of configuration changes and then
lowered. At first, a high value of T allows the algorithm to jump out of local minima and continue
seaiching for.a better region of the function. Later, lowering the temperature tends to confine the

search for a minima, so the algorithm can converge.

7.1. Annealing Theory
To use simulated annealing on a general - problem, one needs a set of possible
conﬁgurations, a way of randomly changing the configurations, a function one would like to

, minimize,' and an annealing schedule of temperature changes (Press, et al., 1986).
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Let
O = anenergy function
C = a configuration of elements

M = the finite set of all possible elements, ordered from 1 to M.

" We can define the set of all possible configurations using our template or base model; M,
the set of all possible pipes or channels. The channels have two possible states: they are either on
or off, i.e. conducting or noriconducting. The set of all-possib'le configurations is the set of all
combinations of on and o'ffv‘pipes. Let C={Cy, m=1...M} denote a configuration of on and off

pipes, where Cp, is a binary random variable associated with each pipe.

- 'We now must decide how to change the _systém.‘ We 'choqse to try removing or replacing
one randomly chosen conductor at a time. Thusany new conﬁgufati'on, Ci, will vary only slightly
from C that is C! will be in the neighborhood of C. Consider some configuration C . We will use
sbme probability function to randomly select a pipe. If the pibe is_on; we turn it off, and if the
pipe is off, we tumn it on. The neighborhood of C should contain all configuratioris one step away
from C with one pipe missing or one pipe added. Let

(Cly = me co'nﬁguratioh formed by selecting pipe i, and removing the pipe if it is on, or
* adding the pipe if it is off.
Let C be the configuration at iteration n and Gc be its neighborhood, G = (_C'. When we
, , - L = ,
- anneal the system, we rénd'omly’ select a'conﬁg'l_iratio-n C' from G at each iteration n, and com-
pare the two ene;fgy functions Q(C) ahd Q(CY. "
| ~The energy functions we use are a measure of the differerice between the observed and the

simulated system response. We consider energy functions of the form: -
Q =3 (0;-s) (7.
where

o;  =avector of observed responses, and
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S; = a vector of simulated responses.-
The observed measurements could be hydrologic, geological, or geophysical. For example,

we can use

- Q=TT (o) ~ hy(®))?
S R5 T .
where h(t) is the observed steady_state head response at well j and-time t, and hg(t) is the simu-
‘ la;ed steady state head response at well j and time t.
The energy function, scaled by the températuré, is used to decide whether the system should
* make é tfansition to a new configuration. The temperature is lowered as the é.lgoﬁmm progresses,
to make it increasingly unlikely tha_t a transitidn to a higher energy state wiﬁ occur.
If we let the algorithm run at a fixed temperature, we are sampling conﬁgﬁra;ions using a
Gibb’s distribution, a. generalization of the Boltzmann distribution: |
Rss
P(C ) = %e T
‘The likelihood of occupying a configuration at any iteration is related to the energy .of the
configuration. |
v The normalizing ‘constant, k , which assures that the sum of the probabilities of all possible
configurations is unity. We assume that this constant exists, but it is very difﬁcuit 'to ”evaluate
* because we must know the energy for every possible configuration to compute k. So, we can not
compute the absoiute pfobability of ‘_any given configuration becalise ‘we do not know k How-
ever, we can compute the relative probability of any given configurations. For instance, we could
say tha.t a configuration would be twiée as probablé as ahothér.
| Further, we know that if the probability function is é Gibbs distribution then this is
' equivalent to modéling C, the .current configuration as a Markov Random Field. A Markov Ran-
+ dom Field of order 1 exists if tﬁe probability deﬁne_d méets two poﬁditions. The first condition is
fhat the probability of selecting any configuration in‘th.e system is greater than zero. The second is

that the probébility of making a transition from C to any other configuration C’ given we are at C,
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depends on C,C’ and whether C’ is in the neighborhood of C. Past history, such as the
configuration we selected before C, does not tell us anything about the probability of moving
frorh C fo C’. So, the probability of moving from one configuration to another can-change with
the iteration, but does not depend on which configurations have been examined in the past. This
means we can examine a series of configurations without remembering how we moved from one

to the next and we can still compute the relative probability of each configuration.

At each iteration k, given C, G¢, the neighborhood, and T, the temperature, we can find a
matrix’ of transition probabilities. The probability we will move from configuration C to C’,
given our current configuration C is equal to the probability that we select C * to compare with "

C, multiplied by the probability that the system would make the transition to a given C’. That is:

0 ifC’¢ G¢
P{C—>C’|C}= | PCC’|C) -1 ifC’e Gg,C = C (7.2)
QCH-Q(C)=<0
_[Q(C’)—Q(C)] o
ifC’e Go ¢ #C

P(C’|C)-¢e

Q(CH-Q()>0

and the probability of not accepting the change to C”’ is:

P(C-5C’'|C)=P(C >C)
| _[Ml}
=1- ¥ PC'IC)- Y  PC’|C)-e T
{€:0(CH=0 ()} - {CQ(ECH>0(C)} .
(7.3)
It remains to discuss the teinperature schedule. 'I'he'schedule is used to lower the tempera-
ture as annealing progresses. Physically, this means that as annealing progresses we are less and
less likely, 10 keep changes which increase the energy of the system. At this time, there is a theory
which relates the temperature schedule to the iconvergence properties of annealing. This theory

(Hajek, 1988) shows that a temperature schedule which is 1nverse1y proportlonal 10 the log of the

1terat10n number will converge in probablhty to a set of mmlmum energy states.
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Unfortunately, the theoretical results for convergence to this set of minimum energy states
depend on sampling a large number of configurations. While this is necessary for convergence, it
is not necessary to find one or several low energy solutions. We are searching for several good
solutions, which give a response within the measurement error of the observed response. Hajek’s

temperature schedule is over constraining for our purpose.

The temperature schedule we use here, following the suggestion of Press, et al. (1979), is
only justified heuristically: it does find low energy solutions. We decrease the temperature when-
ever 50 changes have been -accepted at the current temperature. Each interval of the schedule with
constant temperature is called a step. At the end of each iteration, k, the temperature, Ty, is
decreased using a geometric series, |

Tes1 =Tk t* (7.4)
where

O<t<1.

The initial temperature is chosen such that it is of the same order of magnitude as the
energy difference between the first two configurations. This is done in an attempt to scale the
energy difference between successive configurations between zero-and one. Other choices of tem-

_perature schedule are possible which are currently a tdpic of research.

- 7.2. A Synthetic Example

In order to see how the simulated annealing algorithm works, we have developed a series of
synthetic ‘‘real’’ cases. In these cases, the ‘‘real’’ system is completely known so that the results

of annealing can be evaluated absolutely to the steady state data.

A synthetic case was generated using the fracture network generator FMG, (Long, et al.,
1982, Long, 1983). FMG produces random realizations of a population of one-dimensional frac-
tures in a two-dimensional square region called the generation region. A dimensionless network

with two fracture sets was generated on a 100 X 100 grid (Figure 7.1).

On this network, we model an ihterference test by creating a constant flux internal boundary

at a centrally located well. The program TRINET (Karasaki, 1989) is then used to calculate the
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Figure 7.2. An example template developed for annealing the synthetic well test data.
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head response at a series of observations wells. These heads become the ‘‘real’’ data that we try

to match with annealing.

A template for annealing was developed using a grid with orientations close to those of the
two fracture sets in the synthetic case. Figure 7.2 shows the template. The annealing algorithm
found a minimum energy solution which appears by eye to match the ﬂow geometry well. Figure
7.3 shows the minimum energy solution and Figure 7.4 shows the energy versus the iteration

number for the annealing run.

Many of these synthétic cases have been generated in otder to leam how annealing works
best. We have studied thereffect of the starting cortﬁguration by varying the percent of conducting
elements in the initial configuration. Results have shown that the final configurations converge to
about the same percentage of conducting elements. Further, we have tried various formats fot the
template. It is not surprising that building a template with conducting elements oriented similarly
to the real system appears to give better results. These studies are ongoing and can also be used to
indicate which schemes for choosing configurations to test are best.

7.3. Application of Annealing to the MI Site

Annealing has now been applied at several fractured sites with encouraging results. Here we
will briefly summarize one such application at the MI site in-the Grimsel Mine (Davey et al.,
1990). Annealing was applied to cross-hole tests which were »condvucted in the plane of a fracture
(or fracture zone) called the MI. So far this is the best application available because of the good
quality of the cross-hole data. Annealing was also a;i;tlied to the Stripa-y cases desctﬁbe(t in Section
6 and is described in Long et al. '(1990), but the avatlable hydraulic tests were poorly controlled.

The MI is a fracture zone (show.rt ets shaded planes in Figure 7.5 which intersects a drift.
From the drift, eleven borehol‘elsv- have been drilled into the plane of the fracture zone. Water
flows from the zone into the drift whtch is not sealed. The zone is an S-zone as described in Sec-
tion 2." This means that .the geologic investigations indicated that vertical permeability should be

the most significant.
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At the MI site, several constant pressure tests and a constant injection test were conducted
in the Migration fracture while the pressure was measured at a number of observation points. The
intervals in the boreholes that intersect the fracture are isolated with double or triple packers. The

packed-off intervals are numerous and closely located.

A group of tests conducted from late December 1988, through mid-February 1989, con-
sisted of a constant flow withdrawal test followed by a buildup test (Figuré 7.6). The flow period
was maintained for more than 35 days long and the buildup was monitored for about 20 days.
Two different cases were studied. The first was a steady flow example, and the second was a
transient flow example. In the steady case, head measurements at the various wells were meas-
ured in response to drawdown to the drift running through the fracture. The heads at the end of
the recoverS' period were used fo.r the steady state case. The drawdown data was used in the tran-
sient case. Unfortunately, the flow rate fluctuated in the first few minutes of pumping because a
stable flow rate could not be maintained at the initial flow rate of 150 ml/min. Consequently the

rate was changed to 340 ml/min at 4 minutes into the test.

Figure 7.7 shows the template that was developed for this site and Figure 7.8a-¢ shows five’
of the configurations that resulted from annealing this data. A dense mesh is used in the vicinity
of the wells where we expect annealing to be able to resolve th_e pattern of conductance. A coarser
;neéh is used .outside of this region in order allow the numericz.il.simulation to be insulated from
the boundaries. The template includes vel_'tical-conductors' in accordance with the geologic inves-
tigatiohs.

In Figure 7.8, one can see regions between wells 7, 11 and between wells 4, 6, and 9 where
annealing is predicting lack of connection. Also, annealing has foﬁnd lack of connection between
well 11 and the boundary. This is happening because well 11 had a very low héad, close to zero.
As the drift boundary is zero head and the boundaries are held at a head of 100 m, steady state
annealing encourages a connection to the drift. In transient annealing, we may be able to identify
lack of connection to anything given sufficient different croés-hole data. This dafa would have to

sequentiélly_ use different holes as different sources.
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The MI Template
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The transient data was based on a pumping-test from well 9. Annealing this data required
that we construct an energy function which is the sum of differences in predicted and measured
heads for a series of times and locations. Using transient data creates some difficulties and practi-
cal aspects that need to be addressed. These mainly concemn problems in forward modeling of
field hydraulic tests. For instance, when there are multiple measurement points, all the recorded
data do not always have a common ‘‘good’’ portion. One of the gages may drift or pick up noise,
or the pump may work erratically at times. Th¢ ‘‘bad’’ portion of the data induced by these
causes should not be matched against the forward modeling result. The “‘goodness’’ of data
should be determined by a hydrologist who is well-informed with the details of the field opera-

tion.

Also, different types of data carry different weights. In other words, *‘good’’ dat_a may not
always be crucial in the model. Con\}emely ‘‘bad’’ data may still contain important infonnation.
For example, an estimate of the inflow rate that is 50% Off can often be mor'e useful than a very
accurate measurement of the pressure observed at a non-strategic observation point. Again, the
discretion of a hydrologist is necessary. Furthermore, in some cases no field measurements exist
that are essenfial input for the forward modeling. One sgch example is often the boundary condi-
tions. A hydrologist may literally have to make up boundary conditions using expert reasoning.
In summary the use of annealing is an iterative process that requires close integration of expértise

with technique.

In the case of MI, the initial flow rate was very unstable and the flow rate was increased

after a few minutes into the test. To forward-model this, we assimed the flow rate to be constant
-and adjusted the time dUraiion such that the cumulative flow .was the same. The preséure data
observed at various intervals were also ‘‘noisy’’ in the early time. We did not use this portion of
the data for energy calculation. To calculate the energy with equal weights in log time scale, and
‘to smooth the data we used a window averaging scheme. One of thé intervals had a pressure read-
ing that virtually did not respond to the pumping. We assumed the pressure change to be absolute

zero in this case. Also, data from different intervals had different good”’ pbnions. Energy was
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calculated for the time duration that corresponds to the ‘‘good’’ portion of each well test curve.

As for the boundary conditions, we assumed that the head at 100 m away from the labora-
tory tunnel to be constant. The head value was assumed to be 100 m. This was estimated frorh
the measurements in the exploratory boreholes drilled prior to excavation of the laboratory tun-
nels. Through a sensitivity study it was found that the results are not very sensiﬁve to the boun-

dary conditions prescribed at over a certain distance.

Figure 7.9 shows the template that Qaé chosen for the transient annealing case. Here, a
larger region has been niodeled in order to avoid problems with ‘‘seeing’’ the boundaries. The
portions of the head records used for annealing are shown in Figure 7.10. Figure 7.11 shows the
simulated well test data before annealing. Figure 7.12 shows the well test responses on the final

annealed configuration at iteration number 15,510 shown in Figure 7.13.

Here we can see that the low head at well 11 has been taken care of by isolating this well
from the rest of the network, a solution éui;e different from the stveady.‘State response. Another
interesting feature of this network is that anneal_ing was unable to match the response of well 7.
Even though well 7 is physically clbse to the pumping well (9), it is hydraulic_ally far away.
Annealing is not able to find a tortuous enough path to account fdr this. This can be considered a
problem of mesh refinement. However, it could also be that the real problem is quasi-three-
‘dimensional andv'we have restricted this analysis to two-dimensions. Some of this difﬁculty might

also be solved by allowing mesh elements to have different conductances.

7.4. Summary

The steady state results show that we. can easily match the data and demonstrate the utility
of multiple:solutions to the inverse problem. The difference between the observed heads and
those found numerically in each solution is very small. The annealing algorithm seems to 'smear’
the nearby measured flow response over regions with no data available. However, unlike kriging,
the nearby measurements are not linearly interpolated. over tﬁcse regions. The algorithm finds a

random flow geometry which works; and this will vary in each solution;
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Figure 7.13. The annealed configuration at iteration number 15510.
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The steady state and transient solutions are different. As mentioned before, the lack of con-
tinuity in some regions of the transient case flow geometry ﬁay indicate a low permeability zone.
Similar regions in the steady state solution, such as the region between well 11 and the boundary,
are harder to interpgt. The large effect of the boundary cbnditions and the drift make one suspi-
cious that this is a modelling artifact. However, both solutions clearly show a break between the
fegion surrounding wells 7 and 11, and the region around wells 4, 6, and 9. The traﬁsient solution
also shows that the region between well 9 and well 5 has low storativity relative to the rest of the

modelled area.

The transient response of a system is more se_néitive to the distribution of permeability than
the steady state response. Theoretically, this makes transient a’nnéaling more attractive, but in the
problems studied here we could not match the results from well 7, which is apparently in a low
permeability zone. This is a significant result since it illustrates the limits of a model wit.h uni-
form conductance for all channels. The model can not ﬁnd a path long enough or tortuous enough
fo account for the delayed response at well 7. In the framework of this modelling technique, a
long tortuous path or a short lower péﬁneability path will have the safné effect. However, a short
low permeability path is easier to }epresent.'

" The problems we solve have many acceptable s'phit-ions with ,diffe’ren_t ﬂow‘gedmetn'es. If
the same generalized geometry is found in a certain region fof many SblUtions, we may belieye
that it is likely to be real. However, we must rely on expert opinion to tell us if the flow geometry

is reasonable, or if it is an artifact of the process. An example of such an artifact may be the

steady state solution around well 11 discussed above. However, it is important to keep in mind . .

that we are fundamentally trying to build a model of hydrologic behavior, not fracture geometry.
Therefore, the best way to assess the validity of the model is by estimating the error associated

with using the model to make hydrologic predictions as discussed in Section 9.

4 -
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8.0. APPROACHES WHICH INCORPORATE SCALING

Annealing is not the only possibility for finding networks of fractures which honor the
hydrologic data. Another approach which holds promise is related to the faet that fracture net-
vworks may exhibit scaling behavior. We can find objects that exhibit self-similar properties
which also behave like the well tests we observe. This epprOach has tremendous appeai for the
simple reason that the self-similar properties provide a logical path for scaling up our understand-

ing to larger regions.

Probably the simplest approach is to look for fractals which have the hydrologic behavior
we require. Some work on this topic has begun and is discussed below. Fractals, however, are
really a subset of a larger class of objects that can be generated with "iterated function systems",

or IFS. Some new ideas for inverse techniques bésed on IFS are also briefly described.

| 8.1. Fractal Approach

It is not hard to believe that some fiacture networks might form a type of fractal. In fact, the
name ‘‘fractal”’ is derived from *‘fracture.”’ We can consider that fluid flow'in a fracture network
is equivalent to the problem of percolation on a lattice Hestir and Long (1990). Then the network
is characterized by clusters of conductors which form at scales which exhibit self-similar
geometry (Orbach, 1986). Thus, the structure of such networks can be characteriz‘e';i by a fractal

dimension (Mandlebrot, 1982).

Baiker (1988) has ‘provided a technique for determining the fractional flow dimension ofa
network througn a well test. He solved the genernlized eqnation of flow to a well by 'letting the
flow dimension be a variable (Figure 8.1). Thereby, the flow dimension is allowed to be frac-
tional, say, a dimension of 1.6 or 1.8 (as opposed to _integial dimension, ie.; two or three-

dimension space).
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The notion of this fractional dimension ﬂdw can be easily understood by a simple illustra-
tion. Let us consider two points in a space connected by lines representing fractures (Figure 8.2).
Figure S.Za shows a siniple one-dimensional connection between A vand B. Figure 8.2b shows a
two-dimensional connection between the two points. This is the case when fractures are dense
and well connected. However, in reality, fracture_;s are generally irregular and disconnected.
Therefore, Figure 8.2c is more likely a better representation of the connection between two
points. The flow dimension between these two points must lie between one and two. The case. can
be considered an extension of the discrete composite media cases studied by Karasaki (1986) to a

gradually changing media.

The concept gf fractional dirﬁension flow can be summér_ized by gaying that the area avail-
able to flow, A(r) is not necessarily proportional to a integral power of the Euclidivan distance r
from the weil. In one;dimension, the area available. to flow is constant; A(r) e< 1, in two-
dimension; A(r) =< r!, and in three-dimension; A(r) o< 2. However, the. geometry of the fracture
network may be such that A(r) =< r'7, for example. We believe that the geometry in the fractional

dimension flow theory propésed by Barker is a subset of the fractal geometry.

In order to investigate well test behavior in a fractal network, we have generated a simple.
fracture mesh that has a fractal geometry (Figure 8.3). ‘Note the self-similarity of the pattern at
different scales. At eacﬁ scale, five out of nine blocks have fraétures of similar pattern. Because
each block is divided ihto 1/3 and five blog:kg are chose':n‘at each level, the fractal dimension of
the mesh is In5/In3 = 1.465. These five blocks can be chosen symmetrically, but in Figure 8.3a
they are chosen ra__ndomlyl The finite element flow Simulatpr, TRINET, was used to simulate well

tests in these mesh.

Figures 8.2b and 8.3b show the pressure vs. time curves at the pumped well as well as at
several locations in the corresponding mesh. In a regular orthogonal lattice, the curves will be
identical to those in an isotropic porous medium. However, as can be seen in the figures, this is

not the case.. There is a straight line portion in the curves. The slope of the straight line is con-

sistent for both the syinmetric and the random case. For the random case, all of ‘the several dif-
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ferent realizations produced cohsistent slopes. Next, by choosing 3, 4, and 6 blocks instead of 5,
.different meshes with different fractal dimension were constructed. Again, several realizations
\;vere made for each case. It was found that the slope of the straight line portion of the curves is
consistent among the realizations and was clearly a function of the fractal dimension (Table 8.1).
Therefore, the slopes afe diagnostic of fractal geometry. This is consistent with Barker’s theory

except for a small difference in the actual number for the slopes predicted by his theory.

Certain ﬁ'acture systems may have fractal geometry (Barton et al. 1987). Therefore, use of
fractal geometry for representing fractufe system may be quite plausible. Flow to wells in such
-geometry differs | from that in Euclidian geometry. One should be able to Cal_culat¢ the
corresponding fractal dimension f.rlom ihe well test results if the straight line portion is present.
This may be impbrtant information about the structure of the system. It is also impractical to.
represent all the fractures eiplic_itly in a numerical model. »Fravctal representation of fracture

geometry may provide another way to find equivalent discontinuous models.

"Table 8.1. Slope of drawdown curves for networks
- of different fractal dimension

‘| Number of
. Fractured | Fractal Dimension | Average Slope
Squares ‘ ‘
3 In3/In3 = 1.000 0411
4 In4/In3 = 1.26_2 ‘ 0.363
5 InS/In3 =1.465 10.323
6 In5/In3 = 1.631 0.246

8.2. The Use of IFS Models in Fracture Network Problems

An iterated function system (IFS) is a standard way to model self similar geometrical struc-

tures (Bamnsley, 1988). To create an IFS one first specifies a function f, which maps sets to sets:

. f(AQ) = A - _ 8.1)
where Ag and A, are (compact) subsets of two (or three) dimensional space. A set A, can then be
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defined by
Apa=1fAp) n=0,1,... - (8.2)
A.=1limA, .
n-yoo
Given certain restrictions on the set function f, one can show (Barnsley 1988) that A, exists, is
independent of the starting set A, and generally has a fractional Hausdorff dimension (eg., A, is

" a fractal). Hence f determines a fractal, A...

If we’have a function f that is ebasily parametéﬁzed then ihe fractal A, is parameterized as
well. This .leads to a nice setup for modeling real,_world problems because a small number of
parameters can characterize a complex geometry. One important example of a parameterized f
. used extensively by Barnsley (1988) is: |

fA)=gi(A) L A U... . &(A) . (8.3)

Here the g;’s are so called affine transfonné: ’

gi(A) = A g | (8.4)

g® =BR+b;
where B, is a matrix and B’l a vector. The parameters characterizing f are the entries in the B;’s
and B’i’s. An example pattern generated using k = 3 affine transformations which results in a frac--
tal called a Serpinski’s »gasket shown in Figure 8.4. Another example pattern generated using
k=4 ‘afvﬁne transforms with entries chosen randonﬂy -appears in Figuré 8.5. In this ﬁgure, the
beginning set was one horizontal line segment and the pa__ttem shown resulted from 6 iterations of
: -

One can exploit the IFS idea to generate séquencesbf fracture patterns that have self similar
_propertiés and the complex geometries observed in the field. We have devéloped a way to do this
with an iterative first order growth scheme. To build a fracture patiern with this scheme we can
define a begir'ming‘v_ set Ay, to be a given existing set of fractures in amostly unfractured rock. The
furictién f applied to a setv A of fractures is defined to be a ruie that grows néw fractures from each
of the existing fractures in A. This is dOn‘fcxby looking at each fracture in A in its own local coor-

dinate system (Figure 8.6a, the solid lin:e). and growing one fracture from it using rules defined in
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that local coordinate system. The method is called first order because we grow new fractures
without accounting for interaction between existing fractures. The new fracture growth is chosen
at randvom from a finite number of possibilities, (the dashed lines in Figure 8.6a) each with a
given probability of occurring. The growth possibilities (with probability p; p2 . . .) shown in
Figure 8.6a result in a fracture pattern given in Figure 8.6b. The rules governing fracture growth
can be based on fracture mechanics. For example, the probabilities for growth are scaled to the
size of the fracture, and the growth positions are approximately located where stress concentra-
tions would be in the absence of interactions. So far, we have been able to use this method to

produce realistic sequences of two dimensional fracture network patterns.

One can also use the geometries given by the IFS technique to define pattemns of high and
low permeability in a flow system. If there are hydrologic measurements on a system which can
.be numerically modeled, then inverse modeling techniques can be used to find an IFS for the sys-
tem. This can be applied in porous media as well as fracture networks. In the fracture network
case, this is an éxciting idea because we have a hydrologic model which is coupled to a ﬁlechani-
cally based model for fracture growth.

An example of thé possibilities of using [FS for hydrologic inversion is given in Figures
8.7. Figure 8.7a shows a grid of points that ére connected by equal cohductance elements (not
shown). A heterogeneous field is obtained by superimposing’ an attraction (Figure 8.7b) on the
grid and increasing the conductance of those elements which are in the vicinity of points oh the
attractof. We then use a conjugate gradient technique to change the parameters of the attraction
(Figure 8.7c,d) such that we find an attractor (Figure 8.7d) that matches the observed well fest
, beha;r-i'or (Figure 8.7¢). Clearly this inversion could be refined to better match the early time défa,
but the example aé is illustrates the possibilities for using IFS to characterize heterogeneous

hydrology.
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- Figure 8.7. (a) A grid of equal conductance €lements with 3 wells. The soiid-mark is the pumping well.
(b) The conductance of elements which are near points in this attractor is increased.
(c) Anintermediatz and (d) the final configuration of attractor. :
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9.0. QUANTIFICATION OF UNCERTAINTY IN MODEL PREDICTIONS

Once a model has been built we will wish to use the model to make predictions. At this
pomt we will want to know how good the model predictions are. A given model can be ‘‘wrong”’
for two reasons. There may be errors caused by incomplete and unreliable data. More difficult

are errors in the basic modeling assumptions i.e., the conceptual model.

For the earth systems wel model, the data available is always insufficient to completely
characterlze the system. As an altemauve to obta1n1ng one determmlstlc model with large error
based on incomplete and unrehable data, one could view the data as detenmmng a probability
dlstnbutlon on the set of possible models. We may be able to find many models in this distribu-
tion whlch fit the data. Incomplete and unrehable data increases the number of possible solutions.

We can quanufy some of this uncertainty by considering a range of predictions.

For an equivaient discontinuum model, there are sevie_ral woys which we oould choose dif-
fereot configurations of conductors to compare. The simplest is to ose a series of conﬁgurations
defined at the ond of 'an annealing pro.cess. These conﬁguraﬁons are easily available, but théy
will probaoly be very similar to each other. Anotﬁer way to find different cohﬁgurations is a
Monte Carlo approach where we perform onnealing several times, each time starting with a dif-
ferenf initial configuration. B |

Errors caused by modeling assumptions are harder to define. We know that our model is a
si_mpliﬁcation, and only one of a large number of possible conceptual models. We have to decide
if ;hommo,del is appropriate for our purposes. Tl.lev only way to approach this problem is through
“‘peer review’’ or “‘confidence building’’. In the peer review, the approach to modeling is what
is scrutinized. What assumptior_ls were made? Do they make sense? What is fhe evidence sup-
porting these assumptions? What data were used? What is the sensitivity of the calculation to

poor assumptions or inaccuracies in data? Which are the parameters that control the result?
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This is an iterative and a subjective process. Some of the assumptions cannot be phecked
easily for thé simple reason that it would take infinite time to test all possible cases: i.¢., one can
‘prove a ﬁlodel is wrong, butv you cannot prove it is right. We can only ask if the model is con-
sistent with observations of all types that were made on the rock mass. Is the model consistent
with the geologic observatipns, the geophysical measurements, the hydraulic measurements, etc.?

_For example, although a primary prediction m‘gy be aimed at flux, we can aiso check to sec if the
calculated head distribution are consistent with the observed head distribution. The approach to
fracture flow modeling presented here tries to build in these obsérvations a pri'ori and thus is

prepared to face peer review.

The main function of the model is to mal;e predictions about the behavior of the system, so
the model should be judged by ité ability'td accurately predict the system response. Thus, we
wish to estimate‘how much error'is associated with the model pfedictions. This ‘‘prediction
error’’ is a lump measure of error caused by incomplete data and model assumptions. The calcu-
lation of prediction error is made by using the model to make a series of different predictions. For
each prediction we obtain a prediction error by comparing the calculated result to the measured
result. The root mean square of these errors is called the prediction error. Thus for this purpose,
the model is a ‘‘black”’ prédiction box and we \)alidaté the model by measuring how well it
makes predic_tions.' For example, we could use the model to-predict the inflow into ten different
boreholes for which the inflow had been measured. By comparing the measurements of inflow to
the prc;dicted values, We can calculate a prediction error. Now, we can use. the model to predict
the flow into an eleventh hole for which the inflow is not known. The prediction error then pro-
vides an estimate of how good this prediction is, i.e. how ‘validated”’ the model is.

' This approach is straight forward. The more numerous and diverse types of predictions that
can be included in th'evestim'ate of prediction efror, the more stringently ‘‘validated”’ the model
can be. If the model works vw'ell to predict flow under one béundary' conditions, it may not predict
well for a different set of boundary conditions. However, if it predicts well for two sets, then it is

more likely to predict well under the third, even better fo'r"th.ree, eﬁ:., etc.
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A limitation of this approach is that one is unlikely to have such an extensive set of insitu
tests to compare models against. Thus, one rarely has a good statistical sample of prediction
errors. Further, we often must extend the use of the models to classes of physical conditions,
phenomena or time scales which we have not been able to test in the field. For example, one may
wish to use a model which worked well for a local flow problem to predict large scale regional
flow, or we may want to use the flow model as the basis for a transport prediction. Here the
prediction error we can calculate does not apply to. the problem at hand. Although, there is an
expectation that building a model for a given flow case is the first step in building a model for
othér flow conditions or transport, a model which works for in one case is not necessarily a valid

model for radically different boundary conditions or different phenomena.

- Finally, we are also concerned with about the robustness of our model: is it insensitive to
small deviations from. the assumptions? According to Huber (1981), slight deviations from the
model assumptions should impair model performance only slightly, and larger deviations should

not be catastrophic. Sensitivity analysis is one way to examine the robustness of the model.

The measures of uncertainty we use are prediction error and sensitivity studies. Both of
these incorporate the effect of incomplete and unreliable data by using a range of possible solu-
tions. Sensitivity analysis measures errors caused by basic assumptions in the model which are
wrong, or change. And the prediction-error is a measure which lumps together all sources‘of

CITOT.

9.1. Prediction Error

One way science has advanced is through the ’devélopment of theories or modelé. A theory
or model is useful if it isuccessfully predicts behavior. The pure truth of the theory or model is not
always releQant, for instance, there are two parallel theories often used to pre(iict the behavior of
light. One theory holds that light is a wave and the other theory holds that light is a pa_rtide. Phy-
sicists have known for some time that neither thebry_ is Stﬁctly tx;ue. However, both models are

useful, since under different conditions they do predict the behavior of li ght.
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In the same sense, our hydrologic model is not a true representation of the fracture flow sys-
tem. We are justified in using the model if it can accurately predict behavior. One measure of
model goodness is the prediction error. We define the prediction error as the error between some

independent quantity we-predict using our model, and the measured value of that quantity.

To make a good prediction of a certain type of response, you need to use appropriate data to
build the model. For example, if one built a model using pressure measurements, and tried to
predict flow, the model may not predict accurately. Also, a prediction error estimated for one

kind of response should not be used to estimate the prediction error for a different response.

The best possible way to evaluate prediction error is to make a prediction for a known quan-
tity, that hasn’t been used to ‘build the model. Unfortunately, one usually needs all the available
data to build a good model. One way around this problem is to set aside one data point, construct
a model using the rest of the data, predict the value left out, and calculate a prediction error. If
we do this for €ach data point in turn, we have a distribution of prediction errors we may- use to
estimate the prediction error for a-model using all the data. This process is called cross-
validation. Cross-validation may be extended to calculate multiple solutions for each data point
we set aside. For example, in the MI study discussed in Section 7, we have steady state head
values at 8 wells. If we leave out one well at a time and anneal, we can calculate a range of pred-

iction errors. for pressure measurements. Weéanv use this range of errors to estimate the predic-

tion error forthe full model.

When iﬁultiple ‘'solutions are available, we may decide to use cross-validation to choose a
good predictor. Suppose we had five annealing solu'tioris_ used to predict each measured data
- point value we used in a cross-validation stﬁdy; We would exbect that using a mean or median of.
the five possible predicted values would give alower predictioh error than using a value from one

annealing solution.

We - may wish to minimize a function of the prediction error which expresses the loss we
suffer when our predictions are off the true value. Often this loss is not a linear function of the

error. One commonly used loss function is the squared error loss function,
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L(y.9)=(y=9)
The observed value is y, and the predicted value is §. For hydrologic data, we believe the percent -
difference is'a good measure of the loss incurred. Hydrologic-data often covers a few orders of
mégnitude, and it is most important that predictions should be of the same order. By using this
loss function, we normalize all the data points so they can be compared. Otherwise, a small pred-
iction error- for a large value would count as much as an order of magnitude error for a small
value. |

L(y.§)= l(y;y)l _

We use empirical evidence and our loss function to decide how to make a prediction given a
range of solutions. The loss function for each well will be computed using the mean and the
median of the solutions as predictors. The predictor which gives the lowest sum of loss functions

will be used. This sum is a measure of the goodness of fit for the composite model.

In this way, we squeeze as much as we can from the data dry by using it to construct

models, to chose a predictor, and to calculate an estimated prediction error.

9.2. Sensitivity Analysis

The feliébilify of our modélv dépends' on certain parameters, éuch as boundary condiﬁons
which _change over time. We also need to éonsidér the sensitivity of the model to change in these
parameters. Wé h;ive esséntia]ly three kmds of parameters: boundary conditions, the value of the
conducténce éséigned to each conductor, and' the bge‘ometry»éf the template. Given a range of pos¥ |
sible models, we could change the boﬁndary conditions and calculate new well test cuweé for the
observation We]ls. A study of the sensitivity to boundary conditions can be done by trying dif-

ferent scenarios such as a free surface boundary or adding various constant head boundaries.
In the annéaling examples using lattice models with constant conductance As for the con-
ductances, any prediction of steady flow rate will be directly proportional to the conductance

assigned to the clements, so the sensitivity of steady flow rate to conductance is known a priori
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for constant conductance. We might want to consider the sensitivity of the model to the assump-
tion of constant conductance. Our experience has lead us to believe that .our model would be
improvéd by using a range of conductances. Since we think we are capturing the mean behavior
of the system, we could replace the constant values with a distribution of values., For example,
we might believe thai a certain. region of the system had lower permeability ‘than the rest. We
might want to replace constant conductivity with two different conductances. The mean conduc-

tance would remain the same.

9.3. Example Calculation of Prediction Error -frorh Stripa

The template model described in Section 6 was anriealed ixsing a syntheiic cross-hole test
which was produced basedv' on a variety of data available for the SCV site._S‘ynt;hetic data ivas
uséd because there wéré no‘ formal, well controlled cross-hole weil tests available to use (’in
ahnealing. This data consisted of ad hoc cross-hole tests performed by British Geolbgic Sui'vey
(BGS) and the record of heads in the boreholes as they responded to various openings and closing

. (if holes (Holmes, 19895. The anneaied modei was used to produce a preliminary estimate of the

flow into a new Set of holes, the D-holes.

The synthetic data was based on three ad hoc cross-hole tests condiicted by bpenirig W2 and
monitoring sections in N3, N4, and W1. Sonie zones 'did not respond and some responded i/éry
quickly. The iest durations were too short to achieve s'telzaldy-s_tate" conditions and thé trahsiént data
was poorly coritrolled. However, these tests 6ffer valuable in‘fomiation about the major hydrolo-
gic features in comparison to the single hcile tests, because the séaie of these cross-hole tesfs is
much mére ‘représentative c'>f‘ the overall size of the SCV site and ihe lzirge hydrologic features. |

~ Based on the transient results plus the record of hydraulic heads in the holes, the steady flow
rate from W2 was extrapolated to estimate the steady-state flow rate of 10 (I/min). The
Cofresponding estimation of steady state head in N3, N4, and W1 was found by e_xtrapolating the

head values in those holes during the period when W2 was opened for proiongcd period of time.

Table 9.1 gives the heads that were calculated with the final conﬁg_iiratidn resulting from
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annealing. We see that the annealing routine has managed to match the observed heads very
well. At the end of the annealing process, we have determined several configurations of conduc-

tors within the zones, all of which result in matching the observed head data extremely well. The

- match has been achieved solely by arranging the conductors. As all the channels have the same

. conductance, k,, any value of k, will result in the same head distribution.

So, at this point we must calibrate the conductance of the channels such that the model will

- predict the correct value of flow from W2. To do this, we use the annealed model to calculate the

flow from W2. Then we take the ratio of measured flow to calculated flow to find the conductance

of the channels, which would produce the correct amount of flow into W2.

Now we rearrange the numerical model, closing the hole W2, adding the open D- holes and
calculating the outflow from the D-holes. - We repeat this for seven different conﬁgurations of the
model. The resulting calculations of inflow to the D-holes are all between 8.8 and 9.1 (I/min). It
is clear from these results that the prediction of inflow to the D-holes is largely governed by the
measurement of flow from the W2 hole. In fact, the flow into the D-holes is directly proportional .
to the flow Afrom W2. This indicates that the prediction of D-hole inflow is extremely sensitive to
tlle measurement of flows and we suspect that this measurement isv anoxnalous in that-the

transmissivity of W2 is much higher than the other holes.

One additional set of data is available to aid in the prediction of inflow to the D-holes. This
data was also collected on an ad hoc basis, by BGS (Holmes, 1989), and consists of measure-

ments of outflows from the other N- and W-holes ranging from 0.45 to 2.55 (/min).

Now, we can use the final annealed configuration of channels with conductance to calculate
the inflow into each of these holes, Q;y. To do this thls we simply close W2 by makmg the nodes
at W2 internal nodes, then sequentially open each of the other holes by ass1gmng their nodes ZEro
head. In each case, we cahbrate the channel conductance in the same manner as previously
described such that the model correctly predicts the measured flow. This results in ﬁve different
predictions of channel conductance, which in tum results in five different predictions of D-hole

inflow. These predictions are given below in Table 9.2. Therefore our best prediction of inflow
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to the D-holes is 3.1 (I/min).

To calculate the error associated with this prediction we can also use the five different
me’asurérhents of inflow. We anneal with the head data alone to get a channel configuration. Then
we develop five different models by calculating channel conductance with only four of the
inflows at.a time. Thus, we average the conductances, k;, from Table 9.2 leaving out one value
(the ith value) at a time to get <k;,>. We then use this yalue to computéthe flow into the hole we
left out of the average. The root mean square of the differences between predicted and observed

flux for each case is the estimated prediction error. These values are given below in Table 9.3.

- In summary, our prediction of inflow to the D-holes has mean 3.1 (I/min) and a coefficient
of variation (standard deviation divided by the mean) equal to about one. We estimate the error
in this prediction to be about 4.6 (I/min). Actual measurement of inflow into the D-holes was

about 1.7 (I/min) well within the prediction plus or minus the prediction error.

9.4. Example Cross Validation from the Migration Site

A cross-validation study was done with the MI data to choose a good predictor for.head and
estimate the prediction error. The prediction error for steady.state.head respohse is calculated
using cross-validation. At the MI site, we have 8 weﬂé and é drift. We use the stéady state
observed prgssqfe response Hi,, at each well, i, under con(iiﬁons of steady flow to the drift. We
would like to know th_e prédicﬁori error vassociated with ﬁsing ou_r annealing modél to predict the
steady;state head résponse at a ninth nearby well.. We do the foiloWing:l

. (1)  Leave the steady state head value for well i out of the energy function.

(2) Five annealing configurations were found starting from the five conﬁglirations with
initial configurations having 60%, 70%, 80%, 90%, and 100% of the elements. We

will refer to these solutions as cases 1 through case 5.

(3) For each end configuration, C} - -- C1, calculate a predicted steady state value for

well i. These predicted head values are Hj - - - Hi, &
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Table 9.1. Annealing results at the final iteration = 3749

| Hole | Zone | Observed Heads | Predicted Heads

N2 B,B’,C 90 90
N3 AB 80 79
B’ none - 65
. C none " 65
N4 B’ 55 55
C none 83
B none 49

A none . 49 .
- W1 H,.C : 65 _ 65
H; none . . 65
B’ none 65
B none 65

- Table 9.2. Predictions of D-hole inflow based on annealing and -
measured N- and W-hole inflows

| Hole Measured | Adjusted | Kkyky | Predicted
“Flow: | Flow D-hole inflow
Umin) | @min) | | (U/min)
o , o (mS ) :
N2 060 | 050 016 | 13
N3 045 0.37 012 | 06
N4 | 26 2.1 0.67 3.4
w1 1.3 1.1 0.35 1.3
w2 12.0 10.0 3.2 8.9
Mean 34 2.8 .89 3.1
Standard , .
Deviation 4.9 4.1 1.3 31
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(4) Calculate the mean squared prediction error for well i:

| }531 I H}7 — Hs|
PE%(i) = = 3
The estimated prediction error is:
. | 8 .
> PE()
P
PE = 2

PE is then an estimate of the. error involved in using one annealing model to predict the head

response of any other well in the vicinity.

Similarly, we can compute PE for the mean or median predicted head response of the five
solutions for each wellileft out. We used the loss function to compare the mean and median
predicted value of the five solutions and found that the median was a slightly better predictor of
steady state pressure at a given ‘point on tﬁe grid. We then compared PE for predictions made
using each solution independently‘with PéE for predictions madé'by generating five solutiéné and
using the médiah value as the prediction. The estimated prediction error found using a single
solution was 4.3 m, and the estimated prediction error for using the median of five solutions was
3.3 m (Table 9.4). The prediction error for well 11 was very »larg-e, and tends to have é big effect

on the predi»ction" error (sée Table 9.4). If we ignore well 11; the estimated prediéu'on error ﬁsing

the median is 2:3 m. The estimated density of prediction error for the median of five solutions’

also shows the median is expected to give a lower prediction error. Therefore, we can make

better predictions if we base them on multiple solutions instead of a single solution.
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Table 9.3. Prediction error

Hole left out | <k;> | Predicted | Observed Error
Q; (Umin) | Q; (Umin) | (/min)

N2 1.1 3.4 5 2.9
N3 1.1 3.4 37 3.0
N4 96 3.0 2.1 90
w1 10 |. 33 1.1 22
w2 33 1.0 10. | o

Estimated Prediction Error 4.6

Table 9.4. The observed steady state head values at each well and the
predicted head values found using the median value for five
annealing solutions. In each case the steady state head at
the indicated well was left out of the energy function.

Well ~ Obs. | Median(h) PE() PE (i,h)

Left Out Head (m) (m) (m)
4 997 | - 6.64 3.8 33
5 10.95 5.95 5.0 5.0
6 10.22 1.72 4.0 25
7 0.64 0.988 3.2 0.3
8 3.37 0.96 25 - 24
9 8.07 9.99 2.1 19
10 4.0 5.07 2.8 1.1
11 1.04 11.37 11.1 10.3
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10.0. CONCLUSIONS

This report represents a compilation of a significant amount of research which took place
over several years and involved many people. Even so, it is by no means a complete reference

for fracture characterization. We have attempted to follow a line of reasoning which could be

_applied at a fractured site to achieve a model for the hydrologic behavior of the system. The main

point we have tried to emphasize is that interdisciplinary interaction is a critical part of maximiz-
ing understanding and reducing uncertainty. We hope we have described how the elements of dif-

ferent efforts can be linked and related to a final product.

Clearly, this is not a solved problem and there is much more. to be done. Probably the most
important progress will be made simply by trying to create predictive models for an increasing
number of sites. Only in this way will we find out what works and what does not: hydrogeology
is in many ways a heuﬁsfic science. We have a lot of experience in porous materials and as such
we have theqries that are useful for these cases. To know that the heuristics we develop for frac-
tured rock are valid, we will simply have to try them out. If we are to build confidence ;n the

theories we must also continue to work on developing a useful phySical basis to explain the

behavior we see.
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