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Abstract 

Building energy simulations often rely on abstract assumptions when it comes to natural ventilation, 

such as ‘windows always open [or closed]’ or ‘windows open when outdoor temperature is below a 

certain threshold.’ However, simulations based on these assumptions fail to fully exploit the cooling 

potential of natural ventilation, as its effectiveness can be enhanced or diminished by various factors, 

including the presence of thermal mass. This issue also extends to smart home controls, where 

determining the window schedule becomes challenging without information about the building’s 

response to outdoor conditions. To address these issues, this study has developed an analytical model 

for window operation schedules that leverages the passive cooling from natural ventilation. The 

analytical model was validated against a Modelica simulation. A case study utilizing the BESTEST 

model of ANSI/ASHRAE Standard 140 underwent validation with EnergyPlus simulations, showing 

strong concordance. The algorithm provides window schedule recommendations adapted to various 

airflow rates, thermal masses, and climate variations. The case study demonstrated that proper 

window scheduling could reduce indoor temperature by up to 8°C under the given simulation settings, 

thereby improving resilience and indicating potential energy savings. Furthermore, the paper explores 

the potential opportunities and challenges this approach presents, especially for building simulation 

and smart home applications.   

 

Keywords: natural ventilation, thermal mass, smart window operation, optimization, thermal network 

model, window scheduler 

 

 

  



3 

 

1. Introduction 

A window operation schedule is pivotal in building energy simulations, particularly when considering 

natural ventilation. However, identifying a schedule that effectively reduces cooling loads or 

moderates indoor air temperatures can be challenging. A recent survey by O’Brien et al. [1] on 

window operation schemes revealed that 42% of the 274 participants did not consider natural 

ventilation in their simulations. This omission was based on the assumption that windows were either 

always closed (19%) or inoperable (23%). Such an assumption can lead to significant overestimations 

of cooling loads, especially in designs that incorporate thermal mass as part of the building structure. 

Alternatively, keeping windows continuously open while a space is occupied is not the most desirable 

assumption, either. This is because there could be times when the outdoor temperature exceeds the 

preferred indoor comfort range, which may increase the cooling load. Another common assumption, 

accounting for 37% of the survey responses, was a window schedule based on indoor and outdoor 

temperatures. Under a steady-state assumption, a user might set a preferred outdoor temperature to 

operate windows. However, this approach might not always be effective. In many cases, room 

temperature is influenced not only by the outdoor temperature but also by factors like heat storage 

capacity of thermal mass, temperatures in adjacent zones, and heat gains from occupants, appliances, 

and solar radiation. As such, window operation schedules should be determined with a comprehensive 

understanding of factors that can impact the efficacy of natural ventilation. 

Two aspects of window control for natural ventilation need to be considered. The first aspect is how 

occupants actually operate windows, while the second involves identifying the most appropriate 

schedules for window operation. Regarding the first aspect, various algorithms and probabilistic 

models have been studied to estimate occupant behavior for window operation. Lai et al. [2] studied 

the window-opening behavior of residents using the results obtained from measurements carried out 

for one year in various locations in China, and Pan et al. [3] analyzed nine months of monitored data 

for an office building to explore various factors that influence the window-opening behavior of 

occupants. Heracleous and Michael [4] monitored operation pattern in their experiment in a school, 

where they found that occupants tended to respond to outdoor temperature. Kim et al. [5] and Li et 

al. [6] suggested probability-based occupant behavior by logistic regression analysis, and Barthelmes 

et al. [7] applied the Bayesian network framework to model the window control behavior of 

occupants. In addition, many studies have examined machine learning approaches, including the 

XGBoost algorithm [8], deep learning [9], reinforcement learning [10], and instance-based learning 

paradigms [11] to better estimate the behavior of occupants.  

Regarding the timing for window operations, several studies have investigated various control 

strategies. Wang et al. [12] and Weng et al. [13] utilized an outdoor air temperature threshold to 

control the window operations, while Landsman et al [14] and Roach et al. [15] used the indoor air 
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temperature set point in addition to the outdoor air temperature. Liu et al. [16] compared operative 

temperature to the outdoor temperature and comfort range guided by the American Society of 

Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) [17] to determine window 

actions. Furthermore, parametric studies with various operation schedules were conducted to identify 

window schedules [12], [18]. The challenge in determining the right window schedule is that an 

optimal indoor environment in the immediate future – i.e., the lowest indoor temperature in warm 

weather – cannot be guaranteed by opening or closing windows at a certain point based on indoor and 

outdoor temperatures alone, because of the sensitivity of the cooling effect to thermal mass, internal 

and solar heat gains, and airflow rates [19]. Testing every possible window operation schedule 

throughout a day is time-consuming, and finding a schedule for a certain day cannot be guaranteed to 

work for another day as weather changes. Therefore, we developed a physic-based analytical model 

to predict the consequences of opening and closing windows over the next control time step and 

formulate an algorithm to recommend windows operation at each control time step.  

Analytical solutions for building energy performance serve various purposes, including 

parameterization, optimization, and performance control. Examples include building form 

optimization [20]–[22], building material optimization [23], [24], HVAC system controls [25], and 

combined and integrated modeling [26]–[28]. Furthermore, various analytical models have been 

developed to help explore the effects of natural ventilation on the thermal environment of buildings. 

Some researchers have suggested a single-zone analysis with different natural ventilation scenarios 

[29], multi-zone analysis under steady-state natural ventilation [30], study of flow patterns owing to 

buoyancy [31], and flow regime transition analysis [32], [33]. Many studies that considered thermal 

mass used the thermal-electrical analogy to investigate the thermal lag in buildings [23], [27], [34]–

[36]. For example, heat transfer between multi-layered walls was calculated [27], [36], an external 

wall was optimized to minimize heating and cooling loads [23], a matrix exponential was derived to 

estimate thermal loads [34], and a single zone with mechanical ventilation was simulated [35].  

The thermal-electrical analogy models have been demonstrated to effectively simulate the transient 

behavior of the building. However, many previous models predominantly focused on a building 

component or a single-zone building. While other analytical models for natural ventilation could 

analyze multi-zone buildings, their emphasis was primarily on the steady state. To achieve a broader 

applicability, a window control model should account for multiple zones or components, each with 

their distinct thermal heat capacities, while also capturing the transient behavior of buildings.  

Therefore, this study developed a thermal-electrical analogy model for multi-zone/multi-mass 

buildings that considers thermal mass and natural ventilation over the upcoming control time step. A 

building with n thermal resistances and m thermal storages was represented by a concise nR–mC 

thermal network model. To verify the model, a test model was set up using Modelica, an equation-
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based modeling language [37]. The model subsequently led to the development of a control algorithm 

that produced dynamic window operation schedules for passive cooling. We conducted case studies 

to explore the potential advantages of the schedule produced by the algorithm and demonstrate its 

practical applications. For these case studies, we utilized a BESTEST model [38] developed by 

following ANSI/ASHRAE Standard 140 using EnergyPlus [39]. We identified optimal natural 

ventilation schedules for four distinct climates and compared various operation modes for validation 

purposes. 

2. Methodology 

2.1. Quantitative analysis of multi-zone or multi-mass behavior 

2.1.1. Transformation of multi-zone problem into a single-zone problem 

Prior to solving multiple zones or thermal masses, a single-zone model with one thermal mass and 

natural ventilation was reviewed. A model we investigate is a single room adjacent to another zone, 

namely Zone 1. The assumptions include that the room air is fully mixed; the room air temperature is 

close to the mass temperature; the internal convective and radiative heat gains from people, 

equipment, HVAC system, and sun are treated as a lumped heat gain; and the heat transfer through 

walls and air infiltration are treated as a lumped thermal resistance. These simplifications may not 

capture the full complexity of real-world scenarios, where heat sources are often distributed unevenly 

and the air may not be well-circulated. For example, heat from lighting fixtures may be concentrated 

near the ceilings, while solar heat through a window typically warms a localized area of the floor, 

resulting in a spatially variable temperature distribution. Some of these conditions can be addressed 

by treating each thermally significant element, such as a floor or a wall, as an individual thermal node 

in a more detailed model. This methodology is exemplified in the case study in Section 3. 

Nevertheless, for the foundational development of the model, the current set of assumptions is 

maintained for simplicity. With these assumptions in place, the room temperature 𝑇!" at time 𝑡 can 

be written as 

 𝐶!"
𝑑𝑇!"
𝑑𝑡

=
Δ𝑇#
𝑅#

+ 𝑄!",	 (1) 

where 𝐶!": heat capacity of thermal mass of the room [J/K],  
𝑇!": temperature of the test room [K], 
𝑇#: Zone 1 temperature [K], 
Δ𝑇#: temperature difference between the room and Zone 1 [K/W], 
𝑅#: thermal resistance between the room and Zone 1, accounting for conduction 
and infiltration [K/W], 
𝑄!": internal and solar heat gain rates of the room [W], 
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and the thermal network of this case can be described as in Figure 1. 

 
Figure 1. Circuit analogy of the 1R–1C model 

When multiple wall properties exist between the room and Zone 1, 𝑅# can be the sum of thermal 

resistance from conduction through k walls and convection owing to the air infiltration, which leads 

to 

 𝑅# =
1

Σ$%#& 𝑈'𝐴' + 𝜌	𝐶(	𝑉̇#
, (2) 

where 𝑈': overall heat transfer coefficient (U-value, W/m²-K) of the 𝑗)*	wall [W/m²-K], 
𝐴': area of the 𝑗)* wall [m²], 
𝜌: density of air [kg/m³], 
𝑐(: specific heat of air [J/kg-K], and 
𝑉#̇: airflow rates from Zone 1 to the room [m³/s]. 

 

Defining a time constant 𝜏 [s] as the product of the thermal resistance and heat capacity gives 

 𝜏 ≡ 𝑅#	𝐶!", (3) 

and multiplying both sides of Eq. (1) by 𝑅# leads to 

 𝜏
𝑑𝑇!"
𝑑𝑡

= 𝑇# − 𝑇!" + 𝑅#	𝑄!". (4) 

Now, we consider a zone with n adjacent zones. The thermal network is illustrated in Figure 2, and 

Eq. (1) can be updated to yield 

 𝐶!"
𝑑𝑇!"
𝑑𝑡

=
Δ𝑇#
𝑅#

+
Δ𝑇+
𝑅+

+⋯+
Δ𝑇,
𝑅,

+ 𝑄!",	 (5) 

where Δ𝑇,: temperature difference between the room and Zone n [K], and 
𝑅,: thermal resistance between the room and Zone n [K/W]. 
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Figure 2. Circuit analogy of the nR–1C model 

We define the new parameters 

 

𝑅∗ ≡
1

Σ'%#, 	 1𝑅'

, 

𝜏∗ ≡ 𝑅∗𝐶#,	

𝑇∗ ≡ 𝑅∗ ;Σ'%#, 𝑇'
𝑅'
<, 

(6) 

(7) 

(8) 

where 𝑇'  is the indoor air temperature of the jth adjacent room, and 𝑅'  is the thermal resistance 

between the room and its jth adjacent room. Multiplying both sides of Eq. (5) by Eq. (6) leads to 

 𝜏∗
𝑑𝑇!"
𝑑𝑡

= 𝑇∗ − 𝑇!" + 𝑅∗	𝑄!". (9) 

Eq. (9) has the same form as Eq. (4). With a single thermal resistance, 𝑅∗ = 𝑅#, 𝜏∗ = 𝜏, and 𝑇∗ = 𝑇#. 

Descriptively, 𝑅∗ and 𝑇∗ are the collective thermal resistance and collective air temperature of the 

neighboring zones, respectively, that transform a multi-zone problem into a single-zone problem, as 

illustrated in Figure 3. 
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Figure 3. Transformation of a multi-zone solution into a single-zone solution 

2.1.2. Prediction of room temperature in the upcoming time step 

To predict the room temperature in the next time step, the following assumptions were made: 

• The temperature of adjacent zones, ventilation rates, and internal and solar heat gains were 

constant during each time step; these inputs were then adjusted for the next discrete interval. 

Because the airflow rate 𝑉̇ can vary by a time step, 𝑅 and 𝜏 also vary with time.  

• The thermal resistance between air and the thermal mass of a zone is negligible such that the 

resultant temperature of the thermal mass and the zone’s air are nearly equivalent. This 

assumption can be later relaxed with proper zoning methods, for example, treating each wall 

as an individual zone rather than a resistance. 

With these assumptions and Eq. (9), the room temperature at the (𝑖 + 1))* time step can be expressed 

as 

 𝑇!",/0# = 𝑇!",/ 	𝑒
1 23!

∗ + A𝑇/∗ + 𝑅/∗	𝑞!",/C ;1 − 𝑒
1 23!

∗<, (10) 

where n thermal resistances and neighboring zones are integrated into the collective parameters 𝑅∗ 

and 𝑇∗. The derivation of the formula is presented in Appendix A. The neighboring zones may or 

may not interact with each other. Some adjacent zones can be assumed to have fixed temperature 

profiles (e.g., outdoor and ground temperatures from the weather file, or the HVAC-controlled 

temperature), and other zones can be free-floating. Some neighboring zones may have thermal 

masses.  

Finally, when thermal mass is present in m neighboring zones, the above circuit analogy model 

becomes the nR–mC model. Each neighboring zone can also be expressed using Eq. (10), with its 



9 

 

parameters refined based on Eqs. (6)–(8). The nR–mC model is also adaptable to a single-zone model, 

particularly where m distinct thermal masses are situated in various parts of the room. For example, 

a roof may possess a significantly different thermal heat capacity than a slab material. Furthermore, 

the roof might be exposed to a considerably different amount of solar radiation compared to the slab, 

which only receives radiation that is transmitted through the windows. In such situations, treating 

different masses as a single-integrated heat capacity could introduce inaccuracy. Instead, each 

material with its unique thermal mass can be represented as an individual zone within the nR–mC 

model. 

2.2. Verification of nR–mC model 

To ensure that the analytically derived model is free of error and the Python code for the model has 

been correctly programmed, we compared the calculation results of Eq. (10) from Python with those 

of numerical simulations in Modelica. Modelica is an equation-based modeling language used for 

scientific simulations across various domains. Building simulation is one of the growing applications 

of Modelica [40], [41]. Using a Modelica model is appropriate for verifying the correctness of an 

analytical equation, as it enables the reproduction of an analytical solution under identical settings.  

In addition, this verification helped determine appropriate time steps. Because the variables were 

discretized over a time step, the model assumed that the parameters of the previous time step remain 

the same during the time step. As such, various time steps were tested: 60, 30, 15, and 3 min. In 

Modelica, a differential/algebraic system solver is used, where a time step is considered as a variable 

and determined by the solver. 

2.2.1. Building settings and boundary conditions 

For verification purposes, a two-zone model was set up. The model featured two identical rooms, 

each with dimensions of 5 m × 5 m × 4 m, as illustrated in Figure 4. The settings and conditions 

applied in the calculations can be found in Table 1. All cases were calculated over a 24-hour period. 
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Figure 4. Two-zone 3R–2C model geometry description and analogous circuit diagram 

Table 1. Building settings and boundary conditions 

Description Value Unit 

Density of air 1.20 [kg/m³] 

Specific heat capacity of air 1000.00 [J/kg-K] 

Zone width × length × height 5×5×4 each [m³] 

Surface area of building envelope 85 each  [m²] 

Surface area of internal wall 20 [m²] 

Area of window of each zone 2.72 [m²] 

Area of effective window 1.173232 [m²] 

Overall U-value of exterior wall 0.15 [W/m²-K] 

Overall U-value of interior wall 0.30 [W/m²-K] 

Heat storage 2,400,000 [J/K] 

Internal heat gain (when applicable) 325.00 [W] 

Infiltration rate (when closed) 0.005 [m³/s] 

Natural ventilation rate (when opened) 0.2 [m³/s] 

2.2.2. Parameters: internal heat gain and window status 

The internal heat gains and window status modes applied to the test model are listed in Table 2. For 

the closed window scenarios (Cases 1 and 2), an infiltration rate of 0.005 m³/s was used. For the open 

window scenarios (Cases 3 and 4), an increased airflow of 0.2 m³/s was applied. In all scenarios, the 

air was assumed to flow from the outdoors to Zone 1, from Zone 1 to Zone 2, and then from Zone 2 

back to the outdoors. Solar heat gain was not considered. Instead, heat gains from three occupants 

were considered in Cases 2 and 4 to assess the influence of internal heat gains. A Modelica model for 

Case 4 is illustrated in Figure 5, and the outdoor air temperature profile used for this test is presented 
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in Table 3. With temperatures ranging from 15°C to 27°C, this temperature profile represents a day 

when natural ventilation could serve as a cooling source throughout the day. 

Table 2. Internal heat gain and window status of the test cases 

Test case 

Internal heat gain 
Window status 

Zone 1 Zone 2 

Case 1 0 W 0 W Closed (0.005 m³/s) 

Case 2 325 W  0 W Closed (0.005 m³/s) 

Case 3 0 W 0 W Open (0.2 m³/s) 

Case 4 325 W  0 W Open (0.2 m³/s) 

  
Figure 5. Modelica model (Case 4, in which intHeat1 injects heat to Room 1) of the two-zone model shown 

in Figure 4.  

 

Table 3. Hourly outdoor temperature of a day used for test cases 

Time of day 0 1 2 3 4 5 6 7 8 9 10 11 

Temperature 
(℃) 20.6 16.5 16.1 15.6 15.6 15.0 15.0 16.7 18.3 20.6 22.2 23.3 

Time of day 12 13 14 15 16 17 18 19 20 21 22 23 

Temperature 
(℃) 23.9 25.0 25.6 26.7 26.7 26.7 26.1 25.6 22.8 22.2 21.1 21.1 
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2.2.3. Comparison between nR–mC model and Modelica calculation results 

The root-mean-square error (RMSE) of Zone 1 air temperature was calculated for each case to 

quantify the agreement between the models. The RMSE indicates the average deviation of the two 

datasets calculated using Eq. (11), where 𝑥 is a value in dataset 𝑋, and 𝑦 is in dataset 𝑌, each having 

𝑛 elements. 

 𝑅𝑀𝑆𝐸 = LΣ/%#
, (𝑥/ − 𝑦/)+

𝑛
 (11) 

As shown in Figure 6, the nR–mC model and the Modelica calculation results showed a good 

agreement. Using shorter time steps in the nR–mC model reduced the discrepancy between the two 

sets of calculations. A higher level of agreement with shorter time steps was expected because any 

variables in each parameter were assumed constant throughout the time step. The increased airflow 

rates resulted in significant differences in RMSE between Case 1 (0.005 m³/s) and Case 3 (0.2 m³/s), 

as well as between Case 2 and Case 4. This was because the time constant 𝜏∗ in Eq. (7) became 

smaller for a case with an airflow of 0.2 m³/s than the one with an airflow of 0.005 m³/s. Contrary to 

the effect of airflow, the influence of internal heat gain on the RMSE was marginal, as seen when 

comparing Case 1 (0 W) to Case 2 (325 W), and Case 3 to Case 4. Considering that a 10-minute 

interval is commonly used for general building simulation in EnergyPlus, and recognizing the 

relatively lower RMSE at 3 and 15 minute time steps, we opted for a 10-minute time step for the 

subsequent tests in this study. 

 
Figure 6. RMSE plot of Zone 1 air temperature of the multi-zone test cases with different time steps against 

Modelica simulation 

2.3. Controller for dynamic window operations 

2.3.1. Control algorithm and preliminary tests   

Using the analytical solution derived in the previous sections, we developed a control algorithm aimed 
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at maintaining the predicted indoor air temperature at the lowest possible level during the summer. 

To predict the room temperature for the subsequent time step, the algorithm requires inputs such as 

the present room temperature (𝑇!",/), the temperature of adjacent zones (𝑇/∗) as defined in Eq. (8), the 

time constant (𝜏/∗) as defined in Eq. (7), and the thermal resistances for both open and closed cases 

(𝑅!"#$#%,'∗  and 𝑅)*!+#%,'∗ ) as defined in Eq. (6). Given our focus on the cooling season, a heating setpoint 

was not integrated into the algorithm. As windows can be either opened or closed, the algorithm first 

predicts the temperature for the subsequent time step under both conditions using Eqs. (12) −(13). It 

then compares the two predicted temperatures and selects the window action (either open or close) 

that leads to the lower temperature, as outlined in Eq. (14).  

𝑓#𝑇,-,' , 𝑇'∗, 𝑄,-,' , 𝜏!"#$#%,'∗ , 𝑅!"#$#%,'∗ (

= 𝑇,-,' 	𝑒
. /
0!"#$#%,'
∗

+ #𝑇'∗ + 𝑅!"#$#%,'∗ 	𝑄,-,'(-1 − 𝑒
. /
0!"#$#%,'
∗

0, 
(12) 

𝑓#𝑇,-,' , 𝑇'∗, 𝑄,-,' , 𝜏)*!+#%,'∗ , 𝑅)*!+#%,'∗ ( = 𝑇,-,'𝑒
. /
0)*!+#%,'
∗

+ #𝑇'∗ + 𝑅)*!+#%,'∗ 	𝑄,-,'( -1 − 𝑒
. /
0)*!+#%,'
∗

0, (13) 

where 𝑅!"#$#%,': thermal resistance when window is opened per Eqs. (2) and (6) [K/W], 
𝑅)*!+#%,': thermal resistance when window is closed per Eqs. (2) and (6) [K/W], 
𝜏!"#$#%,': time constant when window is opened [s], 
𝜏)*!+#%,': time constant when window is closed [s], 

and the subscript i of each variable means that the variable is of the ith time 
step. 

 

𝑇,-,'12 = 𝑚𝑖𝑛 4𝑓#𝑇,-,' , 𝑇'∗, 𝑄,-,' , 𝜏!"#$#%,'∗ , 𝑅!"#$#%,'∗ (, 𝑓#𝑇,-,' , 𝑇'∗, 𝑄,-,' , 𝜏)*!+#%,'∗ , 𝑅)*!+#%,'∗ (5. (14) 

When using this algorithm for simulation purposes, the input variables (𝑇!",/ , 𝑇/∗, 𝑞/ , 𝜏/∗ , and 𝑅/∗) 

should be calculated from the ith time step. For a smart building application, certain variables 

including 𝑇!",/, 𝑇/∗, and 𝑞/, can be obtained by sensors. However, accessing other variables might be 

challenging. In such cases, a trained model that emulates the building’s thermal behavior can be used 

to determine these data types.  

2.3.2. Preliminary test for the comparison among the different operation modes for two rooms with 

different internal heat gain schedules   

To demonstrate how the window scheduler algorithm works for two thermally connected zones that 

have different internal heat gain schedules, we conducted a preliminary test with the two-zone model 

used in Figure 4. With rather limited settings. including constant airflow rates and no solar radiation, 

the test aimed to reveal the benefit of adopting dynamic operations guided by the controller.  

Two exterior openings, one for each zone, and one interior opening between the zones were set up. 

For test purposes only, airflow rates for cross ventilation, single-sided ventilation, and infiltration 
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were chosen as follows. When all openings are open, cross ventilation occurs from outdoors to Zone 

1, from Zone 1 to Zone 2, and then from Zone 2 to the outdoors at a rate of 0.2 m³/s. When all but the 

internal opening was open, each room was assumed to have fresh air at a rate of 0.05 m³/s through 

single-sided ventilation. When three openings were closed, infiltration of 0.005 m³/s was applied. In 

practice, these flowrates are subject to change, not only with wind direction and speeds, but also with 

various window types (awning, casement, sliding, etc.), arrangements (two windows arranged 

vertically, horizontally, etc.), and the airtightness of buildings. These factors can be modeled in a 

more detailed simulation set-up. The outdoor temperature profile of Table 3 was applied. Heat rate 

schedule from occupancy are outlined in Table 4.  

Table 4. Internal heat gain schedule assumption for the two rooms 

 
0:00 – 7:59 8:00 – 11:59 12:00 – 13:29 13:30 – 17:59 18:00 – 23:59 

Zone 1 [W] 50 300 150 300 50 

Zone 2 [W] 65 390 195 390 65 

For both rooms, we tested four window operation modes: always closed (mode 1), always opened 

(mode 2), operated by outdoor air temperature (mode 3), and operated by the algorithm (mode 4). In 

mode 3, all three windows were open when the outdoor air temperature was 25 °C or lower and were 

closed otherwise. Since openings were operated by the outdoor temperature, the three openings were 

operated identically. On the contrary, in mode 4, the algorithm provided an opening schedule tailored 

to each window, resulting in cross ventilation, single-sided ventilation, or no ventilation as desired. 

As illustrated in Figure 7, at each time step, the hypothetical temperatures of cross/single-sided/no 

ventilation were computed. If a window action was beneficial to one zone but not the other, we gave 

priority to Zone 2’s thermal comfort given its relatively greater internal heat gains than Zone 1.  
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Figure 7. Mode 4 operation logic.   

The graphs in Figure 8 compare the air temperatures of Zone 1 and Zone 2 under different window 

operation modes, for hours 72-144 of a 144-hour simulation period. The gray lines represent the zone 

air temperature of mode 1 when the windows are always closed. Although the initial temperature was 

the same as for the other three operating modes, the temperature when windows are always closed 

increases at a rate determined by heat gains and thermal storage and reaches steady-periodic 

equilibrium after about three days of simulation period. These lines suggest that both rooms need 

cooling throughout the entire simulation period even if the outdoor temperature (the black dashed 

line) is lower than the desired temperature, which this case sets to 25 °C. 

The red lines show the zone air temperature of mode 2 when the windows are always open regardless 

of the outdoor temperature. This mode results in approximately six hours of over-warming in Zone 1 

and seven in Zone 2 each day.  

The yellow lines represent the mode 3 indoor temperature results when windows are operated based 

on the outdoor air temperature.  The windows are closed between 1 PM and 7:15 PM when the outdoor 

is warmer than 25 °C, as denoted by the yellow bar graph below the temperature graphs. Although 

windows are closed to block the flow of overly warm outdoor air, there are still times when the indoor 

temperature exceeds the comfort threshold owing to the internal heat gains and heat stored in the 

thermal mass.   

Finally, in mode 4 when the windows are operated by the algorithm (Eq. (14)), the air temperature in 
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both zones remains as low as possible (the blue lines). The algorithm yields a unique window schedule 

for each zone as shown in the blue bar graphs at the bottom of Figure 8. For Zone 1, windows are 

closed from 7:00 AM to 7:00 PM. Even when the outdoor air temperature is lower than 25 °C in the 

morning, the algorithm stipulates that windows be closed, preventing a stiff increase in indoor air 

temperature. For Zone 2, windows are closed from 9:30 AM to 7:00 PM). From 7 PM to 10:15 PM, 

the algorithm recommends that the internal opening be opened to enable cross ventilation for both 

zones. 

 
Figure 8. Air temperature of Zones 1 and 2 over three days under the four modes of window 

operation. The horizontal bar graphs represent the window status (closed or opened) during modes 3 

and 4.  

The results of these four operation modes show that the conventional window assumptions in building 
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energy simulation may fail to capture the optimal performance of natural ventilation, and that the 

analytical solution is useful for determining the timely window operation. They also demonstrate that 

the controller can offer a customized window schedule for each zone depending on its own conditions 

such as internal heat gains and temperatures of thermally connected zones.  

 

3. Case study: Application of window schedule algorithm to an EnergyPlus model 

To implement the window scheduler derived from the nR–mC model, we conducted a case study 

using the BESTEST “FF600” (where FF stands for free-flow) model provided by ANSI/ASHRAE 

Standard 140 [42] as our test building. The FF600 model was chosen for its suitability to our 

objectives: it is utilized to evaluate various computer programs for building energy analysis; its initial 

settings are relatively straightforward, facilitating the emulation of the nR–mC model; and its 

infiltration rate, in the absence of any HVAC system, properly represents a scenario with natural 

ventilation. 

The procedure was as follows: Using Python code, we emulated the test building with the nR–mC 

model. Next, we implemented the window control algorithm to recommend window operations at 

each time step, considering the building’s mass and flow rates. To execute the Python code, several 

input values, such as solar radiation, infiltration, and temperature boundary conditions, were required. 

To obtain these inputs, we simulated the test case in EnergyPlus and used its outputs as inputs for our 

test model. The code then generated the optimal window schedule targeting the lowest possible room 

temperature during the summer. We tested this in Fresno (CA), Phoenix (AZ), Houston (TX), and 

Denver (CO) of the United States. After establishing the optimal window schedule for each climate, 

we sought to validate if the indoor temperature indeed decreased when applying these schedules. To 

confirm this, we conducted further EnergyPlus simulations, applying these window schedules, and 

then compared the results.  

3.1. The FF600 model and test parameters 

The input data file (IDF) of the FF600 model (Figure 9) for the EnergyPlus simulations was 

downloaded from the EnergyPlus website [43]. The FF600 model has an infiltration rate of the FF600 

model is 0.5 ACH. To investigate the impact of different airflow rates, we applied 0.5, 1, 2, 4, and 8 

ACH. While ventilation rates in reality constantly fluctuate, using fixed yet diverse values of airflow 

rates help understand the interplay between various climates, airflow rates, heat capacities, and 

window schedules. We utilized the thermal capacitance multiplier (TCM) feature of EnergyPlus to 

introduce varying amounts of thermal mass to the room. This feature facilitates the examination of 

different internal thermal masses by multiplying the total thermal storage of the zone’s air volume. 

For example, a TCM of 20 was used by Hong and Lee [44] to test their physics-based model in 
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EnergyPlus. To select the test TCM values, we assume that a concrete mass with the same size of 

floor (8 × 6 = 48 m²) and a thickness of 0.04 m, which has a heat capacity of approximately 4,608 

kJ/K. This is approximately 30 times the room air heat capacity. We use TCMs of 1, 10, 25, and 50 

in the room to check the augmented effect of various TCMs, although a TCM of 50 can be unrealistic.  

 

Figure 9. BESTEST FF600 geometry. The dimensions are in meters.  

As previously stated, tests were done under four climates: Fresno (CA), Phoenix (AZ), Houston (TX), 

and Denver (CO). The control algorithm provided window scheduling recommendations for each 

climate, and validation of the recommended window schedule was tested for the Fresno case. The 

simulation period was from July 1 to July 15, with the mean diurnal outdoor air temperature illustrated 

in Figure 10.  

 

Figure 10. Mean hourly outdoor air temperature of Phoenix (AZ), Houston (TX), and Denver (CO) during the 

simulation period (July 1– 15).  

 

3.2. The 7R–7C multi-mass model 

Because the FF600 model appears to be a single zone, one might consider constructing it with a 1R-

1C model by consolidating the resistances of various walls and the roof into a unified thermal 

resistance and applying thermal mass of the envelope to the room zone. However, such simplification 

neglects the distinct thermal capacities of each construction component. Moreover, considering that 

these components receive varying amounts of solar radiation based on their orientations, which in 
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turn affects their temperatures, it is insufficient to treat them merely as thermal resistances facing the 

outdoors. As such, we treated each thermally massive component as an adjacent zone to the primary 

indoor zone, despite the roof, floor, and four walls not being typical room zones. In essence, this 

approach transformed this seemingly single zone into a 7R-7C model, as illustrated in Figure 11. 

 
Figure 11. BESTEST FF600 represented as the analogous 7R–7C circuit model. The room node, TROOM, was 

connected to seven thermal resistors and is influenced by seven thermal storages.  

Regarding weather inputs, the outdoor temperature was assigned to the TOUTDOOR node, and the solar 

radiation received by each building surface was considered in Qs in Figure 11. It is important to note 

that Qs includes not only the solar radiation on external surfaces but also any solar radiation received 

by internal surfaces and additional internal heat gains. While wind information could have contributed 

to a more comprehensive case study, we implemented air change rates of 0.5, 1, 2, 4, and 8 ACH, as 

justified in Section 3.1. To consider various ventilation rates, RWINDOW from Figure 11 was adjusted 

according to Eq. (2). When natural ventilation was not factored in, only the base infiltration rates 

from the initial FF600 model were used in Eq. (2). To align the other boundary conditions of the 7R–

7C model to the EnergyPlus model, outputs from the initial run of the FF600 model were extracted 

and used for the input values for the 7R–7C model, as outlined in Table 5. 

RWINDOW
(Varies by 
opening status)

RWALL,S,EX

TWALL,S

RWALL,S,IN
CWALL,S
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RFLOOR,IN
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RROOF

TROOF

RROOF
CROOF

QROOF

QROOM
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Table 5. Source of the required inputs of the 7R–7C model 

Required input of the 7R–
7C model 

EnergyPlus output of the FF600 model used for the 7R–7C model or 
calculated values using the FF600 model 

TOUTDOORS [C] “Environment:Site Outdoor Air Drybulb Temperature” from the output file 
TGROUND [C] “Surface Outside Face Temperature” of the floor surface from the output 

file 
QWALL,N, QWALL,E, QWALL,S, 
QWALL,W, and QROOF [W] 

The sum of “Surface Inside Face Internal Gains Radiation Heat Gain Rate,” 
“Surface Inside Face Solar Radiation Heat Gain Rate,” and “Surface 
Outside Face Solar Radiation Heat Gain Rate” of each wall or roof from the 
output file 

QFLOOR [W] The sum of “Surface Inside Face Internal Gains Radiation Heat Gain Rate” 
and “Surface Inside Face Solar Radiation Heat Gain Rate” from the output 
file 

QROOM [W] The sum of “Zone Other Equipment Total Heating Rate”, "Surface Window 
Total Glazing Layers Absorbed Shortwave Radiation Rate” and “Surface 
Inside Face Internal Gains Radiation Heat Gain Rate” from the output file.  

Airflow rate (𝑽̇ of Eq. (2)) 
[m³/s] 

“Zone Infiltration Standard Density Volume Flow Rate” of the room from 
the output file 

CROOM [J/K] 1.225 [kg/m³] * 1000 [J/K/kg] * volume of the room [m³] * TCM  
C [J/K] (all C’s except 
CROOM) 

Calculated from the “Materials” object of the IDF file 

R of Eq. (2) [K/W] (for all 
R’s) 

Calculated based on the “Materials,” “Materials:NoMass,” 
“WindowMaterial:Glazing,” and “WindowMaterial:Gas” objects of the 
IDF file where applicable 

 

3.3. Validation of the model 

To confirm the capability of the model to emulate the FF600 model accurately, we conducted year-

long simulations for Fresno (CA), even though the case study primarily examines a two-week period. 

These simulations were then compared with the results from EnergyPlus simulations for validation 

purposes. Building upon the initial settings outlined in earlier sections, we incorporated additional 

inputs as specified by [42] in Table 6.  
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Table 6. Test building settings 

Elements Type Value 

Wall (all sides) R-value (without air 
films) 

1.789 [m²K/W] 

R-value (with air 
films) 

1.944 [m²K/W] 

Wall (north) Heat capacity 313.9 [kJ/K] 

Wall (south, 
excluding windows) 

Heat capacity 139.5 [kJ/K] 

Wall (east and west) Heat capacity 342.7 [kJ/K] 

Roof R-value (without air 
films) 

2.992 [m²K/W] 

R-value (with air 
films) 

3.147 [m²K/W] 

Heat capacity 872.2 [kJ/K] 
Floor R-value (without air 

films) 
25.253 [m²K/W] 

R-value (with air 
films) 

25.374 [m²K/W] 

Heat capacity 936.0 [kJ/K] 
Windows R-value (with air 

films) 
0.333 [m²K/W] 

Shading coefficient 0.907 
Solar heat gain 
coefficient 

0.789 

Infiltration Airflow rate 0.5 ACH 
Internal load  200 W continuous 
Soil temperature  10 °C continuous 

Figure 12 presents a comparison between the outcomes of the nR-mC model and those obtained from 

EnergyPlus. For improved readability, the graph displays only the first two weeks in January, April, 

July, and October. The correspondence between the two sets of results is strong, as indicated by a 

high correlation coefficient of 0.964 and an R-squared value of 0.982, demonstrating good alignment.  

Potential discrepancies between the results may have stemmed from the differing approaches to 

convective heat transfer and the assignment of materials to thermal nodes. EnergyPlus incorporates 

multiple algorithms to account for internal and external convection, whereas our model employs a 

more heuristic approach to approximate convective effects using internal and external air films. 

Additionally, EnergyPlus assigns each layer of a wall, whether thermally massive or lightweight, to 

one or two nodes, whereas our model aggregates a structural material into a single node. 
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Figure 12. Validation results with BESTEST FF600: EnergyPlus Vs. nR-mC model.  

 

4. Results 

4.1. Window schedule recommended by algorithm 

At each time step, the algorithm provided a window status recommendation (1 for ‘open’ and 0 for 

‘close’). By averaging hourly recommendations across the two-week simulation period, we generated 

daily operation schedules. The averaged schedules for the Fresno case are shown in Figure 13.  

 
Figure 13. Diurnal averaged window operations optimized under various ACH and TCM scenarios during the 
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simulation period (July 1–July 15) in Fresno, CA.  

The results from the Fresno case suggest that the windows should remain open when the TCM is 1, 

regardless of the ACH values. As the TCM increased, the algorithm modified its recommendation, 

suggesting that closing windows at certain times of the day might be beneficial. The recommendations 

also varied based on ACH. With higher airflow rates and heavier mass, there were longer durations 

when closing windows was advised. For example, the window schedules for Fresno at an ACH of 8 

(~0.3 m³/s) were determined as follows: 

1)  Windows should be always opened (schedule recommended for TCM 1), 

2)  Windows should be closed during 6:30–13:00 but opened for the rest of the time 

(recommended for TCM 10), 

3)  Windows should be closed during 7:30–18:30 but opened for the rest of the time 

(recommended for TCM 25), and 

4)  Windows should be closed during 8:30–19:30 but opened for the rest of the time 

(recommended for TCM 50). 

The window schedules recommended for the remaining three climates are shown in Figure 14. Under 

TCM 1, the control algorithm suggested keeping windows open for most of the time for all climates. 

However, as the TCM value increased, distinctions in window schedules become evident. In cooler 

climates like Denver, relatively longer durations for window closure were recommended, compared 

to warmer climates like Phoenix. Similar to the Fresno case, higher TCM and ACH values 

corresponded to prolonged periods of window closure, particularly during the early morning hours 

before the room began to warm up.  

 

Figure 14. Diurnal averaged window operations recommended under various ACH and TCM scenarios during 

Re
co
m
m
en
da
tio
n

C
lo

se
   

   
   

   
   

   
 O

pe
n

Re
co
m
m
en
da
tio
n

C
lo

se
   

   
   

   
   

   
 O

pe
n

Re
co
m
m
en
da
tio
n

C
lo

se
   

   
   

   
   

   
 O

pe
n

Re
co
m
m
en
da
tio
n

C
lo

se
   

   
   

   
   

   
 O

pe
n

Re
co
m
m
en
da
tio
n

C
lo

se
   

   
   

   
   

   
 O

pe
n

Re
co
m
m
en
da
tio
n

C
lo

se
   

   
   

   
   

   
 O

pe
n

Re
co
m
m
en
da
tio
n

C
lo

se
   

   
   

   
   

   
 O

pe
n

Re
co
m
m
en
da
tio
n

C
lo

se
   

   
   

   
   

   
 O

pe
n

Re
co
m
m
en
da
tio
n

C
lo

se
   

   
   

   
   

   
 O

pe
n

0 3 6 9 12 15 18 21 24

Hour of day
0 3 6 9 12 15 18 21 24

Hour of day
0 3 6 9 12 15 18 21 24

Hour of day

0 3 6 9 12 15 18 21 24 0 3 6 9 12 15 18 21 240 3 6 9 12 15 18 21 24

Houston, TXPhoenix, AZ Denver, CO

0 3 6 9 12 15 18 21 24R
ec
om

m
en
da
tio
n

C
lo
se
...
...
...
...
..O
pe
n

Hour of day

Thermal capacitance multiplier = 25
ACH 0.5 ACH 1 ACH 2 ACH 4 ACH 8

0 3 6 9 12 15 18 21 24Re
co
m
m
en
da
tio
n

C
lo
se
...
...
...
...
..O
pe
n

Hour of day

Thermal capacitance multiplier = 25
ACH 0.5 ACH 1 ACH 2 ACH 4 ACH 8

0 3 6 9 12 15 18 21 24Re
co
m
m
en
da
tio
n

C
lo
se
...
...
...
...
..O
pe
n

Hour of day

Thermal capacitance multiplier = 25
ACH 0.5 ACH 1 ACH 2 ACH 4 ACH 8

0 3 6 9 12 15 18 21 24 0 3 6 9 12 15 18 21 240 3 6 9 12 15 18 21 24

Thermal capacitance 
multiplier = 10

Thermal capacitance 
multiplier = 25

Thermal capacitance 
multiplier = 10

Thermal capacitance 
multiplier = 25

Thermal capacitance 
multiplier = 10

Thermal capacitance 
multiplier = 25

Thermal capacitance 
multiplier = 1

Thermal capacitance 
multiplier = 1

Thermal capacitance 
multiplier = 1



24 

 

the simulation period (July 1–July 15) in various climates. 

The schedules outlined above might not guarantee thermal comfort, regardless of their effectiveness 

in reducing indoor temperatures, especially when the outside weather is hot. Operating a home or 

office entirely in passive mode during the specified test period might compromise occupants’ thermal 

comfort in warmer climates like Phoenix even with thoughtfully planned window schedules. Thus, 

occupants might consider adopting this operational strategy during milder times. Nevertheless, as 

examined in Refs. [45]–[47], using strategic window operations can still be advantageous from a 

resilient cooling perspective, helping to mitigate extreme indoor temperatures during power 

disruptions or equipment failures amid heatwaves.  

4.2. Cooling effect of the recommended operation schedules 

To validate that these window operations would effectively lower the indoor air temperature, we ran 

the FF600 EnergyPlus simulations again with the changes in operation schedules, as illustrated in 

Figure 15. Fresno weather data were used. For each TCM, we applied four window schedules as 

follows: 

1)  [Base case] Windows are always opened (schedule recommended for TCM 1),  

2)  Windows are closed during 6:30–13:00 but open for the rest of time (recommended for TCM 

10),  

3)  Windows are closed during 7:30–18:30 but opened for the rest of the time (recommended for 

TCM 25), and  

4)  Windows are closed during 8:30–19:30 but opened for the rest of the time (recommended for 

TCM 50).  

The window operation with no control (always open) was set as a base case and compared with the 

other three schedules.  
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Figure 15. Validation process of the window schedules recommended by the control algorithm.  

To compare the resulting room air temperatures, we calculated the deviations in the minimum, mean, 

and maximum room air temperatures from the base case, as illustrated in Figure 16. The x-axis 

denotes the four window operations, corresponding to the schedules recommended for TCMs of 1, 

10, 25, and 50 by the control algorithm. Negative values in the y-axis indicate that the room air 

temperature under the operation schedule was lower than that of the base case, making it more 

optimal. With TCM of 1, the lowest minimum, mean, and maximum room air temperatures were 

achieved in the base case, consistent with the algorithm’s recommendation. For the window closure 

schedule of 6:30–13:00, there was no notable change in the room temperature from the base case, 

albeit with a slight increase. However, when windows were closed for extended periods (7:30–18:30 

and 8:30–19:30), the peak room temperature increased by up to 8 K.  

For cases with TCMs of 10, 25, and 50, the room temperature decreased under the schedules 

specifically recommended for their own cases. When TCM was 10, approximately equivalent to 

adding a third of the floor-sized concrete mass with a thickness of 0.04 m indoors, the influence of 

the recommended window operation was small. Nevertheless, the recommended operation (6:30–

13:00) still offered the coolest indoor environment. Closing windows 7:30–18:30 led to the lowest 

indoor air temperature for the case with TCM 25, and 8:30–19:30 for the case with TCM 50. 
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Figure 16. Changes in the minimum, mean, and maximum room air temperatures with four different operation 

schedules during the simulation period (July 1– 15).  

The results confirm that the control algorithm, derived from the thermal circuit model, effectively 

determines a window schedule for maintaining indoors as cool as possible through passive cooling . 

As highlighted in the recent research about resilient cooling [47]−[48], lowering indoor temperature 

can be particularly beneficial in scenarios where HVAC systems are either absent or 

malfunctioning. Furthermore, the results indicate that inappropriate window operation can 

negatively impact indoor thermal comfort, which underscores the importance of strategic 

scheduling. For example, window schedules such as being closed from 8:30 to 19:30 in a case with 

TCM 1, or remaining open throughout for TCM 25 or above, can be counterproductive. 

Additionally, the reduced temperatures resulting from the optimized window operation schedules 

suggest the potential for cooling energy savings when the algorithm is integrated with HVAC 

systems. However, the control algorithm (Eq. (14)) requires adjustments to ensure compatibility 

with thermostat settings. It should not only predict temperatures for open or closed window 

scenarios but also take into account the thermostat setpoint, and accommodate scenarios where the 

air conditioning is either off or on with the windows closed. The inclusion of the mixed-ventilation 

mode where AC is on while window is also open, though typically not energy-efficient nor 

recommended, should also be determined by a user. Additional savings could be achieved by 

combining the window algorithm and thermostat control as researched by [49]. 
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5. Discussion 

For the proposed algorithm to function optimally, it requires several key inputs, including 

temperatures of adjacent zones, solar heat gains, and infiltration rates. If additional zones, such as 

corridors or rooms on different floors, are to be added and inter-zonal airflow becomes a factor, the 

needs for integration with existing simulation tools or advanced sensing systems increase. Therefore, 

we suggest two potential applications where the proposed controller can be integrated.  

The first potential application is the implementation of the algorithm with simulation programs such 

as EnergyPlus and Spawn of EnergyPlus (or Spawn) [50]. As illustrated in Figure 15, the optimal 

window schedule presented in this study was computed outside of the EnergyPlus environment, using 

the initial outputs from EnergyPlus simulation results. During this process, hourly variations in 

several parameters, including the exterior and interior convective heat transfer coefficients 

determined at each time step by various surface convection algorithms within EnergyPlus, were 

modeled as constants in the nR–mC model. In addition, the diurnal window schedules were averaged 

over a two-week period. As a result, while the hourly recommended schedule might be optimal for 

most days, it may not be for certain days. If the algorithm were to be embedded directly within the 

EnergyPlus solver or the Modelica Buildings Library [41], [51], the recommended window status 

could be updated in each control time step. This would then be based on the inherent parameters of 

either the EnergyPlus or Spawn variables, eliminating the need to couple the Python codes to each 

program.  

A practical application in this context is the Energy Management System (EMS) feature within 

EnergyPlus. The EMS allows users to use the output variables as sensors to determine the actions of 

an EMS actuator (e.g., window operation). As the EMS sensors use output variables from the current 

time step, a function is needed to determine the window status in a manner that ensures the zone air 

temperature in the subsequent time step remains as low as possible. Equation (14) enables this by 

monitoring the corresponding output variables, as shown in Figure 11. This approach does not require 

complex matrix exponentials for multi-zone calculations or an external program that must be coupled 

to EnergyPlus. Instead, the following pseudocode can be implemented:  

EMS pseudo code 
IF (Tnext when opened) < (Tnext when closed), 

SET window to open, 

ENDIF; 

where Tnext when opened and Tnext when closed can be computed using Eqs. (12)–(13). In addition, a 

separate EMS object can be set up for another zone, as shown in Figure 8. 

Second, the proposed model and control algorithm could offer versatile applications in smart homes, 
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potentially enhancing both user comfort and energy efficiency. For example, occupants could set up 

a predetermined window schedule based on weather forecasts, which would guide them on the best 

times to open or close manually operated windows. Building managers in schools or offices can 

provide users with daily or weekly guidelines for window schedules, such as those shown in Figure 

13 and Figure 14. This guidance would help occupants understand specific recommendations, such 

as closing windows from 10 to 12 and 2 to 6 on the days they are in the building. In homes, residents 

might be unable to adjust windows due to being away for work or during nighttime sleep. In these 

situations, they should weigh the implications of a constant schedule over an extended period and 

then decide on the most advantageous action. They might set up a duration, for example, 8 hours. If 

the algorithm recommends closing windows for 75% of that 8 hour and opening them for only the 

remaining 25%, a user might choose to keep them closed. Another way is to apply a constant window 

action variable throughout the 8-hour period in the calculation process and predict temperatures for 

both scenarios to determine the better window operation.  

Knowledge of the optimal schedule in advance can also be applied to various home assistant systems 

capable of automating windows operations, working in combination with a user’s preferred 

temperature setting. When a building is equipped with a window system controllable through a 

customizable algorithm, the window system can dynamically adjust window operations in response 

to the current conditions by accessing real-time weather data. The automated control through the 

algorithm potentially offers enhanced performance, as it continually adjusts based on the latest data, 

ensuring optimal indoor temperatures. Moreover, further energy savings could be achieved by 

integrating an air conditioning schedule with the real-time adjustment. 

To implement the window control algorithm into such advanced technologies, there are several 

prerequisites. First, the smart building needs access to real-time weather conditions, including 

ambient temperature, solar radiation, and wind speed (or more direct measurements from air velocity 

sensors). The acquisition of these environmental data can be achieved through local weather stations 

or smart home devices. Another, more challenging, prerequisite is to identify a set of building 

parameters and variables, including the building’s material properties, solar and internal heat gains, 

infiltration and ventilation rates, and temperatures of the major structure (i.e., exterior wall or floor). 

Because it would be difficult and likely expensive to measure and calibrate such values directly from 

sensors, machine learning algorithms can be utilized to fit data from smart meters and smart 

thermostats to models comparable to Eq. (10), as proposed by Lee and Zhang [52]. Moreover, this 

would also require measurement of the temperature response of the building to open windows, as 

open windows change the thermal resistance, as expressed in Eq. (2).  

The control algorithm presented in this study is intentionally designed to generate window schedules 

that prioritize the lowest room air temperature at each time step. This focus was due to our primary 
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interest in the summer period. However, for a longer duration, this strategy might lead to indoor air 

temperatures falling below the comfortable range, potentially increasing heating energy consumption 

and reducing the benefit of passive heating. In addition, while not addressed in the case study, a 

potential issue of short cycling could arise in which windows are impractically recommended to close 

and open within short intervals. Therefore, if assessing the whole year performance and maintaining 

a specific frequency for window operation become important, additional conditions would need to be 

added into Eq. (14).  

In reality, ventilation rates from natural ventilation or infiltration are never constant. The decision to 

utilize constant airflows (ACH 0.5−8) in our case study was primarily aimed at clearly demonstrating 

the influence of ventilation rates on window schedules. However, when integrating the window 

controller into a simulation process or a smart home system, additional considerations arise. For 

simulation purposes, one can readily substitute the ventilation rate,  𝑉̇, in Eq. (2) with the revised 

resistance reflecting the time-dependent flow rate. This can be achieved using the EnergyPlus EMS 

function discussed earlier. In the context of smart home applications, one could utilize hourly weather 

forecasts to estimate flow rates for the day using one of the established empirical flow rate models. 

These empirical models include ASHRAE’s method [53], which considers 'local shielding classes,’ 

building height, ambient temperature, and wind speed. Another method by Swami and Chandra [54] 

takes into account window orientations, wind direction, and window speed for flow rate prediction. 

Alternatively, some might use sensors to obtain more precise measurements of ventilation rates. 

Measurements from air velocity or air pressure sensors near any openings can be directly used for 

flow rate calculation. Indoor carbon dioxide sensors can also be used to estimate flow rate based on 

several factors including the number of occupants and opening size [55]. These refined values can 

then be used to update Eq. (2).  

6. Conclusions  

We proposed an optimization algorithm to determine a window operation schedule by developing an 

analytical nR–mC model for multi-zone or multi-mass buildings. If various constructional 

components of a single-zone building have different thermal mass, the room should be considered as 

a multi-zone as demonstrated by the 7R-7C model from the case study. We validated the proposed 

model and algorithm, and demonstrated its applicability to an existing simulation tool, EnergyPlus. 

The achievements and findings are summarized as follows: 

• The nR–mC thermal circuit model was developed and validated against a Modelica model. The 

circuit model successfully represented the thermal behavior of a two-zone (3R–2C) model 

with internal heat gains and airflow rates.  

• Using the nR–mC model, the window schedule algorithm recommended one of the two window 
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operations (open or closed) at each time step that would lower the temperature in the 

subsequent time step. The algorithm was tested with a two-zone (3R–2C) model and 

demonstrated the potential advantage of such dynamic window operations. The algorithm 

was able to recommend window operation schedules customized for each zone depending on 

the internal heat gains and airflow passage. The timing of window operation greatly 

influenced the indoor air temperature, demonstrating the significance of strategic window 

operations to maximize the cooling effect from natural ventilation. 

• The implementation of the algorithm to a case study of ANSI/ASHRAE Standard 140 

demonstrated the validity and applicability of the proposed algorithm. Using a 7R–7C model 

to emulate the FF600 model, the algorithm recommended optimized window operation 

schedules depending on various ventilation rates and thermal storage. The recommended 

operation schedules effectively reduced indoor temperatures during the test period.  

Our proposed model and window control algorithm have the potentials for the following applications: 

• The thermal circuit model can be used in existing simulation programs, such as EnergyPlus. 

Because the algorithm uses the output variables from each time step to determine the opening 

status (opened/closed), it is less challenging and time-consuming than using a more 

complicated technique, such as machine learning-based algorithms or matrix exponentials. 

For enhanced accuracy and a more seamless workflow, embedding the model directly into 

existing simulation tools is recommended, allowing direct access to inherent parameters. 

• The model has the potential to be implemented for smart home control. This would require the 

building to be equipped with various sensors that measure the variables required to compute 

the control action. In addition, key thermal properties must be measured or calibrated using 

system identification.  

The window algorithm developed in this study adds value to the existing literature about natural 

ventilation controls, ranging from rule-based operations to heuristic approaches in machine learning. 

In fact, this physics-based model can be further enhanced with data-driven machine learning 

techniques to achieve greater energy efficiency in buildings. Such techniques could be particularly 

beneficial in identifying uncertain and unknown input values for the nR–mC model. For future 

research, we aim to implement our model into existing software to examine the effectiveness of 

dynamic operation at a finer resolution and to apply it to real-world buildings to gain deeper insights 

into its practical implications and potential challenges. 

 

Nomenclature 

• 𝐶,: heat capacity of thermal mass of Zone n [J/K] 
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• 𝑇,: temperature of Zone n [K] 

• Δ𝑇,: temperature difference between the test room and Zone n [K] 

• 𝑅: thermal resistance accounting for conduction and infiltration [K/W] 

• 𝑅456768: thermal resistance of a case where window is opened 

• 𝑅9:4;68: thermal resistance of a case where window is closed 

• 𝑄,: internal and solar heat gain rates of Zone n [W] 

• 𝑈': overall heat transfer coefficient (U-value, W/m²-K) of the 𝑗)*	wall [W/m²-K] 

• 𝐴': area of the 𝑗)* wall [m²] 

• 𝜌: density of air [kg/m³] 

• 𝑐(: specific heat of air [J/kg-K] 

• 𝑉,̇: airflow rates from a zone n to the test room [m³/s] 
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Appendix A. A step-by-step derivation of the zone temperature at the (𝒊 + 𝟏)𝒕𝒉 time step.  

To solve for 𝑇!" from Eq. (9), three cases are examined one step at a time: first, when 𝑇∗ is a non-

zero constant and 𝑄!" is zero; second, when 𝑇∗ and 𝑄!" are both non-zero constants; and then lastly, 

when they vary at a discrete time step. 

Step 1: 𝑻∗ is a non-zero constant, and 𝑸𝐫𝐦 is zero.  

Eq. (A. 1) restates the Eq. (9) as a starting point.  

 𝜏∗
𝑑𝑇!"
𝑑𝑡

= 𝑇∗ − 𝑇!" + 𝑅∗	𝑄!" (A. 1) 

With zero internal heat (𝑄!" = 0),  

 𝜏∗
𝑑𝑇!"
𝑑𝑡

= 𝛥𝑇∗ (A. 2) 

 𝛥𝑇∗ = 𝑇∗ − 𝑇!". (A. 3) 

Because 𝑇∗ is a constant, differentiating 𝛥𝑇∗ in Eq. (A. 3) yields  

 𝑑(𝛥𝑇∗)
𝑑𝑡

= −
𝑑𝑇!"
𝑑𝑡

. (A. 4) 

Using Eq. (A. 4), we can replace @A#$
@2

 with a term of @(CA
∗)

@2
, Eq. (A. 2) changes to 

 

𝜏∗ ;−
𝑑(𝛥𝑇∗)
𝑑𝑡

< = 𝛥𝑇∗	

ln(𝛥𝑇∗) = −
1
𝜏∗
𝑡 + 𝐴	

𝛥𝑇∗ = 𝑒
#
320E = 𝛽𝑒1

#
32 , (A. 5) 

where 𝐴 is a constant of integration and 𝛽 is the initial 𝛥𝑇∗ where 𝑡 = 0.  

Step 2: 𝑻∗ and 𝑸𝐫𝐦 are non-zero constants. 

Next, another case is considered, in which 𝑇∗  and 𝑞!"  are non-zero constants. For this case, a 

modified form of Δ𝑇∗ from Eq. (A. 5) is taken and then differentiated as 

 Δ𝑇∗ = 𝛽𝑒1
#
3∗2																																	 (A. 6) 
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𝑑Δ𝑇∗

𝑑𝑡
= −

𝑑𝑇!"
𝑑𝑡

	

= −
1
𝜏
𝛽(𝑡)𝑒1

#
3∗ + 𝑒1

2
3∗
𝑑𝛽(𝑡)
𝑑𝑡

. (A. 7) 

Re-writing Eq. (A. 1) with non-zero 𝑞!", and plugging Eqs. (A. 6)-(A. 7) into it, we get  

 

𝜏
𝑑𝑇!"
𝑑𝑡

= Δ𝑇∗ + 𝑅∗𝑄!"	

𝜏 ;
1
𝜏∗
𝛽(𝑡)𝑒1

2
3∗ − 𝑒1

2
3∗
𝑑𝛽(𝑡)
𝑑𝑡

< = 𝛽(𝑡)𝑒1
2
3∗ + 𝑅∗𝑄!"	

𝑅∗𝑄!" = −𝜏∗𝑒1
2
3∗
𝑑𝛽(𝑡)
𝑑𝑡

. 

 

(A. 8) 

Next, solving for 𝛽(𝑡) leads to 

 

𝑑𝛽(𝑡)
𝑑𝑡

= −
𝑅∗𝑄!"
𝜏∗

𝑒
2
3∗ 	

𝛽(𝑡) = −𝑅∗𝑄!"	𝑒
2
3∗ + 𝐷, (A. 9) 

where D is the constant of integration. Plugging Eq. (A. 9) into Eq. (A. 6), 

 Δ𝑇∗ = W−𝑅∗𝑄!"	𝑒
2
3∗ + 𝐷X e1

)
F∗ . (A. 10) 

Let the initial 𝛥𝑇∗ be Δ𝑇G7G)GH:∗ = 𝑇∗ − 𝑇G7G)GH:. When 𝑡 = 0, 

 
Δ𝑇G7G)GH:∗ = (−𝑅∗	𝑄!"	𝑒I + 𝐷)	𝑒I	

𝐷 = Δ𝑇G7G)GH:∗ + 𝑅∗	𝑄!". (A. 11) 

Eq. (A. 11) becomes 

 

𝛥𝑇∗ = W−𝑅∗	𝑄!"	𝑒
2
3∗ + Δ𝑇G7G)GH:∗ + 𝑅∗	𝑄!"X 𝑒

1 23∗ 	

= −𝑅∗	𝑄!" + Δ𝑇G7G)GH:∗ 	𝑒1
2
3∗ + 𝑅∗	𝑄!"	𝑒

1 23∗ 	

= 𝑅∗	𝑄!" W𝑒
1 23∗ − 1X + Δ𝑇G7G)GH:∗ 	𝑒1

2
3∗ (A. 12) 

Then 𝑇!" can be written as  
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𝑇!" = 𝑇∗ + 𝑅∗	𝑄!" W1 − 𝑒

1 23∗X − Δ𝑇G7G)GH:∗ 	𝑒1
2
3∗ 	

= 𝑇G7G)GH:	𝑒
1 23∗ + (𝑇∗ + 𝑅∗	𝑄!") W1 − 𝑒

1 23∗X .  (A. 13) 

Step 3: 𝑻∗ and 𝒒𝐫𝐦 vary but only by a discretized time step. 

As the final step, we assume that 𝑇∗ and 𝑄!" vary but remain constant within a time step whose span 

is 𝑡. From Eq. (A. 13), the room temperature 𝑇!" at the (𝑖 + 1))*	timestep can be written based on 

the 𝑅∗, 𝑄!",/ 	, 𝜏∗, 𝑇/∗, and 𝑇!" of the 𝑖)* timestep, hence  

 𝑇!",/0# = 𝑇!",/ 	𝑒
1 23∗ + A𝑇/∗ + 𝑅∗	𝑄!",/C W1 − 𝑒

1 23∗X .  (A. 14)      

Throughout the three steps, natural ventilation rate was not considered. Just as 𝑇∗ and 𝑄!", treating 

the airflow rate entering the room from the adjacent zone as a constant that changes only at a 

discretized time step, 𝑅∗ and 𝜏∗ become variables, because ventilation rate affects them as in Eqs. (2), 

(6)-(7) in the main text.  

Finally, we get Eq. (A. 15), which was used in Eq. (10) in the main text. 

 𝑇!",/0# = 𝑇!",/ 	𝑒
1 23!

∗ + A𝑇/∗ + 𝑅/∗	𝑄!",/C ;1 − 𝑒
1 23!

∗< (A. 15)      
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