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Research and Applications
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Abstract
Objective: Our study aimed to expedite data sharing requests of Limited Data Sets (LDS) through the development of a streamlined platform 
that allows distributed, immutable management of network activities, provides transparent and intuitive auditing of data access history, and sys
tematically evaluated it on a multi-capacity network setting for meaningful efficiency metrics.
Materials and Methods: We developed a blockchain-based system with six types of smart contracts to automate the LDS sharing process 
among major stakeholders. Our workflow included metadata initialization, access-request processing, and audit-log querying. We evaluated our 
system using synthetic data on three machines with varying specifications to emulate real-world scenarios. The data employed included �1000 
researcher requests and �360 000 log queries.
Results: On average, it took �2.5 s to register and respond to a researcher access request. The average runtime for an audit-log query with 
non-empty output was �3 ms. The runtime metrics at each institution showed general trends affiliated with their computational capacity.
Discussion: Our system can reduce the LDS sharing request time from potentially hours to seconds, while enhancing data access transparency in 
a multi-institutional setting. There were variations in performance across sites that could be attributed to differences in hardware specifications. The 
performance gains became marginal beyond certain hardware thresholds, pointing to the influence of external factors such as network speeds.
Conclusion: Our blockchain-based system can potentially accelerate clinical research by strengthening the data access process, expediting 
access and delivery of data links, increasing transparency with clear audit trails, and reinforcing trust in medical data management. Our smart 
contracts are available at: https://github.com/graceyufei/LDS-Request-Management.
Key words: data sharing; blockchain; privacy and security; data protection. 

Introduction
The cross-institutional data requesting and data 
sharing landscape
In the modern healthcare landscape, clinics and institutions 
routinely generate vast datasets throughout patients' courses of 
care.1,2 As these datasets include direct human biometrics, they 
serve as a rich resource for researchers, especially when studies 
require insights into the timing and location of health events. 
This leads to the use of the Limited Data Set (LDS),3 a category 
of datasets that includes up to 2 types of these Protected Health 
Information4 or Personal Identifiable Information,5 along with 
other non-identifiable data. Such constraints on LDS enable 
researchers to study specific populations without majorly com
promising individual privacy.6 Proper management of LDS 

access contributes to safeguarding privacy accordant with the 
Health Insurance Portability and Accountability Act (HIPAA) 
Privacy Rules7 and reinforcing public trust in healthcare 
practices, thereby empowering the robust growth of data- 
driven biomedical research. The LDS sharing protocol often 
encompasses proof of signed data use agreements (DUAs),8 as 
well as user demonstration of valid data-access credentials, 
such as possession of relevant biomedical training certificates 
from the Collaborative Institutional Training Initiative (CITI) 
program.9 As mandated by HIPAA, a DUA defines authorized 
users, delineates permissible actions, restrictions, and exemp
tions, includes legal provisions against re-identifying or directly 
contacting data subjects, and may also describe breach- 
reporting protocol.10 Meanwhile, training certificates ensure 
that researchers are well-versed in the necessary regulatory 
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standards governing the specific dataset.9 Given the need of 
researchers requesting data from organizations under different 
regulatory regimes,11,12 establishing an effective, institution- 
spanning process to verify these credentials is crucial to the 
continuity and efficiency of biomedical and clinical research.

Manual data access processes
Nonetheless, as depicted in Figure 1A, the current data access 
and delivery process is hindered by manual procedures 
involving various stakeholders, from researchers who seek 
data, to the data concierge offices responsible for verifying 
access credentials and facilitating dataset distribution. After 
gathering information on the access requirements, researchers 
must first obtain the necessary compliance training certifi
cates and sign the DUA specific to their desired dataset. The 
documents should then be sent to the concierge office who 
manually verifies their validity and expiration. The verifica
tion of these prerequisites at the data concierge office can 
often be a time-consuming task, especially when the informa
tion provided is incorrect or incomplete. This will not only 
prolong the researcher’s wait time but also introduce variabil
ity in the verification pace due to human factors, thereby add
ing non-trivial time costs to the overall research timeline 
from days to weeks. From the perspective of data concierge 
staff, the human labor required scales linearly with the num
ber of inquiries and the variety of documents related to each 

dataset. Moreover, this process must be repeated each time 
the researcher wishes to access another dataset, even if the 
required credentials such as CITI training certificates have 
been previously submitted and are still valid.

Centralized solution for data request management
To address these shortcomings and enhance the overall effi
ciency of data sharing, it is essential to adopt an automated 
system to confirm access credentials13 and consequently 
approve or deny access requests. A potential and intuitive sol
ution is the conventional model of a centralized database, 
which allows all relevant information of datasets, compliance 
certificates, and signed DUAs to be stored for future matching, 
thus preventing repeated submissions and verifications. How
ever, such centralization may pose innate workflow and secur
ity challenges: (1) by design, a centralized system is susceptible 
to the Single-Point-of-Failure (SPoF) risk, where information 
becomes inaccessible during server downtime (Figure 1B).14–16

(2) Centralization is also vulnerable to unauthorized access or 
alteration under compromised “admin” privileges, a less com
mon yet detrimental event that may remain undetected for a 
long time.15,17,18 (Figure 1C) (3) In an architecture shared 
among multiple institutions, this is even more challenging as it 
would require additional efforts to establish transparency with 
central administrators, so that auditors can independently 
confirm access history for auditing purposes (Figure 1D).19

Figure 1. Comparison of limited dataset request process between three institutions under different systems. (A) Traditional email process. Step 1. 
Researcher R1 from Institution 1 requests a dataset from Institution 2's data concierge office. Step 2. Office informs of requirements: data use 
agreement (DUA) and training certificates. Steps 1 and 2 are skipped if requirements are online (eg, on an official website). Step 3. Researcher R1 

submits DUA and certificates. Step 4. Office notes expired certificates. Step 5. Researcher R1 obtains and resubmits new certificates. Step 6. Office 
approves and delivers the dataset. Process repeats for subsequent researchers. (B) Centralized system. In this example, Institution 2 uses an automated 
system and serves as the centralized server; upon fulfilling dataset requirements, data is instantly sent to researchers. However, Institution 2 can present 
a single-point failure leading to data inaccessibility during server downtime. (C) Another centralized server risk of unnoticed, unauthorized data changes 
by administrators, resulting in different datasets for identical requests. (D) The third centralized server difficulty for auditors at other institutions to access 
request history without database permissions since the audit logs are not transparent to all parties. (E) Decentralized blockchain system. Each institution 
has a cloud environment with database storage, offering multiple benefits including: (1) no single-point failure, ensuring constant data accessibility; (2) 
immutable data and request records on the blockchain, preventing unauthorized changes; and (3) transparent cross-institutional request history queries 
for auditors.
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Needs for a decentralized data requesting system
Given inherent issues of the centralized database, a decentral
ized system that can function without a centralized repository 
emerges as the more technically fit solution to prevent: (1) 
central server outages, (2) data mutability, and (3) process 
opacity. In particular, the decentralized ledger blockchain has 
been advocated for use in various healthcare domains20 such 
as clinical data management,21–23 clinical research data log
ging,24 secured and unified health records access,25 genomic 
data access and gene-drug interaction recording,26,27 health 
data compliance and abuse detection,28 medical image shar
ing,29 and credential exchange for data sharing among veri
fied healthcare entities.30 Compared to the limitations of a 
centralized server, blockchain is known for (1) robustness 
against SPoF; information is broadcast across the network in 
a peer-to-peer fashion, enabling continuation of interaction 
even if a network participant (node) ceases to function, 
thereby eliminating the SPoF risk inherent in a centrally- 
coordinated schema. Furthermore, blockchain enhances 
security through (2) its resistance to unauthorized data modi
fications with the intentional duplication of data at each 
node, ensuring easy detection of record modification. (3) 
Lastly, blockchain improves widespread transparency in data 
sharing; as each node holds a copy of the entire data ledger, 
all information becomes accessible and verifiable by any par
ticipant.15,31 Another advantage of blockchain infrastructure 
is the integration of smart contracts,31 which are customiz
able programs stored and executed on the blockchain that 
automate credential verification and data distribution. Smart 
contracts inherit blockchain's core features: decentralization, 
immutability, and transparency for the code (in addition to 
the data). These characteristics of blockchain and smart 
contracts make them particularly well-suited to enhance 
automation, accuracy, and decentralization in LDS sharing.  
Figure 1E summarizes the benefits of a decentralized block
chain system.

Related work
Several blockchain- and smart contract-based proposals have 
aimed to refine the data request workflow, each with varied 
focuses and degrees of complexity.32–36 For example, a past 
study demonstrated blockchain's capability to store and 
retrieve training certificates, but it has yet to address the auto
mated verification of access credentials and the release of 
access links upon approval.35 Another study targeted storing 
dataset metadata in the approval protocol and negotiating 
DUA terms multilaterally, but has yet to incorporate the cre
dential verification process.32 Additionally, a different 
approach used blockchain as an honest service to facilitate 
access based on user trust and reputation, granting or deny
ing access based on predicted noncompliance risk, and has 
yet to verify regulatory compliance through formal training 
certificates and/or DUA.34 Regarding the traceability of data 
request history, several studies leveraged blockchain's trans
parency for “built-in” auditing, displaying all data requesting 
activities. However, the recorded information was presented 
as either identifiers33 or hashed strings,36 which requires fur
ther maneuvers to concretely locate actors and actions within 
a specific timeframe; a domain-specific design that allows 
intuitive filtering and auditing has yet to be developed. From 
an architectural standpoint, previous proposals focused on 
single-site blockchain evaluations34 or multi-site blockchain 
implementations where each site had identical hardware 

specifications.33 One study used computers with varying 
capacities without conclusively determining the impact of 
this design on system performance.36 Additionally, while sev
eral studies have measured system efficiency,32 more statisti
cally comprehensive evaluations have yet been conducted. 
Thus, there is a need for a non-homogeneous architecture 
that accommodates configuration heterogeneity and is sys
tematically evaluated for time efficiency, providing a statisti
cally significant metric.

In summary, there has yet to be a data-sharing request 
management system that can: (1) automatically handle key 
aspects of the LDS sharing mechanism, including verification 
of access credentials and delivery of data links; (2) allow 
users to query access activities with transparent ease; and (3) 
provide comprehensive evaluations in cross-site environments 
with varied computational configurations.

Objective
We aimed to expedite the sharing request of LDS through (1) 
the development of a streamlined platform that may allow 
distributed, immutable management of network activities, (2) 
provide transparent and intuitive auditing of data access his
tory, and (3) systematically evaluate it on a multi-capacity 
network setting for meaningful efficiency metrics.

Methods
Method overview
A schematic representation of our proposed workflow is in  
Figure 2, with a sample network of three institutions, each 
deployed within a cloud environment with varying computa
tional settings. From researchers’ standpoint, they can request 
datasets from any institution within the system, and they can 
expect to receive fast responses. Specifically, successful 
requests yield data sharing links, while unsuccessful ones 
result in the reasons of denial (eg, absence of a certificate, 
expired certificate, or lack of a signed DUA). Instead of 
directly storing the entire protected content of LDS datasets 
on-chain, our system employs data sharing links to ensure 
data privacy. Additionally, auditors from any institution have 
the capability to query the data request history across the net
work (ie, auditor at Institution 3 can query requests not only 
of Institution 3 but also of Institution 1 and Institution 2). The 
following sections provide detailed specifics of our system: sec
tion “Smart contract architecture” outlines the smart contract 
architecture; section “Workflows” discusses system work
flows; section “Data” details our test data; section 
“Implementation” describes system implementation; and sec
tion “Evaluation settings” covers evaluation setting.

Smart contract architecture
Our framework includes 2 categories of smart contracts: 
stakeholders and utility. In particular, the stakeholder con
tracts include Institution, Researcher Management, and Data 
Concierge, to represent each critical entity involved in the 
data access request process. These smart contracts can man
age, monitor, and record metadata according to their specific 
roles. Next, utility contracts consist of Log, Connector, and 
Date Time, which act as supportive utility components within 
the system. The main architecture governing the interplay of 
these smart contracts is in Figure 3. Further details of each 
smart contract are provided in Table 1.
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Workflows
Our system streamlines LDS access requests with three sub- 
workflows:

1) Metadata initialization. Building on the capabilities dem
onstrated in previous studies where the metadata and 
PDF files of credential certificates can be stored on-chain, 
our initialization step extends the data request pipeline 
by transmitting metadata regarding the dataset into our 
system through the invocation of the Data Concierge 
smart contracts (Table 2a). All submitted dataset meta
data are coupled with their respective DUA. Records of 
researchers who have signed the DUAs are maintained in 
the Data Concierge smart contract. Similarly, the 
Researcher Management contracts are invoked to trans
mit metadata of certificate types and expiration dates 
(Table 2b). Each certificate is individually imported, mir
roring the practice of a researcher individually submitting 
their newly acquired certificate onto the system. 

2) Researcher access request processing. Detailed backend 
interactions involved in the access request and delivery 
process between any two institutions are shown in  
Figure 4. First, a researcher initiates an access request 

through their institution's Researcher Management smart 
contract, which then forward the request to the destina
tion institution’s Data Concierge smart contract. The Data 
Concierge smart contract will automatically verify the val
idity of training certificates and DUA metadata. Upon suc
cessful verification, a data sharing link is provided to the 
requester. In cases of denial, the system provides specific 
reasons for the rejection. Additionally, the Data Concierge 
smart contract would help record every request, along 
with its outcome and timestamp, to the Log contract, with 
which auditors can subsequently query. Descriptions of 
the access request fields are in Table 2. 

3) Audit-log querying. Auditors from any institution can 
retrieve the request history via the log query function of 
the Log smart contract. For example, an auditor can 
find records of instances where Researcher A asked for 
Dataset D from Institution 1 during the period between 
Time Point M and N. The details of the audit-log query 
are described in Table 2d. 

Data
To evaluate our prototype, we generated synthetic data 
designed to emulate real-life scenarios of researchers 

Figure 2. Overview of the method workflow in a blockchain network comprising three institutions, each with a different computational configuration. (1) 
Successful Data Request. Researcher R1 requests dataset D1 from Institution 2 and promptly receives a data sharing link. (2) Unsuccessful Data 
Request. Researcher R1 from Institution 1 requests dataset D2 from Institution 2 but is immediately notified that their certificates have expired. (3) 
Auditing Process. An auditor from Institution 3 who wishes to look up the requesting history of datasets from Institution 1 and 2 can query other 
institutions’ history seamlessly.
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requesting data across three institutions; each institution con
sisted of 20 researchers and 10 datasets, accompanied by the 
corresponding DUA per dataset. Each dataset may require 
recipients to possess up to three distinct types of training cer
tificates, and correspondingly, each researcher may hold up 
to three specific training certificates. Researcher access 
requests were random matched among all researchers and 
datasets, regardless of their institutional affiliations. With 
regards to the auditing functionality, we generated an 
exhaustive list of all possible query combinations to facilitate 
thorough testing. An audit-log query includes 6 inputs: 
Researcher Email, Institution of Dataset, Dataset, Start Time, 
End Time, and Response Type (details described in  
Table 2d). Additionally, “�” is a “wild card” parameter in 
audit-log queries representing all possible inputs for that 
parameter. We examined every possible combination of log 
queries, including those that produced results and those that 
would return an empty value. The numbers of the generated 
data are shown in Table 3.

Implementation
Based on prior surveys,37,38 we chose Ethereum, an open- 
source blockchain platform with smart contract support,39 to 
be the underlying infrastructure for our prototype due to its 
proven versatility and robust support in biomedical 
research.20 Compared to newer alternatives like Hyperledger 
Fabric40 or Corda,41 Ethereum allows flexible configuration 
of both public and private networks. It also offers pseudo- 
anonymization through hashes, enhancing user privacy pro
tection and facilitating regulatory compliance.42 Addition
ally, Ethereum’s long-established, active developer 
community ensures consistent, robust support across many 
applications.43 We selected the Proof-of-Authority (PoA) 
consensus protocol,44 designed for private blockchains where 
only authorized parties may join the network. The choice of 
private blockchain aligns with our goal of modeling a multi- 
node system in an environment with semi-trusted relation
ships among participants, unlike public blockchains which 
would expose data to all, including unwarranted parties.45

Figure 3. Smart contract architecture of three institutions. The system incorporates six types of smart contracts. Connector, Log, and Date Time function 
as utility smart contracts within this architecture, highlighted in gray. Each Institution smart contract supervises a Data Concierge and a Researcher 
Management contract unit. Institution smart contracts communicate with one another via the utility Connector. Further details on the roles and 
interactions of these smart contracts are provided in Section “Smart contract architecture”.

Table 1. Detailed description of individual smart contracts.

Category Smart contract Description

Stakeholder Institution � Manage other types of stakeholder contract 
� Communicate with Connector and other Institution contracts 

Researcher Management � Store and update researcher’s certificate metadata (email, completed certifications, etc.) 
� Let researchers submit data access requests 

Data Concierge � Store and update metadata of datasets and their corresponding DUA 
� Receive and process access requests 

Utility Log � Store timestamped records of data access requests 
� Allow querying of all records 

Connector � Store and pass along addresses of each member contract 
Date Time � Convert between calendar and Unix time units 
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For the development of the smart contract, we employed Sol
idity version 0.8.4,46 Go Ethereum (Geth) version 1.12.7.47

and used Remix to design and test the smart contract codes.48

Furthermore, Web3j version 4.5.0,49 a Java library for Ether
eum smart contract interactions, was leveraged for our off- 
chain Java programming along with Bash scripts. Summary 
of the implementation is illustrated in Figure 5.

Evaluation settings
To test the system’s feasibility under real-world scenarios 
when each site may come with varying computational 
capacity, we evaluated the system on three Amazon Web 
Service (AWS) Virtual Machines (VMs) with different hard
ware specifications. The system's performance may be influ
enced not only by the inherent speed threshold of the 
blockchain, which establishes a fixed upper limit,15 but also 
by the specifications of the system's hardware and network 
capacities, including factors such as CPU and RAM. The con
figurations of the VMs were as follows: the large VM (ie, 
Institution 1) had 4 vCPUs, 16 GB of RAM, and 200 GB of 
storage; the medium VM (ie, Institution 2) had 2 vCPUs, 8 
GB of RAM, and 100 GB of storage; and the small VM (ie, 
Institution 3) had 2 vCPUs, 4 GB of RAM, and 50 GB of 
storage. Our performance evaluation metric was time-based, 
a concrete metric most relevant to clinicians and researchers 
and focused on several key operations: smart contract 
deployment, metadata initialization (including researcher’s 
certificate metadata and dataset metadata, as described in  
Table 2a and Table 2b, respectively), researcher access 
request processing (Table 2c), and audit-log querying 

(Table 2d). We specifically measured the time of each access 
request and each audit-log query. To ensure the robustness 
and statistical significance of our findings, experiments were 
repeated 30 times. Additionally, we applied unpaired t-tests 
to all inter-institutional comparisons, with a significance 
threshold at 0.05.

Results
Smart contract deployment
The initial deployment of smart contracts was launched from 
Institution 1, which then shared the addresses of these smart 
contracts with all participating sites, representing a one-time 
setup cost for each experiment. The entire duration to deploy 
1 Connector, 3 Institution, 3 Researcher Management, 3 
Data Concierge, 1 Log, and 1 Date Time contracts, along 
with the branching of their interconnections, took on average 
36.035 s with a standard deviation of 2.032 s over 30 experi
ments. On a per-contract basis, the average smart contract 
deployment time was 2.117 s with a standard deviation of 
0.123 s.

Metadata initialization
Figure 6A presents the overall metadata import times for the 
three institutions. The system took a maximum import time 
of 146.620 s at Institution 3 for both dataset and researcher’s 
certificate metadata. On the other hand, Institution 1 took 
the shortest time of 135.265 s. Comprehensive details of the 
data import times for each of the three sites are demonstrated 
in Table 4a.

Table 2. Details of (a) dataset metadata, (b) researcher’s certificate metadata, (c) researcher access request, and (d) audit-log query. “�” can be an input 
for any of the audit-log query fields.

Type Field Description Example(s)

(a) Dataset metadata Dataset name Dataset’s full name, which is the unique 
identifier of the dataset

Data Set 21

Dataset link Dataset’s data delivery link https://dataset_repository.com/data_ 
set_21

Owner researcher Dataset owner’s email janedoe@inst2.edu
Required certificate List of required certificates for dataset 

access
Biomedical Data Only Research,  

Biomedical Informatics Research
DUA number Unique identifier links to the relevant 

DUA
DUADS21

Signed researchers List of researchers who had signed the 
DUA

tskuo@inst1.edu, johndoe@inst3.edu

(b) Researcher’s certificate  
Metadata

Researcher name Researcher’s full name Tsung-Ting Kuo
Researcher email Researcher’s email address, which is the 

unique identifier of the researcher
tskuo@inst1.edu

Certificate name Certificate’s full program name Biomedical Data Only Research
Certificate expiration date Certificate’s expiration date 12/19/2026

(c) Researcher access request Researcher email Email address of the researcher who 
performed the request

tskuo@inst1.edu

Institution of dataset Data-generating healthcare site Institution 2
Dataset Full name of the requested dataset Data Set 21
Request time Unix timestamp of the request time 1703126751 (December 20, 2023, 

18:45:51 PST)
(d) Audit-log query Researcher email Email address of the researcher who 

performed the request
tskuo@inst1.edu

Institution of dataset Data-generating healthcare site Institution 2
Dataset Full name of the requested dataset Data Set 21
Start time Unix timestamp of query start time 1483257600 (January 01, 2017, 

00:00:00 PST)
End time Unix timestamp of query end time 1704009600 (December 31, 2023, 

00:00:00 PST)
response type Type of response of the requests N (denied request)
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Researcher request processing
The total runtime for all researcher requests varied across 
institutions, with Institution 3 experiencing the longest dura
tion of 984.385 s and Institution 2 the shortest at 574.783 s. 
Per institution, the average time for a researcher request 
ranged approximately from 2.161 to 2.395 s. Detailed results 
of the researcher requests for all three sites are presented in  
Table 4b. These variations are further depicted in Figure 6B, 
which illustrates the time taken per researcher request at each 
of the three institutions.

Audit-Log querying
A total of 363 072 audit-log queries were performed at all 
three institutions. The overall runtime for these queries 
spanned a range from 399.223 to 417.933 s per site. This 

range is further explored in Figure 6C, which compares the 
per query time across the 3 sites. Given our exhaustive testing 
approach of all combinations, many of these queries did not 
yield any output. For queries with non-empty output (queries 
that yielded at least one record), the average return time var
ied from 2.613 to 2.708 ms. For queries with empty output 
(queries that did not yield any returned records), the average 
return time varied from 0.962 to 1.009 ms. Detailed results 
of the audit-log queries for each site are detailed in Table 4c.

Discussion
Findings in each workflow
In general, variations were observed in time measurements of 
metadata initialization, researcher request processing, and 

Figure 4. Workflow of researcher requests and smart contract interactions between two institutions. A researcher from Institution 1 requests a dataset from 
Institution 2's data concierge office. Step 1. Researcher submits a request via Institution 1's Researcher Management 1 smart contract. Step 2. This contract 
retrieves addresses of Connector and Institution 2's Data Concierge 2 smart contract. Step 3. Data request is sent to Data Concierge 2 smart contract. Step 4. 
Data Concierge 2 smart contract verifies training certificate and DUA information. Step 5. Data Concierge 2 smart contract records the request history in the 
Log smart contract. Step 6. Decision is relayed back to Researcher Management 1 smart contract. Step 7. Researcher receives a response.

Table 3. Statistics of the synthetic data.

Institution Metadata Researcher access request Audit-log query

Number of researchers Number of datasets Number of researcher access requests Number of log queries

1 20 10 350 363 072
2 20 10 266
3 20 10 411
Total 60 30 1027
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Figure 5. Implementation architecture of the system. The system was hosted on a 3-node blockchain network with three Amazon Web Service (AWS) 
virtual machines of different computational resources. At every node, the same technology stack from infrastructure to application level was 
implemented, comprising the underlying Ubuntu operating system of the virtual machines, the Ethereum blockchain, and the programming language 
Solidity to enable the smart contract components. The Web3j library was used to relay communication between on-chain and off-chain modules, and a 
Java-based backend method was developed to facilitate data submission and retrieval.

Figure 6. Evaluation of system performance across three emulated institutions. The standard deviation for each measured value is represented as an 
error bar. (A) Overall metadata initialization time, including import times for researchers’ certificate metadata and dataset metadata. (B) Per researcher 
access request time. (C) Per audit-log query time.
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audit-log record querying across the three institutions, which 
may be attributed to the difference in specifications of their 
respective hardware. The overall system performance is 
determined by Institution 3 (the VM with the lowest 
specifications).

For metadata initialization, Institution 2 has the fastest 
per-metadata initialization time for both researcher’s certifi
cate metadata and dataset metadata. Specifically, with 
regards to per certificate import speed, Institution 2 (2.858 s) 
demonstrated a 10.16% faster performance compared to 
Institution 1 (P-value of 7.75×10−11) and a 21.34% faster 
performance than Institution 3 (P-value of 1.11× 10−18). 
Similarly, in the case of per dataset metadata import, Institu
tion 2 (4.188 s) was marginally faster than Institution 1 at 
2.63% (P-value of .043) and 13.69% faster than Institution 
3 (P-value of 3.27×10−13).

For researcher access request processing, given the varia
tion in the total number of requests per institution, we uti
lized the time metric of per researcher request for 
comparative analysis. On this basis, Institution 1 processed 
requests 9.23% faster than Institution 3 (P-value of 
3.90× 10−7). However, the difference in request times 
between Institution 1 and 2 was minimal (P-value of .117), 
which might be due to the fact that the ratios of successful 
and denied requests might differ at each site. The t-test analy
sis of per successful request (P-value of .049) and per denied 
request (P-value of .407) between Institution 1 and 2 con
firmed that there was no significant time difference in the per 
researcher request.

For audit-log querying, the variation observed in overall 
log query time follows the differences in computational speci
fication of the three institutions: Institution 1 had the fastest 
performance, followed by Institution 2 and 3. It was also 
observed that the majority of the time consumed in this audit
ing function might be spent on constructing the string value 
of the output, which may explain why queries without empty 
output (ie, denied) were faster than those yielding non-empty 
output (ie, approved). The results showed that Institution 1 
was approximately 2.41% faster than Institution 2 (P-value 
of 1.43×10−17) and 4.48% faster than Institution 3 (P-value 
of 2.24× 10−22). Notably, queries resulting in empty output 

were observed to be significantly faster than those with non- 
empty output (P-value of 3.63×10−170), which also has 
greater standard deviation. Despite the differences between 
queries with empty and non-empty output, we were able to 
achieve sufficiently fast query times at the millisecond range.

Findings in comparative analysis
The comparative analysis among the three institutions reveals 
that the hardware capacity and computational power can 
influence the time a VM takes to complete a given task. This 
was particularly evident in audit-log querying which was exe
cuted locally on each VM. The results mirror the computa
tional capacity hierarchy of high (Institution 1), medium 
(Institution 2), and low (Institution 3).

Nevertheless, it is possible that once a VM’s specifications 
reach a certain threshold (“medium” or higher in computa
tional power), further improvements in performance become 
marginal, at which point other factors such as network speed 
begin to exert a more pronounced effect on results. In our 
experiments, both metadata initialization and researcher 
access request processing involve writing to the blockchain 
and possibly interacting with other smart contracts. Conse
quently, network speed may become a crucial factor in these 
processes, potentially accounting for the better performance of 
Institution 2 in these specific areas compared to Institution 1.

Our choice of a private blockchain implementation utilizing 
a PoA protocol reduces the impact of computational capacity, 
which is less critical than on a public blockchain where exten
sive computation is essential for maintaining speed. Thus, 
even with limited computational power as seen in Institution 
3, the system managed to maintain a relatively quick average 
response time of 2.395 s per researcher request. This efficiency 
marks an advancement from the traditional manual email 
method, demonstrating the system's ability to reduce response 
times from potentially hours or days to mere seconds, even 
under varied computational capacities.

Limitations
There are several limitations with our current system design 
and experiments as follows.

Table 4. Detailed running time results of (a) metadata initialization, (b) researcher access requests, and (c) audit-log queries, at three institutions.

Statistics Institution 1 Institution 2 Institution 3

(a) Metadata initialization Overall 135.265 (6.393) 139.044 (5.400) 146.620 (5.897)
Overall researcher’s certificate metadata import 92.250 (4.806) 97.161 (4.378) 98.095 (4.719)
No. of certificates� 29 34 27
Per certificate 3.181 (0.166) 2.858 (0.129) 3.633 (0.175)
Overall dataset metadata import 43.015 (2.342) 41.883 (1.635) 48.525 (2.933)
No. of datasets� 10 10 10
Per dataset 4.301 (0.234) 4.188 (0.163) 4.853 (0.293)

(b) Researcher access 
request processing

Overall 760.895 (41.522) 574.783 (27.401) 984.385 (41.057)
No. of researchers’ requests� 350 266 411
Per request 2.174 (0.119) 2.161 (0.103) 2.395 (0.100)
Per successful request 2.183 (0.141) 2.148 (0.103) 2.399 (0.122)
Per denied request 2.172 (0.116) 2.164 (0.107) 2.394 (0.100)

(c) Audit-log querying Overall 399.223 (1.842) 409.094 (3.307) 417.933 (3.558)
No. of log queries� 363,072 363,072 363,072
Per query (milliseconds) 1.096 (0.005) 1.123 (0.009) 1.147 (0.010)
Per query, with empty output (milliseconds) 0.962 (0.005) 0.987 (0.008) 1.009 (0.009)
Per query, with non-empty output (milliseconds) 2.613 (0.010) 2.661 (0.017) 2.708 (0.018)

All times (except per query results) are measured in seconds, with standard deviations provided in parentheses.
�

Counts.
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1) To demonstrate the feasibility of a blockchain-based 
LDS management system, we evaluated our method on 
a fixed-size network. A recent study demonstrated that 
system performance remained stable as the number of 
network nodes increased from 3 to 5,43 suggesting that 
adding more institutions could enhance the aggregated 
computational power. However, the full impact of node 
scalability on system speed, stability, and overall per
formance remains to be explored, particularly with a 
substantial increase in nodes. 

2) Beyond the number of institutional sites, the volume of 
data requests could also impact the scalability of our 
system. While our system has been evaluated with over 
1000 data requests, larger or less-uniformly-distributed 
requests across institutions could affect performance. 
For example, one institution may have many users sub
mitting data requests simultaneously. To address such 
scenarios, potential improvements could include concur
rent or grouped submission of requests or deploying 
multiple nodes per institution to better manage larger 
request volumes. 

3) Another limitation of our evaluation is the use of syn
thetic data. Real data requests may introduce additional 
metadata elements that our current prototype has not 
accounted for. We have yet to collaborate with various 
institutions to gather detailed metadata fields, and to 
develop a generalized metadata coding system that can 
accommodate a broader range of real-world datasets. 

4) Our system was tested on three AWS virtual machines 
to simulate three institutional sites. However, real-world 
institutions might use different cloud providers, such as 
Google Cloud Platform or Microsoft Azure, each of 
which may have unique technical configurations that 
could impact network latency and bandwidth. Addition
ally, the AWS servers in our study were likely confined 
to a single region, which may not accurately reflect the 
diversity of institutions operating across multiple 
regions or globally. Previous research has shown that a 
cross-cloud infrastructure can achieve relatively consis
tent performance across platforms.24 Future improve
ment of our system could involve evaluating both cross- 
cloud architectures and geographically distributed set
ups to better reflect real-world scenarios. 

5) Our system currently utilizes Ethereum as its blockchain 
infrastructure. We have yet to explore other blockchain 
frameworks (eg, Hyperledger Fabric or Corda) for their 
varying scalability, privacy features, and security mecha
nisms that could better support the protection of sensi
tive biomedical data. 

6) While the core components of our method, specifically 
the smart contract codes, are available on GitHub to 
facilitate easier deployment and replication, we have yet 
to develop a fully hardened software and build a com
prehensive codebase or Docker-based implementation of 
the system. 

7) Our system currently prioritizes secure and efficient data 
access within the existing framework, which minimizes 
the attack surface by avoiding the direct sharing of full 
data files. As such, we have yet provided direct access to 
data content beyond data links. Integrating the Inter
Planetary File System (IPFS) for distributed storage and 
encrypted data transmission is a potential enhance
ment.36,50 Data stored in IPFS may be split into smaller 

encrypted chunks before being distributed across the 
network. Files are then retrieved based on their crypto
graphic hash; only authorized users with the appropriate 
decryption key are able to reassemble and decrypt the 
data. This ensures that even if the hash or encrypted 
chunks are exposed, the underlying sensitive data 
remains secure and inaccessible without the key.51

8) In terms of enhancing integrity and security, we have yet 
to restrict system access to institutional personnel 
through institutionally-verified sign-on procedures. 
Since every action on the blockchain is recorded immu
tably, implementing a credential-based access control 
mechanism can connect these activities to specific users, 
which could improve traceability and ensure the integ
rity/security of data transactions within the system. 

9) Direct comparison with current human-based processes 
could provide valuable insights into the quantitative 
improvement and efficiency gained through our 
blockchain-based method. We have yet to collaborate 
with data concierge staff to empirically measure the end- 
to-end time for dataset sharing across institutions, using 
both manual protocols and our system. We also aim to 
develop a web-based user interface and conduct quanti
tative studies to assess its usability among researchers, 
institutions, and concierge staff. 

Conclusions
Our system demonstrates a viable prototype leveraging 
blockchain networks and smart contracts to streamline the 
LDS sharing process with approximately 2 s of processing 
and immutably storing each request on chain. It addresses 
challenges such as the elimination of SPoF and unauthorized 
data modifications, while ensuring the intuitive auditability 
and transparency of the data access trail. The system has 
been evaluated across multiple sites in a pragmatic computing 
environment, featuring varying computational capacities 
across sites. The evaluation demonstrates the system's effi
ciency; as even the computational setup with the lowest speci
fications was reasonably sufficient, the system has shown its 
definite edge over traditional manual email-based methods.

Our blockchain-based automated data sharing system may 
also revolutionize the way clinical research data is shared 
among researchers, thereby facilitating stronger cross- 
institutional collaboration and expediting advancements in 
biomedical studies. Specifically, clinical researchers are pro
vided with quicker and more reliable access to diverse data
sets, leading to potential improvement in diagnostic accuracy 
and more personalized patient treatment plans. Meanwhile, 
patients may benefit from the immutable access history of 
their health information, as supported by transparent audit 
logs to assure that their data are only accessed by granted 
parties. Moreover, auditors can review the access audit trail 
to ensure the whole data request process is conforming to 
policies and regulations. This innovative approach can both 
accelerate the speed of biomedical research and clinical stud
ies and establish a stronger foundation for how medical data 
is managed and utilized.
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