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Abstract 

Background:: Computational approaches to support rare disease diagnosis are 
challenging to build, requiring the integration of complex data types such as ontolo-
gies, gene-to-phenotype associations, and cross-species data into variant and gene 
prioritisation algorithms (VGPAs). However, the performance of VGPAs has been difficult 
to measure and is impacted by many factors, for example, ontology structure, annota-
tion completeness or changes to the underlying algorithm. Assertions of the capa-
bilities of VGPAs are often not reproducible, in part because there is no standard-
ised, empirical framework and openly available patient data to assess the efficacy 
of VGPAs—ultimately hindering the development of effective prioritisation tools.

Results:: In this paper, we present our benchmarking tool, PhEval, which aims to pro-
vide a standardised and empirical framework to evaluate phenotype-driven VGPAs. The 
inclusion of standardised test corpora and test corpus generation tools in the PhEval 
suite of tools allows open benchmarking and comparison of methods on standardised 
data sets.

Conclusions:: PhEval and the standardised test corpora solve the issues of patient 
data availability and experimental tooling configuration when benchmarking 
and comparing rare disease VGPAs. By providing standardised data on patient cohorts 
from real-world case-reports and controlling the configuration of evaluated VGPAs, 
PhEval enables transparent, portable, comparable and reproducible benchmarking 
of VGPAs. As these tools are often a key component of many rare disease diagnostic 
pipelines, a thorough and standardised method of assessment is essential for improv-
ing patient diagnosis and care
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Background
Rare diseases are defined as diseases affecting fewer than 200,000 individuals in the 
United States or fewer than 1 in 2000 individuals in the EU [1]. It is estimated that over 
400 million people worldwide are affected by some rare disease [2]. Oftentimes these 
diseases are so rare and complex that a patient may take years or even decades to receive 
an accurate diagnosis. Many rare diseases can be caused by extremely small errors in a 
patient’s genetic code. Accurately identifying genetic variants in patient data can greatly 
aid in the understanding of their conditions [3]. Since the average human has around 
4–5 million variations in their genetic profile, most of which are not relevant to their 
disease(s), the process of utilising genomic information in diagnosis is twofold: identify-
ing a specific patient’s variants by sequencing and then prioritising those variants to only 
those with a high likelihood of being relevant to the patient’s phenotypes of interest [4, 
5].

Next-generation sequencing (NGS) techniques, such as Whole Exome Sequencing 
(WES) and Whole Genome Sequencing (WGS), provide fast and cost-effective ways 
to quickly profile patient genetic information content. The extensive amount of genetic 
profiles generated by NGS techniques is then processed by variant and gene prioriti-
sation algorithms (VGPAs). These algorithms implement a variety of methodologies, 
including leveraging phenotype ontologies, integrating cross-species data, analysing 
gene expression patterns, among others, with specific approaches varying across tools. 
Over the years, VGPAs have demonstrated utility in clinical diagnostics and research, 
enabling clinicians and researchers to pinpoint potentially pathogenic variants responsi-
ble for rare diseases.

Phenotype data, which describes an individual’s observable traits, clinical features, and 
medical history, plays a significant role in understanding the potential impact of genetic 
variants. The Human Phenotype Ontology (HPO) is a specially designed vocabulary and 
organisational structure which enumerates and categorises all human phenotypes [6]. 
HPO is widely used in diagnostic pipelines in many clinical and research settings.

In rare disease diagnosis, the integration of phenotype data into VGPAs has proven 
crucial for enhancing the accuracy and clinical relevance of genomic variant interpreta-
tion [7]. A key component of the integration of phenotype data and VGPAs is the utili-
sation of HPO terms, which serves as a crucial link between genomic information and 
clinical medicine, with the goal of covering phenotypic abnormalities in monogenic 
diseases [6]. More than 20 VGPA tools leverage HPO to incorporate phenotypic data 
in their algorithms [8], including well-known examples such as Exomiser [9], LIRICAL 
[10], and Phen2Gene [11]. Work by Robinson et al., Jacobsen et al., and Thompson et al. 
has provided insights into improving diagnostic yield, defined as the proportion of cases 
where a causative entity is correctly identified, achieved by integrating phenotype data 
within variant prioritisation algorithms [8, 12, 13].

Our group has highlighted the importance of combining variant and phenotype 
scores into a unified score for the effective prioritisation of genetic variants when utilis-
ing Exomiser [9], a VGPA developed by the Monarch Initiative [14]. We demonstrated 
a significant advancement in the accuracy of Exomiser for predicting relevant disease 
variants when utilising a combination of genomic and phenotypic information. On a 
dataset of 4877 patients with a confirmed diagnosis and both genomic and phenotypic 



Page 3 of 18Bridges et al. BMC Bioinformatics           (2025) 26:87  

information, Exomiser correctly identified the diagnosis as the top-ranking candidate in 
82% of cases, compared to only 33% and 55% when solely considering the variant or phe-
notype scores respectively [8]. The incorporation of phenotype data from both mamma-
lian and non-mammalian organisms into variant prioritisation algorithms has proven to 
increase accuracy even further. In work by Bone et al. the integration of diverse organ-
ism data, encompassing human, mouse, and zebrafish phenotypes, in conjunction with 
the phenotypes associated with mutations of interacting proteins, led to a substantial 
improvement of 30% in performance, with 97% of known disease-associated variants 
from the Human Gene Mutation Database (HGMD) detected as the top-ranked candi-
date in exomes from the 1000 Genomes project that were spiked with the causal variant 
[15].

Given variant or gene prioritisation algorithms (VGPAs) are critical diagnostic tools, 
it is critical that they should be benchmarked before they are utilised in healthcare. 
Numerous benchmarking studies have been conducted by researchers [15–17], primarily 
with the objectives of evaluating the performance of new prioritisation algorithms, per-
forming comparative analyses with existing algorithms, and executing comprehensive 
reviews of algorithms already in use [10, 11, 18]. However, many of these benchmarks 
face challenges with reproducibility due to insufficient documentation of benchmark-
ing methodologies and closed data sets. Academic software providers and commercial 
vendors alike often make effectiveness claims, but these are difficult for third parties to 
independently reproduce and validate. A key step towards enhancing benchmark rig-
our involves providing transparent and detailed documentation, including data sources 
and versions, algorithm versions, data pre-processing steps, parameter settings, and 
provided uniform output from each tool. An anecdote that illustrates the importance 
of clearly documenting benchmarking methodologies and providing the experimen-
tal pipeline in a reproducible manner is demonstrated by a comparative analysis of ten 
gene-prioritisation algorithms performed by Yuan et al. The study revealed a significant 
variance in Exomiser’s performance compared to previous benchmarking outcomes 
[19]. In response, Jacobsen et al. clarified this discrepancy by identifying crucial differ-
ences in the parameter settings employed by Yuan et al., which were the likely explana-
tion for the observed differences in the performance of Exomiser [20]. Fortunately, Yuan 
et al. included the data necessary for reproducing their study, which played a pivotal role 
in facilitating the correction of discrepancies.

Beyond concerns related to documentation and reproducibility, another significant 
issue in present benchmarks is the lack of standardisation, particularly concerning the 
types of test data and performance evaluation metrics used. Consequently, some test 
datasets may exhibit better performance than others, and the choice of which metrics 
to use may favour specific algorithms, introducing an element of subjectivity. Such vari-
ability raises questions about the consistency and comparability of benchmark results 
across studies. Additionally, while synthetic datasets are valuable tools for controlled 
evaluations, they come with inherent limitations in their ability to represent real-world 
scenarios. Simulated datasets are typically designed based on simplified models, and as 
such, may not encompass the full spectrum of genetic variants and phenotypic complex-
ities encountered in clinical settings. The use of simulated data may inadvertently favour 
algorithms that perform well under the specific conditions and assumptions embedded 
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in these datasets, potentially leading to results that diverge significantly from those 
observed in real-world applications. These challenges collectively create conditions that 
can make achieving rigour in benchmarking studies more difficult.

There is a notable scarcity of benchmarks specifically designed for evaluating VGPAs. 
This hinders the objective assessment and comparison of different VGPAs. Without 
established benchmarks, researchers and clinicians encounter difficulties in gauging 
the accuracy, efficiency, and clinical relevance of different algorithmic approaches. The 
absence of these benchmarks also limits opportunities for identifying areas of improve-
ment and innovation within the field of VGPA, potentially slowing down progress in rare 
disease diagnostics and genomic medicine as a whole.

Benchmarking VGPAs that rely on phenotype data presents a multifaceted challenge 
due to the extra algorithmic complexity required to monitor performance over time, as 
well as the additional requirements for test data, pre-processing and analysis. One key 
hurdle lies in the necessity to preprocess and transform the test data effectively. Patient 
phenotypic profiles are typically represented as a collection of HPO IDs (an alphanu-
meric code assigned to each specific phenotype term), and the descriptive label or name 
associated with each phenotype. However, the divergence in data formats expected by 
different VGPAs—from simple flat lists to highly structured—complicates the bench-
marking process. Here, the GA4GH Phenopacket-schema aims to provide a solution, 
serving as a standardised and extensible format for representing an individual’s disease 
and phenotype information, facilitating the consistent exchange of phenotypic data 
and playing a crucial role in genomics research by aiding in the understanding between 
genetic variations and observable traits [21].

The complexity of benchmarking these algorithms increases due to the variety of dif-
ferent interfaces that are needed to support these methods. Each algorithm must be 
individually invoked and executed, often demanding a significant amount of compu-
tational resources. Additionally, the logistical aspects of coordinating diverse software 
components with a variety of implementation details such as programming language 
and dependencies adds to the complexity. Configuring each VGPA correctly can often 
involve managing complex configuration files, where performance depends on under-
standing and fine-tuning multiple parameters. Ensuring all data dependencies, such as 
paths to data references and resources, are properly set up is also a key part of this chal-
lenge. Even more complexity is created by the need to ensure the desired versions of 
each tool and input data version are used and to execute them in a systematic and repro-
ducible manner.

Beyond the individual execution of algorithms, the benchmarking process also has to 
harmonise the diverse output formats generated by these tools. To enable meaningful 
comparisons and evaluations, the outputs must be transformed into a uniform format. 
This standardisation allows for consistent and structured analysis across different algo-
rithms, ensuring that the results are interpretable and facilitating fair assessments of 
their performance.

To tackle the absence of standardised benchmarks and data standardisation for 
VGPAs, we developed PhEval, a novel framework that streamlines the evaluation of 
VGPAs that incorporate phenotypic data. PhEval is built on the Phenopacket-schema, 
a GA4GH and ISO standard for sharing detailed phenotypic descriptions with disease, 
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patient, and genetic information, enabling clinicians and other researchers to build and 
share more complete models of disease in a standardised format. PhEval offers the fol-
lowing value propositions:

• Automated processes: PhEval automates various evaluation tasks, enhancing effi-
ciency and reducing manual effort.

• Standardisation: The framework ensures consistency and comparability in evaluation 
methodologies, promoting reliable assessments.

• Reproducibility: PhEval facilitates reproducibility in research by providing a stand-
ardised platform for evaluation, allowing for consistent validation of algorithms.

• Comprehensive benchmarking: PhEval enables thorough benchmarking of algo-
rithms, allowing for well-founded comparisons and insights into performance.

Implementation
PhEval is a framework designed to evaluate variant and gene prioritisation algorithms 
that incorporate phenotypic data to assist in the identification of possibly disease-caus-
ing variants. PhEval is specifically designed for evaluating monogenic diseases, where a 
single causative gene, variant, or disease is expected per case. The framework includes 
(1) a modular library available on the Python Package Index (PyPI) repository of soft-
ware that provides a command-line interface (CLI) to handle benchmarks efficiently, (2) 
an interface for implementing custom VGPA runners as plugins to PhEval, (3) a work-
flow system for orchestrating experiments and experimental analysis and (4) a set of test 
corpora.

PhEval CLI and VGPA runners

The PhEval CLI comprises core and utility commands. The main command is “pheval 
run”, which executes the variant/gene prioritisation runners. Additionally, there are a 
collection of utility methods which facilitate some procedures such as generating “noisy” 
phenopackets to assess the robustness of VGPAs when less relevant or unreliable pheno-
type data is introduced (see Section on Test Corpora). The “generate-benchmark-stats” 
command allows users to evaluate and compare the performance of VGPAs algorithms 
by plotting a graph.

Another core component of PhEval is an extensible system to help enable the execu-
tion of a wide variety of VGPAs. To ensure that PhEval can execute and assess VGPA 
tools in a standardised manner, developers must implement three abstract methods 
that ensure: (1) the data supplied by the PhEval framework is transformed into whatever 
input format the VGPA requires, (2) the VGPA tool can be executed using a standard-
ised “run” method (described above, the main entry point for each benchmarking execu-
tion) and (3) the data produced by the VGPA tool is converted into the standardised 
representation required by PhEval to provide a comparison of performance of tools.

To minimise development effort, developers do not need to rewrite or modify their 
existing tools. Integration should be straightforward for developers familiar with the 
tool being benchmarked, as they only need to define how it interfaces with PhEval 
through a tool-specific runner. Developers can use a cookiecutter template to generate 
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a pre-configured project structure and refer to detailed guides on implementing runners 
and methods.

All processes are described as part of the general PhEval documentation (https:// 
monar ch- initi ative. github. io/ pheval/ devel oping_a_ pheval_ plugin/), and a concrete ref-
erence implementation is available at: (https:// github. com/ monar ch- initi ative/ pheval. 
exomi ser).

PhEval experimental pipeline

The PhEval benchmarking process can be broadly divided into three distinct phases: the 
data preparation phase, the runner phase, and the analysis phase.

The data preparation phase, as well as automatically checking the completeness of 
the disease, gene and variant input data and optionally preparing simulated VCF files 
if required, gives the user the ability to randomise phenotypic profiles using the PhEval 
corpus “scramble-phenopackets” command utility, allowing for the assessment of how 
well VGPAs handle noise and less specific phenotypic profiles when making predictions.

The runner phase is structured into three stages: prepare, run, and post-process. While 
most prioritisation tools are capable of handling some common inputs, such as phe-
nopackets and VCF files, the prepare step plays a crucial role in adapting the input data 
to meet the specific requirements of the tool. For instance, one of the VGPAs we tested, 
Phen2Gene, which is a phenotype-driven gene prioritisation tool, lacks the ability to 
process phenopackets during its execution. To address this limitation, the prepare step 
serves as a bridge, facilitating necessary data preprocessing and formatting. In the case 
of Phen2Gene, potential solutions during the prepare step may involve parsing the phe-
nopackets to extract the HPO terms associated with each sample, subsequently provid-
ing them to the Phen2Gene client in the run step. Alternatively, it may entail the creation 
of input text files containing HPO terms that can be processed by Phen2Gene.

In the run step, the VGPA is executed, applying the selected algorithm to the prepared 
data and generating the tool-specific outputs. Within the run stage, an essential task is 
the generation of input command files for the algorithm. These files serve as collections 
of individual commands, each tailored to run the targeted VGPA on specific samples. 
These commands are configured with the appropriate inputs, outputs and specific con-
figuration settings, allowing for the automated and efficient processing of large corpora.

Finally, the post-processing step takes care of harmonising the tool-specific outputs 
into standardised PhEval TSV format, ensuring uniformity and ease of analysis of results 
from all VGPAs. In this context, the tool-specific output is condensed to provide only 
two essential elements, the entity of interest, which can either be a variant, gene, or dis-
ease, and its corresponding score. For example, Exomiser’s JSON output, which is rich 
in content, is parsed to extract only the gene symbols, identifiers and the correspond-
ing score required for the standardised output and subsequent benchmarking. Devel-
opers can implement custom parsers in their runners to extract only the relevant data 
fields required. PhEval then assumes the responsibility of subsequent standardisation 
processes. This involves the reranking of the results in a uniform manner, based on the 
original scores provided by the tool, ensuring that fair and comprehensive comparisons 
can be made between tools. The reranking ensures that all tools are assessed using the 
same ranking scale, enabling unbiased comparisons regardless of differences in their 

https://monarch-initiative.github.io/pheval/developing_a_pheval_plugin/
https://monarch-initiative.github.io/pheval/developing_a_pheval_plugin/
https://github.com/monarch-initiative/pheval.exomiser
https://github.com/monarch-initiative/pheval.exomiser
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native ranking mechanisms. PhEval offers an array of utility methods, readily available 
for integration into plugins by developers, facilitating the seamless generation of stand-
ardised PhEval outputs. These methods not only include the generation of the standard-
ised output from extracted essential elements, but also methods for calculating the end 
position of a variant, converting gene names to specific gene identifiers and vice versa, 
contributing to an efficient post-processing workflow and ensuring the consistent and 
standardised representation of the results.

In the analysis phase, PhEval generates comprehensive statistical reports based on 
standardised outputs from the runner phase. This process enables rigorous assessment 
by comparing these results of VGPAs with the known causative variants (causal variants 
are provided in the set of phenopackets as an evaluation suite). These reports include 
both ranked metrics and binary classification. In our evaluation, PhEval uses a rank-
based evaluation system, where true positives are defined as the known causative entity 
ranked at position 1 in the results, false positives are any other entity ranked at position 
1, true negatives are any entity ranked at a position other than 1, and false negatives 
are the known causative entity ranked at a position other than 1. The stringent cutoff of 
considering only the top ranked entity as a true positive reflects the clinical context of 
monogenic disease diagnosis, where a single causative entity is expected, and prioritis-
ing rank 1 is key for streamlining diagnostic workflows and minimising time-intensive 
reviews. The ranked metrics we currently support calculating are: the count of known 
entities found in the top-n ranks, mean reciprocal rank (MRR), precision@k, mean aver-
age precision@k, f-beta score @k, and normalised discounted cumulative gain (NDCG) 
@k. The following binary classification metrics we support are: sensitivity, specificity, 
precision, negative predictive value, false positive rate, false discovery rate, false negative 
rate, accuracy, f1-score, and Matthews correlation coefficient. The framework currently 
offers robust support for analysing and benchmarking prioritisation outcomes related to 
variants, genes, and diseases, ensuring a thorough evaluation of its performance.

PhEval employs a Makefile (GNU-make) strategy to organise all necessary steps. 
The GNU-make framework enables easy orchestration of the process of building data 
corpora, obtaining and installing tools, running VGPAs, and creating benchmarking 
reports. This ensures that each phase—data preparation, runner, and analysis—is carried 
out in a structured and cohesive manner. The phases are clearly defined in the Makefile, 
enabling efficient configuration, execution and reproducibility of tasks. Figure  1 visu-
ally depicts the workflow, illustrating the logical progression of data and processes from 
preparation to final analysis.

Test corpora in PhEval

4K corpus. Our main test corpus is the “phenopacket-store” [22] by Danis et al. The 
corpus at the time of this writing comprised 4916 GA4GH phenopackets (0.1.12) 
representing 277 diseases and 2872 unique pathogenic alleles, curated from 605 
publications. Each phenopacket includes: a set of HPO terms describing the pheno-
typic profiles and a diagnosis, encompassing comprehensive information about the 
individuals previously documented in published case reports. This collection is the 
first large-scale, standardised set of case-level phenotypic information derived from 
detailed clinical data in literature case reports.
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LIRICAL corpus. A small comparison corpus created for benchmarking the LIRI-
CAL system [10] which contains 385 case reports. Variant information was generated 
by spiking causal genetic variants into a whole exome hg19 VCF file sourced from a 
healthy patient from the Genome in a Bottle dataset [23].

Synthetic corpus based on HPOA. We also provide a corpus of 8245 synthetically 
generated patients produced with phenotype2phenopacket. The synthetic corpus 
is created from the HPO annotations provided by the Monarch Initiative, specifi-
cally using the 2024-04-26 release. The primary objective of this corpus is to simu-
late patient profiles specifically tailored to a specific disease. The corpus construction 
involves two steps, designed to represent the phenotypic characteristics associated 
with the disease while including noise.

HPO provides information on all possible phenotypes associated with that disease and 
the frequency at which they occur; we refer to this as the HPO term’s frequency value. 
In the first step of the corpus generation, a subset of HPO phenotypic terms is randomly 
selected for the disease, with the selection size varying between 20 and 75% of the total 
available terms. Each term undergoes scrutiny based on a randomly generated frequency 
value. If this value falls below the annotated frequency found in the HPO database, the 
term is deemed suitable for inclusion in the patient profile, to ensure diversity, terms 
lacking an annotated frequency are assigned a random frequency ranging from 0.25 to 
0.75. This step also considers age onsets, where the patient’s age is generated within the 
range specified by the onset criteria from the HPO age of onset annotations. To intro-
duce further variability, up to 33% of the total selected terms are supplemented with 
entirely random terms that are added independently of the frequency evaluation process.

Following the initial term selection, the profile is then further refined. In the next 
step, a subset of the selected terms is subjected to adjustments aimed at increas-
ing or decreasing specificity. Each selected term undergoes a random number of 
adjustments within the ontology tree, involving movements up or down the tree by 

Fig. 1 Pipeline workflow illustrative description from an experimental setting where two algorithms are 
compared. The workflow starts with the preparation of corpora which are then consumed by the concrete 
runners. Lastly, a consolidated report evaluating the results of the experiments is generated
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a specified number of nodes, ranging from 1 to 5. These adjustment steps are con-
strained to prevent terms from ascending beyond the top-level term “Abnormality of 
the X” in the HPO hierarchy. This adjustment process enriches the patient profiles 
with variability and specificity, aligning them with the complexity of real-world clini-
cal scenarios.

To validate that the synthetic corpus maintains the phenotypic characteristics 
associated with the disease while introducing variability, we compared three inde-
pendently generated sets of patient profiles and the 4K corpus to the disease models 
(Fig.  2). This comparison evaluates how well the synthetic profiles reflect the phe-
notypical characteristics of the disease models and demonstrates that the synthetic 
profiles exhibit a similar distribution of similarity scores to the 4K corpus, providing 
evidence that the key phenotypic features of the disease are preserved.

Across all three metrics-Jaccard similarity, which measures term overlap; ancestor 
information content, which assesses phenotypic specificity within the ontology; and 
Phenodigm scores, which evaluates overall phenotypic alignment-the synthetic pro-
files show distributions that align closely with the 4K corpus. The violin plots depict 
that the synthetic profiles consistently achieve high similarity scores relative to the 
disease models, comparable to the spread observed for the 4K corpus. This indicates 
that the synthetic corpus retains disease-relevant phenotypic characteristics while 
introducing a degree of variability that mirrors the diversity inherent in real-world 
clinical data. Additionally, the spread in similarity scores highlights the ability of the 
synthetic corpus to capture phenotypic nuances across different diseases.

Structural variants corpus. We provide GA4GH phenopackets which are used to 
represent 188 structural variants known to be associated with specific diseases, 
extracted from 182 case reports published in 146 scientific articles [24]. Structural 
variant information is generated by spiking causal genetic structural variants into a 
whole exome hg38 structural variant VCF from a healthy individual from the Genome 
in a Bottle dataset.

Phen2Gene corpus. We provide 281 curated phenopackets using the primary data 
in the Phen2Gene benchmarking study [11]. This corpus represents individuals who 
were diagnosed with single-gene diseases and contain detailed phenotypic profiles as 
well as the known disease-causing gene.

Fig. 2 Violin plots showing similarity scores across three metrics: Jaccard similarity (A), ancestor information 
content (B), and Phenodigm scores (C). The plots compare disease models (dm) with three independently 
generated sets of synthetic patient profiles (synth1, synth2, synth3) and the 4K corpus
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PhEval Corpus Scramble Utility. PhEval provides a “scramble” utility designed to ran-
domise the individual phenotypic profile within an existing phenopacket. The term 
“scrambling” refers to the introduction of noise. This functionality is particularly valu-
able for assessing algorithm performance for prioritising variants and genes in the 
presence of noise. By applying different scramble factors on a corpus, the changes in 
performance can be observed. This approach stands in contrast to the synthetic corpus 
based on HPOA which generates a new phenopacket based on a disease and statistical 
information about phenotypic distribution of that disease. The scramble factor, specified 
in the range of 0–1, determines the extent of scrambling, with 0 indicating no scram-
bling and 1 indicating a complete randomisation of the phenotypic profile. The scram-
bling process uses a proportional approach for the generation of test data, leveraging 
existing patient data from a pre-existing corpus. It works as follows. Let s be a scram-
bling factor between 0 and 1 and let a given patient’s phenopacket have n phenotypic 
terms. The scrambling is performed by randomly selecting s*n of the phenotypic terms 
from the profile and modifying them, while leaving the unselected terms unmodified. 
The modification is as follows: s*n/2 or half of the selected terms are replaced by their 
parent term in the ontology, while the other half of the selected terms are replaced by 
another term in the ontology (with no concern for the original term).

During the process of scrambling, some terms are retained, others are converted to 
parent terms to decrease specificity, and additional random terms are introduced. 
Specifically, if a scramble factor of 0.5 was employed, half of the total number original 
phenotypic terms would be retained, regardless of the depth of the original term being 
replaced; a quarter of the total number would be converted to parent terms and the 
remaining quarter would be random terms added to the profile. This proportion based 
scrambling strategy accommodates the diverse lengths of phenotypic profiles, allowing 
researchers to systematically explore algorithm robustness under varied conditions.

Results
In the following, we describe the outcomes of a benchmarking process conducted using 
the latest available versions of each VGPA at the time of evaluation, with the default 
recommended parameter settings applied to each tool. The evaluation was performed 
on the 4K corpus, with pre-processing steps applied, using the PhEval prepare-corpus 
command that included removing phenopackets with missing gene and variant fields, 
converting gene identifiers to the ENSEMBL namespace and spiking the relevant variant 
into a template exome VCF. The benchmarking comparisons include: (1) Exomiser (run 
in phenotype only mode), Phen2Gene, PhenoGenius [25], and GADO [26], (2) Exomiser 
(run with VCF files), LIRICAL, and AI-MARRVEL [27], and (3) Exomiser and SvAnna 
[24] for structural variant analysis (Table 1). We have selected this set of configurations 
to effectively illustrate the capabilities of PhEval, not to perform a comprehensive empir-
ical study which would comprise dozens configurations. Therefore, for brevity, we omit 
details about the implemented tools and their configurations here but these are available 
from the GitHub repository as described below.

The benchmarking analyses revealed key distinctions in the performance of the evalu-
ated phenotype-driven VGPAs across the different comparisons tested (Fig. 3). Exomiser 
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Table 1 VGPA tools evaluated as part of the experiment

The entire experimental setup, with the exception of the private corpora, is available at https:// github. com/ monar ch- initi 
ative/ pheval- paper

Corpus VGPA Tool Version

Phenotype-only analysis 4K corpus Exomiser 14.0.2 & 2406 db release

GADO 1.0.4

Phen2Gene 1.2.3

PhenoGenius 1.1.1

Phenotype + genomic analysis (phenotypes + VCF) 4K corpus Exomiser 14.0.2 & 2406 db release

LIRICAL 2.0.2

AI-MARRVEL 0.1.0

Phenotype + structural variant analysis Structural vari-
ant corpus

Exomiser 14.0.2 & 2406 db release

SvAnna 1.0.4

Fig. 3 Performance comparison of phenotype-driven prioritisation tools across three analysis types: 
phenotype-only and phenotype-plus-genomic analyses, both conducted on the 4K corpus, and structural 
variant analyses conducted on the structural variant corpus. Rank-based metrics (A, D, G) show the 
percentage of known entities ranked within the top 1, 3, 5 and 10 ranked candidates along with the 
percentage of found and missed entities. MRR scores, ranging from 0 to 1, are also presented, with higher 
values indicating better ranking performance. ROC curves (B, E, H) and Precision Recall curves (C, F, I) depict 
statistical methods based on the confusion matrix of the causative entities

https://github.com/monarch-initiative/pheval-paper
https://github.com/monarch-initiative/pheval-paper
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consistently demonstrated stronger diagnostic performance across all evaluations. In 
analyses restricted to phenotype-based inputs alone (Fig.  3A), it achieved the highest 
proportion of causative genes ranked within the top candidates, with a notably higher 
MRR compared to GADO, Phen2Gene, and PhenoGenius. ROC (Fig.  3B) and preci-
sion-recall (Fig. 3C) curves demonstrated comparable sensitivity and specificity across 
all tools, with AUC values for ROC consistently high, while precision-recall AUC were 
lower across the board.

When integrating phenotypic and genotypic data, Exomiser continued to exhibit 
stronger performance in comparison to the other tools in the evaluation, capturing more 
causative genes in higher ranks (Fig. 3D). Compared to using phenotype-based inputs 
alone, Exomiser identified a greater number of highly ranked candidates. This improve-
ment in ranking is reflected in the precision-recall analyses, where the integration of 
genomic data increased the AUC from 0.02 to 0.76 (Fig. 3F). LIRICAL also performed 
robustly, maintaining a strong balance between highly-ranked candidates and recall, 
achieving performance comparable to Exomiser for top 10 candidates. By contrast, 
AI-MARRVEL, while capable of identifying causative genes, captured fewer in the top 
ranked positions compared to Exomiser and LIRICAL. Its precision also declined more 
rapidly as recall increased, reflecting limitations in maintaining precision across broader 
ranking thresholds.

For structural variant analysis, Exomiser outperformed SvAnna by identifying a higher 
proportion of causative variants and ranking them at higher positions (Fig. 3G). While 
SvAnna demonstrated reasonable effectiveness in broader rankings, its precision and 
recall decreased at higher thresholds, highlighting the complexities of accurately prior-
itising structural variants (Fig.  3I). This benchmarking process highlights the value of 
PhEval in facilitating standardised, reproducible evaluations of VGPAs, providing criti-
cal insights into tool-specific trade-offs and diagnostic capabilities.

A complete breakdown of the generated metrics can be found in Supplementary 
Table  1 for phenotype-only comparisons, Supplementary Table  2 for phenotype and 
genomic comparisons, and Supplementary Table 3 for structural variant comparisons.

Discussion
Existing benchmarks predominantly report recall-based metrics, often measuring the 
algorithm’s capability to capture all relevant candidates in a reasonable set of ranked 
candidates. For example, the Phen2Gene benchmark assessed the performance of Phen-
2Gene against three other gene prioritisation tools. In this benchmark, researchers com-
pared the number of prioritised genes that were found in the top 10, 50, 100 and 250 
ranks for solved cases [11]. The concentration on recall metrics only provides a partial 
view of the algorithm’s performance and may inadvertently encourage algorithms to 
generate longer lists of equally ranked candidates, increasing the chances of identifying 
crucial genes or variants in the top X hits. However, a recall-centric approach can also 
lead to a higher rate of false positives (low precision), which may not always align with 
the demands of diverse research contexts, e.g., under-resourced diagnostic laboratories 
that can only properly interpret a handful of variants per case.

This perspective highlights the need for a balanced evaluation that takes both preci-
sion and recall into account when evaluating VGPAs for diagnostic use; as well as other 
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metrics which may aid in the fine-tuning of algorithm processes. As reported in our 
results, we have provided a comprehensive evaluation using both ranking and binary 
statistics to demonstrate the performance of different configurations. There are exist-
ing benchmarks that go beyond the confines of recall metrics and provide a better pic-
ture into algorithm performance. For example, other efforts have explored insights into 
the sensitivity and specificity of algorithms by using area under the curve (AUC) from 
Receiver Operating Characteristic (ROC) in addition to an algorithm’s precision [12, 
28, 29]. However, it can be difficult to draw direct comparisons between benchmarks 
that report different metrics due to the variations in the level of detail provided by these 
insights highlighting the need for the standardisation of an evaluation process and fur-
nishing a consistent set of metrics and evaluation protocols.

PhEval was designed to provide a transparent, easy to use experimental framework 
that addresses issues such as the one illustrated by the anecdote above. A fully trans-
parent and executable pipeline in a known data orchestration format (GNU-make) and 
standardised runner configurations, and versioned and standardised test data are key 
features that increase the transparency and reproducibility of VGPA benchmarks.

Standardising the benchmarking process of phenotype-driven VGPAs is complicated 
further by the increasing need of leveraging phenotype data alongside more classic gene-
focused methods [30]. Modern VGPAs increasingly rely on phenotype data to improve 
diagnostic yield. An example of a VGPA tool that leverages cross-species phenotype data 
is Exomiser. Exomiser has also played a pivotal role in numerous projects and pipelines 
dedicated to novel gene discovery. Leveraging organism phenotype data proves to be 
an important step in the context of functional validation, as demonstrated by Pippucci 
et al., who used Exomiser to enhance the prioritisation of candidate genes in a case of 
epileptic encephalopathy, ultimately identifying a previously undiscovered mutation in 
CACNA2D2 to be causative of the disease [31]. PhenomeNET Variant Predictor (PVP), 
an alternative variant prioritisation algorithm, has also shown that the incorporation of 
mouse and fish phenotype data is especially useful in instances where human pheno-
typic information for a specific gene is lacking. Notably, PVP found substantial improve-
ments in variant ranking when incorporating organism phenotype data in comparison to 
human alone. In a specific example genomic information relating to Hypotrichosis 8 was 
screened by PVP, initially variant rs766783183 present in the gene KRT25 was ranked 
at 172 (without the inclusion of model organism data); when this data was included this 
variant’s prioritisation ranking significantly improved to rank 8, this variant was ulti-
mately the confirmed molecular diagnosis for Hypotrichosis 8 [32]. These cases demon-
strate the importance of assessing VGPA performance based on their ability to integrate 
phenotypic data from model organisms, underscoring the need for a standardised evalu-
ation framework.

Systematic benchmarking of VGPAs is important to monitor diagnostic yield in an 
environment that involves complex interactions between phenotype data and algo-
rithms, but no standardised frameworks exist that support the entire benchmarking life-
cycle. The closest one is VPMBench [33] which automates the benchmarking of variant 
prioritisation algorithms, but not the benchmarking of VGPAs that specifically leverage 
phenotype data. As phenotype-driven VGPAs integrate diverse phenotypic data sources, 
they require a distinct evaluation framework that addresses the added complexity in 
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both algorithm design and evaluation. Leveraging phenotype data not only increases the 
complexity of the algorithms and therefore the importance of systematic benchmark-
ing to monitor performance over time. It also increases the complexity of the evalua-
tion itself, because of additional requirements on test data, test data pre-processing and 
analysis. PhEval has been designed to standardise the evaluation process for VGPAs with 
a specific focus on algorithms that leverage phenotype data. As we can see in Fig. 3 the 
standardisation of analytical results supported by rigorous statistical methods, enables 
straightforward comparisons among various VGPAs. Individual phenopackets corre-
spond to case descriptions that contain critical information that can inform the VGPA 
process. Every test in PhEval corresponds to a phenopacket, which not only ensures that 
every test case is appropriately standardised, but also that future test data that is already 
standardised as phenopackets can be seamlessly integrated into PhEval without complex 
transformation pipelines.

To facilitate wide uptake of the framework for experimental studies, an easy way to 
integrate existing VGPAs with often idiosyncratic distributions, configuration require-
ments and technology dependencies is needed. PhEval provides an easy-to-implement 
system to integrate any runner, which requires the implementation of a handful of 
methods; see Section on the Implementation of the PhEval CLI and VGPA runners. The 
instructions we provide for implementing runners such as these (https:// monar ch- initi 
ative. github. io/ pheval/ devel oping_a_ pheval_ plugin/) also include a simple way to enable 
their publication on PyPi. This way, other experimenters can simply install runners that 
have already been implemented, like Exomiser and Phen2Gene, e.g. “pip install pheval.
exomiser”.

Limitations

Corpus bias. The most significant limitation of any specific framework for assessing the 
performance of diagnostic tools is the lack of publicly available real clinical data. This 
is no different in the case of PhEval. In practice, we execute PhEval on a number of pri-
vate corpora such as the rare disease component of the 100,000 Genomes Project in the 
Genomics England (GEL) research environment, diagnosed cases from the Deciphering 
Developmental Disorders (DDD) project [34], and a retinal cohort [35].

The lack of a gold standard complicates comparative analyses among different algo-
rithms. Variant prioritisation algorithms typically depend on curated databases of 
known disease-associated variants including specific subsets categorised by their estab-
lished clinical significance, such as pathogenic or benign variants. These databases of 
curated disease-gene or disease-variant relationships, for example HPO and ClinVar, are 
often used for benchmarking [6, 36]. This dependence introduces a potential source of 
data circularity, as many cases in the 4K corpus were extracted from scientific litera-
ture, which may overlap with ClinVar pathogenic variants used in VGPA training. Even 
though these overlaps may occur, these are limited to a small subset of our corpus and 
ClinVar. A perfect evaluation corpus requires disease sequencing programs to hold back 
novel clinical diagnoses from ClinVar as in the recent Critical Assessment of Genomic 
Interpretation (CAGI) rare genomes project challenge [37]. However, resources and 
patient consent complications limit the size of such datasets (the number of solved 
cases in the CAGI challenge was only 35) and they cannot be shared openly which 

https://monarch-initiative.github.io/pheval/developing_a_pheval_plugin/
https://monarch-initiative.github.io/pheval/developing_a_pheval_plugin/
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reduces their utility for systematic benchmarking. While these datasets serve as valu-
able resources for benchmarking, they are limited in scope and may not fully represent 
the genetic variability and diseases encountered in real-world scenarios. Specifically, 
the phenotype data typically presents as a merge of all possible phenotypes for a disease 
(HPOA) or a disease label (ClinVar) resulting in a loss of specific individual phenotype 
information that could otherwise be linked to genetic variants. In light of these chal-
lenges, it becomes imperative for the research community to work collectively toward 
establishing standardised benchmarking methodologies and datasets to advance the 
ability to openly and rigorously evaluate and compare VGPAs.

While the development of a proper representative gold standard corpus of real clinical 
samples is still largely out of sight, we are constantly working on increasing our public 
test corpora. We are currently building a phenopacket-store (https:// github. com/ monar 
ch- initi ative/ pheno packet- store), which contains an extensive collection of Phenopack-
ets that represent real individuals with Mendelian disease reported in case reports in the 
literature.

Tool integration challenges. While the study highlights PhEval’s compatibility with a 
range of VGPAs, the inclusion of additional tools was limited by both maintenance and 
technical constraints. Several tools could not be added as plugins and evaluated due to 
issues with installation often stemming due to outdated documentation, lack of pro-
grammatic access, or infrequent updates, with some tools not being updated in the last 
3 years. This lack of updates limits their clinical utility, as hundreds of new disease-gene 
associations are discovered annually, and diagnostics rely on tools that can query up-
to-date knowledge. These factors constrained the scope of the benchmarking analysis. 
Future benchmarking efforts will depend on the continued development and mainte-
nance of VGPAs to enable wider evaluations.

Conclusions
Variant prioritisation is critical for diagnosis of rare and genetic conditions at scale. To 
effectively support diagnostics, VGPA methods increasingly need to leverage all the 
available data, in particular phenotype. As our ability to leverage phenotype data in more 
sophisticated ways increases, for example by including gene-to-phenotype associations 
from across different species, the complexity of the system increases as well. To ensure 
accurate evaluations of VGPA tools and monitoring their performance across versions, 
robust methods must be developed to evaluate the complex interplay between algo-
rithms and data. PhEval is the first framework that takes phenotype data directly into 
account during the VGPA benchmarking process by standardising input data as GA4GH 
phenopackets.

Availability and requirements
Project name: PhEval.

Project home page: https:// github. com/ monar ch- initi ative/ pheval.
Operating system(s): UNIX.
Programming language: Python.
Other requirements: Docker, Python libraries.
Licence: Apache License 2.0.

https://github.com/monarch-initiative/phenopacket-store
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