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assumes any legal responsibility for the accuracy, completeness, or usefulness of any 
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necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof, or the Regents of the University of 
California. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Government or any agency thereof or the Regents of the 
University of California. 



INTRODUCTION 

Many useful devices of our 
everyday life have very large sur­
face areas that are necessary for 
their proper functioning. One ex­
ample is our brain, perhaps one of 
the most complex devices we know. 
Others include the integrated cir­
cuitry utilized in electronic or 
computer technology, biological 
membranes, and the catalysts em­
ployed in most chemical technolo­
gies to aid in the production of 
chemicals or synthetic fuels at 
optimum rate and selectivity. 

The very high surface-to­
volume ratio of most of these de­
vices makes it essential that we 
concentrate on the study of sur­
faces if we are to understand 
their operation. The purpose of 
our research at the Lawrence 
Berkeley Laboratory (LBL) is to 
explore the various physical and 
chemical properties of surfaces 
of different materials ranging 
from metals to organic polymers in 
order to understand and control 
their behavior. Thus, we study the 
atomic and electronic structure, 

the chemical composition, and the 
reactivity of different surfaces. 

Surfaces have two essential 
functions that give them special 
importance: 
1) They are the first line of de­
fense of a solid or liquid against 
external attack by chemicals, nu­
clear radiation, or other hostile 
environments. Therefore, learning 
how to passivate a surface to pro­
tect the rest of the condensed 
phase against corrosion or erosion 
is one of our goals. 
2) Surfaces that are not passivated 
are very reactive. Unique chemical 
reactions take place at the solid­
gas or solid-liquid interface at 
a high rate and specificity not 
occurring elsewhere. Therefore, 
learning how to activate a sur­
face to optimize the desired reac­
tivity in chemical surface 
reactions is another important 
goal. 

Some of the research areas 
that produce valuable information 
on the behavior of surfaces are 
described separately by topic. 



THE STRUCTURE OF SURFACES: SURFACE CRYSTALLOGRAPHY 

Principal Investigator: Gabor A. Somorjai 

The purpose of these studies 
is to determine the arrangement of 
atoms in the topmost surface layer. 
The precise position and structural 
environment of surface atoms or 
molecules adsorbed on top of a 
surface reveals the nature of 
their chemical bonding that ulti­
mately determines their behavior 
in chemical reactions. 

Low-energy electron diffrac­
tion (Fig. 1) is the technique we 
use to determine atomic surface 
structure. In this research a 
monoenergetic beam of electrons 
in the range of 10 to 200 volts 
impinges on the sample crystal 
surface in ultrahigh vacuum con­
ditions and the elastically back­
scattered electrons form a spot 
pattern indicative of diffraction 
from an ordered two-dimensional 
structure that is a single crystal 
surface on an atomic scale. A 
representative diffraction pat­
tern is shown in Fig. 2. The in­
cident beam energy can be easily 
varied. Analysis of the various 
diffraction spot intensities, as 
a function of the electron beam 
energy, yields the precise loca­
tion of the atoms in the surface. 
Gases adsorbed on the crystal 
surface often form well-ordered 
domains, and the electron beam 
intensity data allow determination 
of the bonding geometry at the 
immediate interface of the solid 
and gas phases where heterogeneous 
catalysis takes place. 

Research in this laboratory 
has developed a photographic tech­
nique that simultaneously collects 
the intensity data for all the dif­
fraction beams in a few minutes; 
this overcomes many of the experi­
mental difficulties of data an~ 
alysis. The structure of several 
hydrocarbon molecules adsorbed on 
platinum surfaces was determined 
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this way. The location of one of 
these molecules, that of acety­
lene (C2H2)' on the (111) crystal 
face of platinum is shown sche­
matically in Fig. 3. 

Fig. 3 

The surfaces of organic mole­
cules play an important role in 
many areas of biology and in poly­
mer chemistry. We have been 
growing many types of organic crys­
tals (hydrocarbons, amino acids, 
and metallo-organic compounds) and 
studying their surface structure 
by low-energy electron diffraction. 

.. [112] 

Surprisingly, atoms in the 
surfaces of many solids occupy 
atomic positions that are not ex­
pected from knowledge of their 
bulk crystal structure. These sur­
faces are designated as "recon­
structed." Research is under way to 
determine the location of atoms in 
these reconstructed surfaces and 
the causes of these surface phase 
transformations. 

Studies in this laboratory 
reveal that many surfaces exhibit 
a step-like atomic structure, such 
as those illustrated in Fig. 4. 
The terraces have widths that are 
determined by the method of prep­
aration, and are separated by 
periodic steps one atom high. Our 
studies of adsorption and surfa~e 
reactions on these surfaces reveal 
that chemical activity is very dif­
ferent at these surface irregular­
ities. A systematic study of the 
chemical behavior of these imper­
fect surfaces explains the secrets 
of catalytic surface reactions. 

Fig. 4. 



COMPOSITION OF ALLOY SURFACES AS STUDIED BY 
AUGER ELECTRON SPECTROSCOPY 

Principal Investigator: Gabor A. Somorjai 

One essential piece of infor­
mation in .studying the behavior of 
a surface is its chemical composi­
tion. Minute concentrations of im­
purities or changes in stoichi­
ometry can markedly modify the 
chemical or electronic surface 
properties. 

Auger electron spectroscopy 
permits us to perform nondestruc­
tive surface chemical analysis and 
to detect changes in surface com­
position that involve as little as 
1% of the surface atoms. This type 
of spectroscopy has been particu­
larly important in studies of 
alloy surfaces and in studies of 
the surface composition of mu1ti­
component systems in general. 
Thermodynamic considerations would 
indicate that the chemical com­
position at the surface of an al­
loy should be different from its 

bulk composition. Auger electron 
spectroscopy has confirmed that 
the surface of an alloy is enriched 
in one or another of its compon­
ents. Since the surface compo­
sition in the topmost layers de­
termines the chemical behavior, a 
detailed study of the surface 
phase diagram, i.e., the surface 
composition as a function of bulk 
composition, is of great impor­
tance 'since it may permit us to 
adjust the surface composition to 
our needs. For example, alloys 
used to contain steam at high 
temperatures and pressures are 
resistant to corrosion because 
of the segregation at the surface 
of one of the components, alumi­
num, that forms an impervious 
passive oxide layer in the pres­
ence of steam. Alloys are also 
used in the chemical industry with 
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increasing frequency as catalysts 
to carry out selective chemical 
reactions. Research in this labo­
ratory is directed toward under­
standing the thermodynamic laws 
that govern the surface composition 
of alloys and toward discovering 
the relationship between surface 
composition and reactivity in 
catalytic surface reactions. 

The technique involves the 
collection and energy analysis of 
electrons that are backscattered 
from a surface and have suffered 
energy losses in the scattering 
process. A diagram of the Auger 
electron emission process is 
shown in Fig. 1. Incident electrons 
create a vacancy in one of the 
inner shells of the surface atoms. 
This electron vacancy is then 
filled by an electron from an 
outer shell. The energy released 
by this transition is transferred 
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to another electron in one of the 
electronic levels and that electron 
is then ejected. This is called 
the Auger electron emission pro­
cess. Energy analysis of the 
emitted electrons will give dif­
ferences in biding energy be-
tween electronic bands partici­
pating in the Auger process that 
are characteristic of a given ele­
ment. Since most of the Auger elec­
trons of lower energy can be re­
emitted only from the proximity 
of the surface (the top two or 
three layers), the Auger spectrum 
essentially depicts the surface 
composition. A typical Auger 
spectrum from a contaminated metal 
surface is shown in Fig. 2. The 
energy at which a peak occurs 
identifies the surface species, 
e.g., carbon. The height of the 
peak determines the surface con­
centration. 
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HOW IS ENERGY DISTRIBUTED IN SURFACE REACTIONS? 
THE MOLECULAR BEAM-SURFACE INTERACTION 

Principal Investigators: Gabor A. Somorjai and Yuan T. Lee 

One of the important questions 
we must answer, in order to unravel 
the nature of surface reactions, is 
how the energy partitions in a 
chemical reaction between the re­
actants, product molecules, and 
surface atoms. Also it is useful 
to know the necessary minimum res­
idence time of molecules on the 
surface for the chemical reaction 
to take place. To answer these 
questions we are studying the in­
teraction of well-defined beams 
of molecules with crystals surfaces. 
The scheme of the beam-scattering 
experiment is shown in Fig. 1. A 
beam of molecules impinges on the 
surface and the scattered product 
molecules are detected as a func­
tion of angle (angular distribu­
tion) by a rotatable mass spectrom­
eter detector. By chopping the in­
cident or scattered beams peri­
odically the flight time of the 
molecules can be determined. This 

experimental information yields 
the surface residence time of the 
impinging molecules before re­
emission to the gas phase, and the 
velocity and momentum of the in­
cident molecules and of the scat­
tered products. The surface struc­
ture and composition of the crystal 
surfaces are also determined, by 
simultaneously utilizing low-energy 
electron diffraction and Auger elec­
tron spectroscopy. 

By using this sensitive mo­
lecular-beam probe, we have de­
termined that the amount and type 
of energy transfer between the 
incident beam and the surface de­
pends very much on the surface 
structure and composition. Mol­
ecules scattered from clean 
ordered metal surfaces undergo 
little loss of their kinetic en­
ergy (velocity). If the surface is 
covered with a layer of adsorbed 
molecules (for example, CO) the 
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impinging atoms or molecules lose 
all their kinetic energy to the 
surface and are trapped long enough 
that complete energy equilibirium 
occurs between the gas and the sur­
face before re-emission of the mol­
ecule. We have also found that H2 
molecules dissociate only at the 
surface steps on platinum surfaces. 
In the absence of large concentra­
tions of atomic steps the hydrogen 
molecules backscatter without dis­
sociation, as indicated by the 
lack of HD product in studies of 
the H2 - D2 exchange reaction by 
the molecular-beam technique. This 

reaction can only occur if H2 dis­
sociates on the solid surface. 

Studies are in progress to 
determine the partitioning of ex­
cess chemical energy that becomes 
available during the recombination 
of hydrogen atoms on crystal sur­
faces. The 103 kcal/mole energy 
that. is liberated during the for­
mation of the hydrogen molecule 
must be partitioned between the 
des orbing molecules and the sur­
face atoms. ~olecular-beam scat­
tering will be able to determine 
the energy distribution in exo­
thermic chemical reactions of dif­
ferent types. 



CATALYSIS OF HYDROCARBON REACTIONS BY METAL SURFACES 

Principal Investigator: Gabor A. Somorjai 

Heterogeneous catalysis occurs 
when a surface reduces the poten~ 
tial energy barrier in the path of 
reacting molecules to achieve 
thermodynamic equilibrium. For 
example, the reaction H2 + D2 -+- 2HD 
would not occur in the gas phase 
due to the large energy input 
(approximately 103 kcal) necessary 
to dissociate one of the diatomic 
molecules. However, this exchange 
reaction readily occurs at temper­
atures as low as 1000 K on metal 
surfaces. 

Heterogeneous catalysis can 
do much more than reduce the po­
tential energy barrier in the path 
of the chemical reaction. A good 
catalyst can selectively catalyze 
one out of many competing and 
thermodynamically feasible re­
actions and aid in the formation 
of the desired products. For ex­
ample, n-heptane may undergo sev­
eral types of chemical reactions 
on a metal surface. 

On platinum the complex de­
hydrocyclization reaction can 
occur at sufficiently high rates 
to produce aromatic molecules in 
large quantities. This is one 
reason for the widespread use of 
platinum as a "reforming" catalyst 

in the petroleum industry. The 
aromatic molecules have high 
"octane numbers" whereas the 
straight chain aliphatic molecules 
such as n-heptane have octane num­
bers near zero. 

What is the atomic structure 
of the metal surface where cataly­
sis takes place? Where are the 
surface sites at which the selec­
tive breaking of the H-H, C-H, and 
C-C bonds occurs? How does the com­
plex rearrangement that accom­
panies dehydrocyclization take 
place on a metal surface? Answers 
to these fundamental problems are 
currently emerging from studies 
of catalytic reactions being 
carried out on single-crystal 
surfaces. 

A typical metal surface is 
shown in Fig. 1. We can distin­
guish various surface sites where 
atoms have different numbers of 
nearest neighbors. There are 
atoms in steps and kinks in the 
steps. Atoms are present in large 
numbers in the well-ordered ter­
races where they are surrounded 
by the largest number of nearest 
neighbors. There are atoms, called 
adatoms, that diffuse along the 
terraces; adatoms have the smallest 

~
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number of nearest neighbors. 
Atomic vacancies are present in 
the terraces. Experimental evi­
dence for the presence of all of 
these different surface sites 
comes mostly from low-energy elec­
tron diffraction and field ion 
microscopy studies. 

By using .single-crystal sur­
faces, we can prepare atomic sur­
face structures in such a way that 
a large concentration of the de­
sired atomic steps or kinks is 
present. Surfaces having 20 to 30% 
of all atoms located in steps have 
been prepared. Conversely, sur­
faces with very low density of 
irregularities (steps, kinks) have 
also been prepared by cutting 
single crystals along surfaces of 
low Miller Index. 

The relationship between the 
atomic structure and reactivity 
can be explored by studying the 
catalytic activity of these crys­
tal surfaces that were prepared 
with well-defined atomic surface 
structure. 

Our discussion will be re­
stricted to platinum. It will 
serve as a model to introduce the 
atomic structure of the various 
types of surfaces that are impor­
tant in catalysis and to describe 
the fundamental steps of important 
catalytic reactions. 

Recent studies indicate the 
complex chemical surface reactions 

of low-reaction probability can 
readily be studied in our appa­
ratus on one face of a crystal 
whose surface area is ~ 1 cm2. 
At low pressures (10-6 to 10-4 
Torr) the reactant and product 
distributions are monitored by 
mass spectrometry and at high 
pressures (atmospheres) by gas 
chromatography. Catalytic re­
actions ranging from the ex-
change of H2 + D2 to form HD, to 
the dehydrogenation of cyclohex­
ane, and the rearrangement of n­
heptane have beeh studied in this 
way. The reaction probability of 
HD formation at low pressure on 
stepped surfaces was found to be 
on the order of 10-1. On a crystal 
face without a large concentra­
tion of steps a reaction proba­
bility as low as 10-4 is hardly 
detectable. Atomic steps play a 
controlling role in breaking the 
H-H bond, the prerequisite to 
forming RD. Similarly, atomic 
steps are necessary to efficiently 
break C-H bonds that take place 
during the conversion of cyclohex­
ane (C6HI2) to benzene (C6H6). On 
platinum crystal surfaces that have 
large concentrations of kinks, 
efficient hydrogenolysis reactions 
occur that are the result of C-C 
bond-breaking processes. In studies 
of hydrocarbon reactions on plat­
inum crystal surfaces where sev­
eral reaction paths are possible, 
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number of nearest neighbors. 
Atomic vacancies are present in 
the terraces. Experimental evi­
dence for the presence of all of 
these. different surfa~e sites 
comes mostly from low-energy elec­
tron diffraction and field ion 
microscopy studies. 

By using single-crystal sur­
faces, we can prepare atomic sur­
face structures in such a way that 
a large concentration of the de­
sired atomic steps or kinks is 
present. Surfaces having 20 to 30% 
of all atoms located in steps have 
been prepared. Conversely, sur­
faces with very low density of 
irregularities (steps, kinks) have 
also been prepared by cutting 
single crystals along surfaces of 
low Miller Index. 

The relationship between the 
atomic structure and reactivity 
can be explored by studying the 
catalytic activity of these crys­
tal surfaces that were prepared 
with well-'defined atomic surface 
structure. 

Our discussion will be re­
stricted to platinum. It will 
serve as a model to introduce the 
atomic structure of the various 
types of surfaces that are impor­
tant in catalysis and to describe 
the fundamental steps of important 
catalytic reactions. 

Recent studies indicate the 
complex chemical surface reactions 

of low-reaction probability can 
readily be studied in our appa­
ratus on one face of a crystal 
whose surface area is ~ 1 cm2. 
At low pressures (10-6 to 10-4 
Torr) the reactant and product 
distributions are monitored by 
mass spectrometry and at high 
pressures (atmospheres) by gas 
chromatography. Catalytic re­
actions ranging from the ex-
change of H2 + D2 to form HD, to 
the dehydrogenation of cyclohex­
ane, and the rearrangement of n­
heptane have been studied in this 
way. The reaction probability of 
HD formation at low pressure on 
stepped surfaces was found to be 
on the order of 10-1. On a crystal 
face without a large concentra­
tion of steps a reaction proba­
bility as low as 10-4 is hardly 
detectable. Atomic steps play a 
controlling role in breaking the 
H-H bond, the prerequisite to 
forming RD. Similarly, atomic 
steps are necessary to efficiently 
break C-H bonds that take place 
during the conversion of cyclohex­
ane (C6H12) to benzene (C6H6). On 
platinum crystal surfaces tliat have 
large concentrations of kinks, 
efficient hydrogenolysis reactions 
occur that are the result of C-C 
bond-breaking processes. In studies 
of hydrocarbon reactions on plat­
inum crystal surfaces where sev­
eral reaction paths are possible, 



microstructures on the surfaces 
have been identified where C-C 
bond-breaking also occurs in addi­
tionto C-H and H-H bond-breaking 
processes. At other microstructures 
only C-H and H-H bond-breaking 
processes predominate. It appears 
that surface irregularities or 
various surface sites with dif­
ferent coordination numbers have 
different and distinct chemical 
activity. Apparently transition 
metals, with unfilled d-orbitals 
and high electron density of 
s~ates, are the group exhibiting 
multifunctional reactivity be­
havior controlled by detailed 
atomic structure of the heteroge­
neous surface. By preparing trans­
ition metal surfaces with controlled 
concentration and configurations 
of atomic steps and kinds, the re­
action rate as well as the reaction 
specificity may be controlled. 

Ordered Overloyer 

n-Heptane may react along 
several reaction paths on platinum 
surfaces as shown above, and these 
various reactions have been studied 
as a function of the atomic sur­
face structure of platinum. We find 
that shortly after the reaction 
begins the surface becomes covered 
with an over layer of carbonaceous 
deposit that is either disordered 
or ordered, depending on the condi­
tions of the experiment and on the 
platinum surface structure. 
Whether the reaction is carried 
out at low or high pressure, the 
catalyst surface is largely cov­
ered by the carbonaceous over­
layer. The model of the platinum 
surface that yields steady-state 
rates and product distributions 
during the catalysis of hydrocar­
bon reaction is shown in Fig. 2. 
Irregular terraces of platinum 
atoms perform the various C-C, 
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C-H, and H-H bond-breaking func­
tions and perhaps some of the 
molecular rearrangements. Then 
the species breaks away from the 
metal atoms, diffuses onto the 
terrace that is covered with the 
carbonaceous over layer where fur­
ther rearrangements may occur, 
and desorbs the product molecule. 

Other important catalytic re­
actions are being studied, such 
as the nitrogen fixation re­
quiring N=N bond-breaking or the 
reaction of CO with H2 necessi­
tating C = 0 and H-H bond-breaking. 

Similar studies on other metal 
surfaces will lead to an under­
standing of the elementary steps 
of heterogeneous catalysis on a 
molecular level: adsorption, sur­
face diffusion, bond-breaking, re­
arrangement, and desorption. The 
understanding of catalytic sur­
face reactions on an atomic scale, 
uncovering the relationship be­
tween atomic structure and re­
activity, is the foundation of 
catalysis science that attempts 
to develop more selective, more 
poison-resistant, and more ef­
ficient catalysts. 



PRODUCTION OF SYNTHETIC FUELS BY CATALYZED REACTIONS OF CARBON 
MONOXIDE (CO) AND HYDROGEN (H

2
) FOLLOWING COAL GASIFICATION 

Principal Investigator: Gabor A. Somorjai 

The conversions of coal to 
synthetic fuel has become a prob­
lem of major importance in the 
United States because of a) the 
rising cost of crude oil and 
b) the abundance of coal in this 
country. One route involves the 
gasification of coal in three 
steps. First a mixture of H2 and 
CO is produced by the reaction of 
water vapor with hot coal 
(C + HZO = CO + HZ). Then the mix­
ture is enriched in H2 by the re­
action (CO + HZO = C02 + H2). 
Finally the CO-H2 mixture is re­
acted over a suitable catalytic 
surface to produce a mixture of 
hydrocarbons. On certain catalyst 
surfaces, on nickel for example, 
only methane (CH4) forms under 
appropriate experimental condi­
tions. On other catalyst surfaces 
(on cobalt, iron, rhodium, and 
thorium oxide for example) a mix­
ture of longer chain hydrocarbons 

is produced. This latter process 
is called the Fischer-Tropsch re­
action and was used in Germany 
during World War II with a cobalt 
catalyst to produce low-octane 
synthetic fuels. 

If we are to produce high­
quality synthetic fuels, it is 
essential to understand the me­
chanism of this reaction on the 
molecular level. By controlling 
the catalytic surface structure 
and composition, one, or only a 
few, ·desired product molecules are 
synthesized. This objective is 
pursued through physical character­
ization of the catalyst, identifi­
cation of the structure and quan­
tity of adsorbed species, and mea­
surements of the reaction kinetics 
as a function of surface composi­
tion and surface structure. 

The reactions of CO and H2 
are commonly divided into two 
classes: those leading to methane 

HYDRAULICALLY OPERATED 
MOVABLE PISTON 

5.5. WELDED 
BELLOWS 

LN2 
TRAP 

DIFFUSION 

PUMP 

TO 
MECHANICAL 

PUMP 

ELECTRIC FEED-THROUGHS 
(SAMPLE TEMP. CONTROL) 

ROTARY 
MANIPULATOR 

Fig. 1 



formati,on (or perhaps methanol) 
and those that yield molecules in 
which there are several carbon­
carbon bonds (longer chain hydro­
carbons). The latter requires the 
"insertion" of several carbon 
species into the molecular chain 
in addition to hydrogenation, 
while the former involves only 
hydrogenation. The rates of both 
classes of reactions are slow and 
are controlled by specific sur­
face bond-breaking and bond­
forming processes in all condi­
tions of the experiment. 

We have studied the forma­
tion of methane on rhodium crys­
tal surfaces by using a high pres­
sure-low pressure apparatus that 
operates in the 10-8 Torr 100 atm 
range that is shown in Fig. 1. 
The apparatus incorporates all of 
the surface analysis features 
(LEED, AES, mass spectrometry) and 
permits analysis of the catalyst 
surface before and after the high 
pressure reaction without removing 
the sample from the reaction cham-

ber. 
Our studies indicate that CO 

dissociates on the rhodium surface. 
Carbon is retained, bound to the 
metal on and below the surface, 
while oxygen atoms are removed ef­
ficiently by excess H2 or CO as 
water or carbon dioxide under the 
reaction conditions. The rate of 
the methane formation is con­
trolled by the rate of hydrogena­
tion of the carbon at the rhodium 
surface. The rhodium-carbon sur­
face complex appears to be very 
active in this reaction. We found 
that CO2, when substituted for 
CO, forms methane significantly 
faster than carbon monoxide. 

We are studying the reaction 
of CO with H2 on various well­
~haracterized metal surfaces 
(rhodium, iron, thorium oxide, 
and cobalt) in an attempt to iso­
late the various insertion reaction 
paths that are responsible for the 
formation of alcohols, and satu­
rated and unsaturated hydrocarbon 
molecules. 



LIGHT-ASSISTED SURFACE REACTIONS. THE PRODUCTIO~ OF HYDROGEN AND 
OXYGEN BY WATER DISSOCIATION ON SEMICONDUCTOR SURFACES 

Principal Investigator: Gabor A. Somorjai 

In this project we explore the 
surface properties of materials 
that carry out photon-assisted 
chemical reactions. These are 
semiconductors with band gaps of 
-2 eV or greater. Among them, 
Ti02 and GaP appear to be very 
promising for the photon-assisted 
conversion of water to form H2 
and O2• An electrochemical cell 
using Ti02 as the anode and p-
type GaP as the cathode was shown 
to be capable of the electrolysis 
of water with no external voltage 
required when the electrodes were 
irradiated. 

Reactions that are catalyzed 
by surfaces must be thermodynami­
cally feasible. Yet many reactions 
of great importance like the re­
actions of H20 and CO2 to produce 
hydrocarbons and oxygen (photo­
synthesis) or the dissociation of 
water are not thermodynamically 
feasible. In this circumstance, 
light that creates photoelectrons 
of reasonable lifetimes at the 

solid surface is used to assist 
the chemical reaction. The purpose 
of our studies is to understand 
the role of the photoelectron in 
the reactions of water and car­
bon dioxide. Using this knowledge 
we should be able to develop ma­
terials with suitable surface 
structure and composition to opti­
mize the photon-assisted reaction 
rates and product distributions. 
If energy can be provided by sun­
light and efficiently utilized in 
the course of these reactions, 
hydrogen and hydrocarbons may be 
produced. 

Well-characterized titanium 
oxide crystals are being used in 
our studies to explore the mech­
anism of adsorption of oxygen, 
hydrogen, and water and the light­
assisted dissociation of water on 
the various crystal surfaces of 
this material. It is hoped that 
light-assisted catalytic reactions 
will play an important role in 
synthetic fuel production. 



STUDIES OF THE MOLECULAR AND ELECTRONIC STRUCTURE 
OF ADSORBED MOLECULES BY SURFACE REFLECTANCE AND EMISSION SPECTROSCOPY 

princi,pal Investigator: Charles B. Harris 

The ques tion of how the metal 
surface alters molecular and elec­
tronic structures of molecules upon 
adsorption is one of the most im­
portant in modern surface chem­
istry. To answer this question, we 
are developing reflectance and 
emission spectroscopy from aro­
matic hydrocarbon mono layers 
absorbed on Ni(111), W(111), 
Pt(111), and high Miller-index 
faces. 

The arrangement of the re­
flectance experiments is illus­
trated in Fig. 1. A laser (or any 
other source) impinges on the sur­
face at near-grazing incidence 
and its electric field is vector­
parallel to the plane of incidence. 
The incident and reflected intens­
ities are measured as a function 
of wavelength. From this informa­
tion we can obtain both the fre­
quency and width of an infrared 
or electronic transition of a 
molecule when it is in contact 
with a surface. By increasing the 
thickness of the overlayer, we can 
obtain the same information when 
the molecule is in the bulk state, 
and hence extract the energy shift 
in the vibrational and electronic 
states induced by the surface. 
From this information we can de­
rive a detailed picture of the 
molecular and electronic struc­
ture of these molecules on vari­
ous surfaces. It is also possible 
to obtain the orientation of the 
molecule relative to the surface 
plane by analyzing the data. The 
surface structure, the absorbate 
structure, and the composition are 
analyzed simultaneously by low­
energy electron diffraction, plus 
photoelectron spectroscopy and/or 
Auger electron spectroscopy. 
Studies are also in progress to 
analyze the emission from elec­
tronically excited states of 

aromatic hydrocarbons in the visi­
ble and UV ranges. This informa­
tion will provide us insight into 
the strengh of bindings of the ad­
sorbed species to the surface, and 
the redistribution of energy due to 
adsorption and bonding to the sur­
face. 
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CHEMISORPTION BONDING OF MOLECULES TO 
SURFACES FROM PHOTOEMISSION SPECTROSCOPY 

Principal Investigator: David A. Shirley 

The first step in heterogen­
eous catalysis is the formation of 
a chemisorption bond between a 
reactant atom or molecule and the 
catalytic substrate. This pre­
pares the reactant by lowering 
the activation energy of the subse­
quent reaction. Hence any postu­
lated mechanism for a catalyzed 
reaction must begin with a state­
ment about the nature of the in­
teraction between the adsorbed 
species and the substrate. 

Until recently there ex­
isted no spectroscopic technique 
for determining the electronic 
structure of adsorbate-substrate 
systems. With the advent of ultra­
high vacuum techniques, coupled 
with photoelectron spectroscopy, 
it is now possible to observe in­
dividual electronic orbitals of 
adsorbates in situ. A system un­
der intensive recent study is CO 
adsorbed on Pt or Ni crystals. 
This system is of considerable 
catalytic interest because CO/Pt 
is used in Fischer-Tropsch syn­
theses. Let us use it as an ex­
ample. 

Photoemission studies of 
CO/Pt in this laboratory have 
demonstrated a very high spectral 
sensitivity to the 40 and (50 + lTI) 
peaks of CO at photon energies of 
150 eV, available at the Stan-
ford electron storage ring (Fig.l). 
Also shown is a decrease in sub­
strate (platinum 5d) peak inten­
sity near the Fermi energy. This 
shows electron transfer from 
platinum t2g orbitals into the 
lTI* orbitals of CO. 

The developing technique of 
angle-resolved photoemission (ARP) 
affords the possibility of obtain­
ing still more information about 
adsorbates. The angular distribu­
tion of photoelectrons in each 
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orbital peak maps the orientation 
of that orbital, hence of the ad­
sorbate. In this laboratory ARP 
has been used to show that CO 
stands up when chemisorbed on a 
Pt(lll) or Ni(lll) surface (Fig.2). 
Further studies have shown that 
the Sa and In orbital energies are 
reversed relative to the gas phase. 
Thus we now have a fairly complete 
picture of the electronic orbital 
structure in the CO/Pt system 
(Fig. 3). 

Carbon monoxide bonds to 
platinum "standing up", by forma-

4() Pbotoelectrolll 

Fig. 3 

tion of a C-Pt bond. The carbon 
lone pair (50) electrons are 
polarized toward Pt, raising the 
Sa binding energy. Platinum 5d 
electrons in the t2g orbital near 
the Fermi energy "back-bond" into 
the CO n* orbitals. All of this 
information was derived from 
photoemission data. 

The CO/Pt case is only one 
example of catalytic systems that 
can be studied by angle-resolved 
photoemission. Other systems are 
under continuing study in this 
laboratory . 
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PHOTOEMISSION STUDIES OF ELECTRON STATES AT CLEAN SURFACES 

Principal Investigator: David A. Shirley 

Photoelectron spectroscopy 
is a particularly powerful tool 
for studying electronic states in 
solids. In the past, photoelectron 30nTrrr-'~~~~~~,,~~-r~~ 

spectra have been interpreted al~ 
most exclusively in terms of bulk 
band structure effects. More re:­
cently, however, it has become 
clear that photoemission spectra 
show both surface and bulk fep.­
tures. The study of surface-de­
rived effects is greatly aided by 
the availability of synchrotron 
radiation. As is seen from Fig. 1, 
the photoelectron mean free path 
in most materials is shortest at 
a kinetic energy around 100 eV. 
In this energy range the photo­
current therefore arises largely 
from the surface layer of the ma-
terial. A special advantage of 
using synchrotron radiation rather 
than laboratory photon sources (see 
Fig. 1) is that one can tune into 
the surface-sensitive energy range 
and thus enhance surface over bulk 
effects. 

In the following we shall dis­
cuss two examples of such studies 
carried out at the Stanford Syn­
chrotron Radiation Project (SSRP) 
on the storage ring SPEAR. The 
first example demonstrates that 
the bulk band structure is modi­
fied at the surface. This result 
is intuitively expected and has 
been predicted theoretically for 
several years. The most inter­
esting result of such calculations 
is the prediction of a narrowing 
of the d-band density of states 
near the surface. In a simple 
physical picture such a behavior 
is expected because the reason 
for broadening atomic' levels into' 
solid-state bands is partly re­
moved at the surface. This effect 
is demonstrated experimentally in 
Fig. 2 by using angle-resolved 
photoemission from the (001) and 
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Fig. 3 

(111) faces of a eu single crystal. 
As shown in Fig. 2 theexperi­
mental spectra for photoemission 
along both the [001] and [111] di­
rections become narrower when 
the electron take-off angle from 
the surface is decreased from 90° 
to 35°. The narrowing of the d­
band width is accompanied by an 
increase of the central peak 
(~3.7 eV BE), which coincides with 
the center of gravity of the d­
band. As seen from Fig. 3, the 
above change in angle corresponds 
to a decrease in effective sam­
pling depth inside the crystal by 

a factor of approximately 2. In 
the low take-off angle case 
(a = 35°) the surface-derived 
contribution to the spectrum is 
considerably enhanced. The fact 
that the escape depth is already 
short at hv = 90 eV (see Fig. 1) 
makes us believe that we are 
largely sampling the outermost 
layer of the crystal in the low 
take-off angle case. 

The influence of the surface 
on thephotoemission spectrum is 
also clearly revealed by a com­
parative study of a Pt(III) and a 
Pt(S) - [3(111)x(IOO)] crystal. 
Figure 4 shows the microscopic 
atomic positions in the surface of 
the stepped Pt crystal. The sur­
face consists of a sequence of 
(111) and (100) planes. The macro­
scopic crystal face is the (211) 
plane. In Figs. 5a and b we com­
pare angle-resolved photoemission 
spectra that were recorded along 
the [Ilij direction ~f a Pt(IlI) 
and a Pt(S) - [3(III)x(IOO)] 
crystal. The observed differences 
between corresponding spectra in 

.columns a and b of Fig. 5 can only 

Pt(S) - [3( III))C (100)] 
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arise from surface effects since 
both spectra were recorded along 
the same (i. e., the [ I'll]) bulk 
direction. Figures 5c and d exhibit 
similar strong differences between 
spectra taken along another arbi­
trary photoemission direction. In 
this case the detector was oriented 
30° of the [111] toward the [ 110] di­
rection (compare with Fig.4). We 
attribute the observed differences be­
tween the spectra in Figs. Sa and 
b and Figs, 5c and d, respectively, 
to a different local density of 
states at the surface for a flat 
Pt(11l) and stepped Pt(111)x(100) 
surface. This interpretation is 
confirmed by the fact that the 
most striking difference between 
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corresponding spectra in Fig. 5 
are observed in the surface-sen­
sitive region around 100 eV, while 
the differences are smallest at 
the lowest (40 eV) and highest 
(150 eV) energies. 

The stepped surface struc­
ture is expected to modify the 
bulk bands extending to a flat 
surface. Also, the stepped struc­
ture gives rise to new surface 
states whose energies correspond 
to a band gap in the bulk. A de­
tailed understanding of these 
electron states at clean surfaces 
is essential for the understanding 
of reaction mechanisms (chemisorp­
tion, catalysis) between such sur­
faces and gases. 
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STUDIES OF MOLECULAR ADSORPTION AND DESORPTION 

Principal Investigator: Alexis T. Bell 

The adsorption of reactants 
and the desorption of metal pro­
ducts are important steps in the 
progress of a reaction occurring 
on the surface of a catalyst, 
and in some instances, control 
the rate of reaction. As a re­
sult it is essential to measure 
the rates of adsorption and de­
sorption of individual reaction 
components and to characterize 
the strength of catalyst-adsor­
bate interactions. 

To study the kinetic and 
energetics of adsorption,and 
desorption we have constructed 
an apparatus consisting of a re­
cording microbalance and a vacuum 
manifold. This system operates at 
pressures between 10-5 Torr and 
1 atm. The microbalance has' a 
sensitivity of 0.1 ~g, which 
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makes it possible to detect frac­
tional monolayer coverages of 
light gases such as H2' 

Currently, studies are being 
carried out to characterize H2 , 
CO, and NO chemisorption on sup­
ported noble metal catalysts. Of 
particular interest is the nature 
of bonding and the binding en­
ergies of the adsorbed molecules. 
The latter can be determined from 
thermal desorption spectra. Such 
spectra are obtained by measuring 
the rate of desorption from a 
catalyst when a sharp temperature 
ramp is imposed on the sample. 
Figure 1 illustrates·a desorption 
spectrum for H2 on silica-sup­
ported Ru. The peaks indicate 
that there are multiple forms of 
adsorbed H2' 
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STUDIES OF CATALXTIC REACTION MECHANISMS BY INFRARED SPECTROSCOPY 
AND KINETIC ANALYSIS 

Principal Investigator: Alexis T .. Bell 

As the field of catalysis 
develops, it is becoming in­
creasingly evident that in order 
to identify the elementary pro­
cesses associated with catalyzed 
reactions, rate measurements must 
be supplemented by knowledge of 
the species adsorbed on the cat­
alyst surface. When dealing with 
supported catalysts, a technique 
well~suited for this purpose is 
infrared spectroscopy. From such 
spectra the surface structures 
formed by an adsorbed gas can 
be deduced. If the spectra are 
recorded under reaction condi­
tions, then surface structures 
can be observed for reactants, 
products, and intermediates. 

Infrared spectroscopy is 
being combined with measurements 
of reaction rates and adsorption 
rates to study the mechanisms of 
a number of catalyzed reactions. 
All of the catalysts used for this 
work are supported on finely 
divided silica or alumina. Prior 
to their use in catalyzing a re­
action, the catalysts are char­
acterized to determine their bulk 
elemental composition, the size of 
the catalyst crystallites, and 
the surface area of both the sup­
port and the catalyst. 

Reaction-rate and infrared 
spectra of adsorbed species are 
obtained by using a specially 
designed apparatus. The central 
component of this apparatus is 
a reactor that doubles as an 
infrared cell and is located in 
the sample compartment of an 
infrared spectrometer. A thin 
disc of supported catalyst is 
placed inside the reactor to­
gether with a disc of the sup­
port material. By aligning the 
catalyst disc with the sample 
beam of the spectrometer, and 
the support disc with the ref-

erence beam, spectra can be 
recorded of .adsorbed species 
present on the catalyst surface. 
These spectra are not obscured by 
gas· phase or support absorptions, 
due to the cancellation of these 
adsorptions. The balance of the 
apparatus is used to supply re­
actants to the reactor. The pro­
ducts of reaction are analyzed 
by gas chromatography. 

The combined techniques of 
infrared spectroscopy and re­
action-rate analysis have been 
used to study the reduction of 
NO by CO over CuO and Pt and the 
oxidation of C2H4 over Ag. An 
example of the spectra obtained 
under reaction conditions, taken 
from the latter study, is shown 
in Fig. 1. Also shown in this 
figure are the spectra for some 
pure components adsorbed on the 
same catalyst sample. Such spec­
tra, together with information 
taken from the literature, have 
been used to make the structural 
assignments shown in Table 1. 

In"current studies we are 
continuing to investigate the 
reduction of NO over transition­
metal catalysts. The objectives 
are to identify the cause of the 
observed activity and the selec­
tivity patterns for such metals. 
Among the important problems 
being investigated is the ~echan­
ism by which ammonia is produced. 
This product is highly undesir­
able, and its formation must be 
surpressed if NOx convertors are 
to be developed for use in auto­
mobiles. 

Most recently a series of 
studies have been initiated re­
lating to Fischer-Tropsch synthesis. 
Here the objectives are to deter­
mine the reaction intermediates 
that can be identified and the role 
of these intermediates in di-



recting product distribution. 
Among the catalysts being studied 
are Ru, Rh, and Fe. 

1740 

3500 3000 2500 2000 1800 1600 1400 
Wovenumber (em-I) 

800 600 400 

Spectrum ABC 0 E 
Time (hr) I 5 9 14 18 
P02 (olm) 0.375 0.313 0.280 0.259 0.244 
P~H4 (olm) 0.170 0.136 0.116 0.1030.096 

PC02 (olm) 0.0 I 0 0.042 0.060 0.073 0.077 

P~O (olm) 0.0100.0420.060 0.0730.077 
P~H.,o (olm) 0.004 0.020 0.030 0.038 0.040 

( 
I'mole ) 

r~H.,o min 9 Ag 147 105 71 33 17 

(~) rC02 min 9 Ag 332 196 119 57 21 

SCti40 (%) 47 52 55 54 62 

Fig. 1. Comparison of the spectra for adsorbed ethylene and 
ethylene oxide with a spectrum taken under reaction 
conditions: T = 220°C. 
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PHYSICAL PROPERTIES OF SMALL METAL CLUSTERS 

Principal Investigator: John S. Winn 

Clusters of metal atoms, 
ranging in size from two to ten 
atoms or more, constitute a mo­
lecular family about which very 
little is known. The role of such 
clusters in physical phenomena 
such as nucleation, alloy formation, 
catalysis, and thin film proper­
ties is understood from a macro­
scopic viewpoint only. Thermo­
dynamic quantities extrapolated 
from bulk or surface properties 
are the main source of our cur-
rent knowledge. As evidence has 
grown regarding the specific chem­
ical activity of small metal 
clusters, particularly in regards 
to catalytic ~ctivity, the need 
for microscopic measurements of 
the physical properties of these 
clusters has become more urgent. 

The types of measurements 
needed are of the most fundamental 
variety: Ionization potentials, 
electron affinities, bond energies, 
dipole moments, and magnetic prop-
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erties are among the important 
physical parameters of small metal 
clusters on which scant information 
is available. Spectroscopic infor­
mation (geometries, force constants, 
electronic state designations, 
precise dipole moments) are of im­
portance to the understanding of 
chemical properites of these 
species. The advent of new molec­
ular-beam techniques promises 
methods of measuring many of these 
properties for a wide range of 
metals and cluster sizes. 

In our laboratory, we have a 
versatile molecular-beam spectrom­
eter, which can produce metal 
beams of varying cluster-size dis­
tributions and can subject these 
beams to many of the measurements 
described above. In Fig. 1, we 
show a block diagram of the spec­
trometer. The various components 
are modular and can be removed or 
disabled as needed for a. given 
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measurement. At the heart of the 
apparatus is the high-pressure 
supersonic nozzle source. A super­
sonic expansion of metal vapor, 
usually in the presence of a car­
rier gas such as argon or helium, 
produces a non-equilibrium distri­
bution of metal clusters in the 
resultant beam. The composition of 
the beam is monitored by a mass 
spectrometer system which is 
highly specialized. The ionizer 
can be operated to produce positive 
ions from electron bombardment 
in the usual way or to produce 
negative ions from dissociative 
electron capture onto a cluster. 
In addition, the beam can be photo­
ionized by a dispersed UV light 
source, which can serve as the 

! source of ioniza tion. Mass analy­
sis is performed in a quadrupole 
mass filter, and selected ions 
are detected with a particle multi­
plier. The entire mass spectrometer 
assembly can be rotated inside the 
main vacuum chamber for the study 
of angular-dependent processes 
such as photodissociation or vari­
ous beam deflection phenomena. 

The components of a molecu­
lar-beam electric resonance spec-

trometer are housed in the chamber 
labeled MBER. These components con­
sist of a state-selection inhomo­
geneous electric field (A), a 
resonance region (c), and a state 
analyzer (B). Application of micro­
wave or radio-frequency radiation 
in region C allows precise rota­
tional spectra to be measured, 
yielding bond lengths, force con­
stants, and dipole moments (via 
the Stark effect). Magnetic prop­
erties can be probed by introducing 
an inhomogeneous magnetic field 
into this region. 

Our initial studies are 
planned for the alkali metals and 
the alkaline earth metals. Photo­
ionization and electron attach­
ment will be applied to these 
systems in an attempt to establish 
a series of measurements relating 
these properties to cluster size, 
spanning the region from the atom 
to the bulk. Structural information 
on trimers and larger clusters will 
be sought in pure metals as well as 
in mixed systems. These measure­
ments will be extended to the 
transition elements Fe, Co, Ni, 
Cu, and Zn and to various alloy 
clusters. 



ABSORPTION SPECTRA OF SOLIDS AND SOLID SURFACES 

Principal Investigator: John S. Winn 

The electronic properties of 
matter are best studied by absorp~ 
tion spectroscopy if one's primary 
interest is in the properties of 
the ground state. For solids and 
surfaces, these measurements are 
obviously difficult to make. The 
technique of optoacoustic spectro­
scopy'is perhaps the simplest way 
in which such measurements can be 
made. The components of an 
optoacoustic spectrometer are 
shown in Fig. 1. A tuneable 
light source is modulated at some 
frequency by a chopper. The light 
energy is focused onto a small 
area of the solid, which is in 
thermal contact with a constant 
volume reservoir of a gas. When 
the light is absorbed by the 
solid, the energy is converted 
to heat, transferred to the gas, 
and measured as a pressure wave 
in the gas modulated at the light' 
chopping frequency. The inten­
sity of the pressure wave is 
proportional to the absorption 
coefficient of the solid at the 

wavelength of interest. 
The resulting spectrum is 

unique in an important way. Not 
only will simple light absorption 
trigger a pressure rise, but also 
photodecomposition into a gaseous 
component of the solid or photo­
desorption of a gas from a surface 
will be detected as an increase 
in the total gas pressure above 
the ambient dark value. In this 
way, one can learn the spectral 
regions effective in selective 
excitation of solids,or surfaces. 
The materials one can study are 
clearly numerous. The amounts 
needed are small- frequently 
a few milligrams will suffice. 

We are beginning our studies 
with the metal carbonyls. These 
species are well characterized in 
the infrared, but their optical 
spectra have received little 
attention. Studies of photo­
chemically activated catalysis 
or desorption from transition 
metal surfaces are similarly of 
interest. 
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STRUCTURAL MEASUREMENTS OF METAL-NONMETAL INTERACTIONS 

Principal Investigator: 

To understand the chemical 
nature of adsorption, hetero­
geneous catalysis, and metal­
nonmetal interactions in general, 
the molecular structure of the 
system at hand is mandatory. For 
surfaces, this information is 
becoming available from LEED 
studies of the surface-adsorbate 
composition. For exampl~, the 
Fischer-Tropsch reaction, H + 
CO reacted to give hydrocar~ons, 
requires an understanding of 
adsorbate-metal structures at 
the molecular level if we are 
to begin to design specific 
catalysts to guide the course 
of reaction toward a favored 
product. 

We plan to study the metal­
adsorbate bond beginning with 
one metal atom and one adsorbate 
molecule: FeCO, for example. The 
technique is the molecular-beam 
electric resonance method of 
measuring rotational spectra. 
These spectra will give high­
resolution data on bond lengths, 
angles, force constants, and 

John S. Winn 

bond energies. Clues to the 
electronic structure of the 
molecule can be found from nuclear 
quadruple-coupling hyperfine 
measurements in many cases. 

The sources of molecules for 
study are varied-indicative of 
the wide range of species 
open to investigation. A mixed 
system of metal vapor and adsorbate 
gas (Ar, H2 , CO, CO2 , N2 , H20, etc.) 
can be expanded from a supersonic 
nozzle and will produce varying 
fractions (depending on source 
conditions) of free atoms, metal 
clusters, and metal-nonmetal 
molecules. Alternatively, organo­
metallic compounds and metal or 
polymetal carbonyls can be disrupted 
via discharge, photolysis, or 
thermal decomposition to Jield 
small molecular fragments for 
study. Particularly attractive 
is the possibility for production 
of species such as Fe3

o CO, which 
approach realistic surface-adsor­
bate systems bJ including more 
than one metal atom. 



ELECTRONIC STRUCTURE OF SURFACES USING PSEUDOPOTENTIALS 

Principal Investigator: Marvin L. Cohen 

The importance of solid­
vacuum (surfaces) and solid-solid 
interfaces to problems such as 
energy conversion, control of 
pollutants through catalYSis, 
electronic devices, etc. is well­
known. The reactive nature of 
surfaces in the above applications 
depends on the behavior of the 
surface electrons. From the 
point of view of a solid-state 
physics theorist, this is a 
difficult problem because of the 
lack of symmetry one has to contend 
with in doing surface calculations. 
In bulk crystals (which theorists 
assume to be infinite and periodic), 
there are methods that rely on the 
crystal periodicity in all three 
dimensions. These methods are 
capable of giving accurate infor­
mation about electrons in the bulk 
solid. The empirical pseudo­
potential method is an example 
of such a scheme. Accurate 
potentials describing the inter­
action of electrons with the ions 
in a solid can be obtained, and 
in turn the energy spectrum, 
charge density and a host of 
properties of solids can be 
calculated. The extension to 
surfaces of this type of approach 
is not simple because of the loss 
of periodicity and its consequences. 

We have recently been suc­
cessful in developing a scheme 
similar to the bulk pseudopoten­
tial calculational methods. 
Instead of giving up the perio­
dicity necessary for the cal­
culational procedures, we con­
struct large cells- supercells­
containing the configuration of 
interest, and repeat these 
infinitely. For a surface, the 
supercell retains the usual 
crystal symmetry in two dimensions 
in the plane perpendicular to the 
normal at the surface. To simu­
late the surface in the third 

direction, the cell contains a 
slab of the crystal. The result 
is an infinite array of slabs of 
crystalline material with identical 
properties even though we are only 
interested in one cell. 

One other important problem 
has to be surmounted before suc­
cessful surface calculations can 
be done. Electrons at a surface 
experience a different electron­
ion potential than in the bulk 
crystal. This is primarily 
because the electron density re­
adjusts at the surface and screens 
the ions differently than in the 
bulk; in addition the positions 
of the ions may be different at 
the surface. This rearrangement 
of electrons must be evaluated 
accurately. In the scheme used 
here, the readjustment is accom­
plished through the self-consist-
ency requirement. The calcula­
tion is first done with ion 
potentials in bulk positions. 
The resulting electron density is 
then used to create screening 
potentials, and the ions are moved 
to their assumed surface positions. 
The calculation is done again with 
the adjusted electronic density. 
The new result is then fed back 
in until the electronic spectrum 
ceases to change and the electron 
density remains stable. 

The method has been extremely 
fruitful. After initial checks 
involving calculations of bulk 
properties and molecular spectra 
for comparison, a host of calcula­
tions was done. Silicon was used 
as a semiconductor prototype, 
and the electronic structure of 
the surface was explored in 
detail. Charge density plots 
illustrated how electrons could 
be localized at the surface and 
"showed" the real space location 
of the electrons, in addition to 



g1v1ng the usual k-space confi­
guration, which is usually familiar 
only to solid-state theorists. 
Calculated electron energy spectra 
could be compared directly with 
experimental measurements such 
as photo emission and optical 
spectra. The method was then 
applied to other materials like 
group IV, lII-V and II-V semi­
conductors. Models containing 
adsorbates like hydrogen and 
chlorine on silicon, stepped 
surfaces, and simple metal sur­
faces were explored successfully. 

A very detailed calculation 
of the metal-semiconductor inter­
face or Schottky barrier was done. 
This calculation showed that 
all previous theories of Schottky 
barrier behavior were insufficient 
to explain the properties of 
this important device. The calcu­
lation led to a new detailed 
explanation of the electronic 
structure near a metal-semi­
conductor interface. 

Because of the importance 
of transition metals in surface 
physics and chemistry, consider­
able effort was expended to obtain 
the energy spectrum for a niobium 
surface self-consistently. The 
calculation gave pictures of 
surface states and energy spectra, 
but required considera~ly more 
computer time than the semi-

conductor or simple metal cases. 
Adsorbate calculations that used 
this approach seemed untenable. 
However, new developments described 
below seem likely to change this 
picture considerably. 

Extensions of the above 
calculations are currently in 
progress. Schottky barriers, 
heterojunctions, and solid-
vacuum interfaces are being 
explored by using the methods 
described above. Because of the 
extensive computer time required 
for transition metal-surface 
calculations using pseudopotentials, 
we have been limited up to now 
in our studies of adsorbates to 
the use of tight-binding methods. 
These methods are useful, but 
because they are not self-consistent 
they lack reliability. FortUnately, 
quite recently, we have been 
successful in using a "mixed-
basis set, n which uses plane 
waves for sand p electrons and 
localized waves for d electrons. 
This method, together with our 
self-consistent pseudopotential 
approach, appears to have the 
flexibility and power to bring 
our transition metal-surface 
calculations up to the level of 
our semiconductor surface calcu­
lations without requiring excessive 
computation time. 



RESEARCH ON GRAIN BOUNDARIES AND PHASE BOUNDARIES IN MATERIALS 

Principal Investigators: J. William Morris and Gareth Thomas 

The surfaces that are impor­
tant in engineering materials 
include not only the external 
surface but also internal surfaces 
which may have a critical· influence 
on chemical and mechanical 
properties. Most materials of 
engineering interest are po1y­
granular (Fig. 1). They consist 
of microscopic crystallites of 
material delimited by grain 
boundaries. Moreover, engineering 
materials are often polyphase, 
containing two or more chemically 
distinct phases separated by 
interfaces. 

The internal surfaces have 
complex properties and important 
consequences for engineering 
behavior of the material. These 
surfaces are only beginning to be 
understood as modern research 
techniques are applied to their 
study. These internal boundaries 
separate crystalline grains, 
and hence have a detailed structure 
of their own, which changes with 
the crystallography of the grains 
they bound and may also change with 
time as the boundaries act as 
sources and sinks for dislocations 
and point defects. The boundaries 
also have a complex chemistry of 
their own as they attract or 
repel species present in the bulk 
according to interactions, which 
vary with their detailed structure. 

The influence of internal 
surfaces on material properties 
is always important and often 
critical. The boundaries often 
act as catalytic sites for phase 
transformations, precipitation 
reactions, and cavitation or void 
nucleation, hence influencing 
materials processing and property 
degradation during service. The 
boundaries strongly affect plastic 
deformation and fracture by 
acting as sources and sinks for 
crystal dislocations and by 

governing the transmission of 
dislocations (hence the acco~ 
modation of plastic flow) to 
adjacent grains. At high temper­
ature the boundaries may directly 
contribute to plastic flow 
through grain boundary sliding. 
The boundaries may contribute 
to fracture in catastrophic 
ways. The accumulation of 
deleterious species or precipitate 
films within the boundary may 
lead to brittle intergranu1ar 
failure under very low loads in 
a material which is. otherwise 
strong and tough. Deleterious 
chemical species in the boundarv 
may also render an alloy suscep­
tible-to stress corrosion cracking, 
again causing unanticipated 
failure under low loads in service. 

Given the importance of grain­
and phase-boundary properties to 
engineering materials, and the 
availability of probative new 
research tools for studying these 
boundaries, there is a growing 
research activity within MMRD in 
grain boundary structure and 
properties. Current research 
projects in our research groups 
cover a spectrum of topics from 
basic 'theoretical and experimental 
studies of the structure of 
boundaries to applied research 
on techniques for overcoming grain 
boundary embritt1ement in promising 
engineering alloys. Specific 
projects include the following: 
1) Grain Boundary Structure 

The principal theoretical 
tool used in the study of grain 
boundary distribution and 
structure is computer simulation, 
either on the atomic scale, where 
one attempts to determine the 
precise configuration of atoms 
at a grain boundary of particular 
type, or on the continuum scale, 
where one examines the distribu­
tion of grain boundaries through 



Fig. 1. The microstructure of Armco iron showing 
crystalline grains separated by grain bound­
aries (light micrograph, 500X). 



the body of a material. Both 
approaches are being taken in 
current research at MMRD. In 
atomic simulation studies (Hong 
and Morris) semi-empirical inter­
atomic potentials are used to 
study the relaxation of the crystal 
structure of adjacent grains near 
a boundary of given type. An 
example of a simulated grain 
boundary structure is shown in 
Fig. 2. The results of these 
simulation experiments give in­
sight into grain boundary struc­
tures and suggest the structural 
source of chemical and mechanical 
properties. Inmicrostructure 
simulation studies (Mahin, Hanson, 
and Morris) plausible nucleation 
and growth laws are used to simulate 
microstructures of the types which 
may result from solid-state 
reactions. These simulations 
generate realistic distributions 
of grain boundary locations and 
types through the material. These 
distributions are needed in theo~ 

retical studies of diffusional 
processes and mechanical behavior 
dominated by grain boundaries. 

The principal experimental 
tool used in studies of grain 
boundary structure is high-resolu­
tion transmission electron micro­
scopy. By using lattice imaging 
techniques, a spatial resolution 
of ~1.5A can be achieved, and 
allows the direct imaging of the 
planes of atoms in adjacent 
crystals as they impinge to form 
the grain boundary. As a specific 
example, this technique is being 
used (Clarke and Thomas) to study 
the structure of grain boundaries 
in hot-pressed silicon nitride, 
a prime candidate material for 
use in high-temperature turbines. 
Silicon nitride exhibits a 
dramatic decrease in strength 
above about IOOO°C, which has been 
attributed, on circumstantial 
evidence, to the presence of a 
glassy phase in the grain bound-. 
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Fig. 2. The configuration of atoms near a grain boundary in aluminum, 
computed on the assumption that the atoms interact according to the 
Morse potential. The symbol aJ) shows the crystallographic atoms 
sites before relaxation. The symbol (*) shows atom positions after 
the lattice has relaxed to accommodate the surface defect. 



aries. Direct observation of the 
grain boundary structure through 
lattice imaging (Fig. 3) shows, 
however, that while a glassy 
phase exists, it does not pene­
trate the grain boundary; it rather 
appears to be strictly confined to 
the junctions at which three grain 
boundaries meet one another. This 
recent experimental result neces­
sitates a basic rethinking of 
the "sand and molasses" model of 
high temperature deformation, a 
process which will certainly lead 
to a better understanding of high­
temperature mechanical behavior. 

In related work (Gronsky and 
Thomas), lattice imaging techniques 
are being used to characterize 
the interfaces of growing precip­
itate particles in alloy systems. 
All relevant theories suggest that 
the velocity of the moving inter­
face, and hence the rate of 
transformation, is strongly depend­
ent on the interface structure. 
The example illustrated ill Fig. Lf 

shows growth along two low-energy 
precipitate interfaces in an Al-
Zn alloy, and demonstrates that a 
ledge mechanism (see arrowed 
ledges) dominates growth. One of 

Fig. 3. Triple-point region in a hot-pressed, 5% MgO, silicon nitride 
material. The lattice fringe image reveals the (laTa) planes in ad­
jacent grains and indicates the presence of a second phase at the 
triple point A. 



the ledge facets imaged in the 
figure parallels the low-index 
lattice planes within the precip­
itate (a), while the others 
parallel low-index planes in the 
contiguous grain (b). Observa­
tions of this sort provide clear 
guidelines for theoretical studies 
of precipitation kinetics. 

The toughness of high 
strength, tough martensitic 
steels has been examined in a 
series of experimental Fe/Cr/C 
base steels. An important result 
which has been obtained by high 
resolution TEM and electron 
diffraction is that thin films 
(~lOO A) of retained austenite 
occur between the narrow marten­
site laths (~O.5 ~ wide). These 
films appear to contribute to 

high toughness. However, on 
tempering at ~300 - 400°C these 
films break down to a carbide and 
cause a loss of toughness; i.e., 
a special type of temper embrit­
tlement occurs. Critical questions 
associated with the stability of 
the austinite are associated with 
solute distribution. Clearly, 
chemical analysis of these retained 
y films and their decomposed 
products on tempering will lead 
to a better understanding of 
austenite stability and be an 
important contribution in the alloy 
design program. 

A successful new series of 
high strength Fe/2Si/O.l%C steels 
heat treated to form duplex ferrite 
martensite structure have been 
developed, which appear to be 

Fig. 4. Atomic steps (ledges) at a grain boundary viewed edge-on in 
Al-30Zn aged 1 week at 20°C. 



competitive for energy saving 
applications (e.g., automobiles) 
and as substitutes for HSLA 
steels. The strength of these 
duplex alloys is related to the 
strength and volume fraction 
of the two phases which in turn 
are related to their composition. 
Due to the fineness of the structure, 
techniques such as Auger analysis 
are urgently needed to analyze 
these phases and to find out the 
solute distrib.ution. The role of 
Si in expanding the a + y two 
phase fields can . then be analyzed 
so as to guide us in future 
design programs. 

The studies mentioned here 
clarify the physical state of 
interfaces. Modern analytical 
tools also permit a detailed 
chemical characterization of 
the interfacial region. We hope 
to procure equipment in the future 
that will permit chemical charac­
terization to be carried out 
simultaneously with lattice 
imaging studies. 
2) Grain Boundary Influence on 

Plastic Deformation 
The influence of grain 

boundaries on the plastic 
deformation of engineering 
materials is being .studied both 
analytically through computer 
simulation, and experimentally 
through research on superplastic 
creep, where the grain boundary 
influence is most striking. In 
computer simulation experiments 
(Hanson and Morris), the grain 
boundary is modeled as a simul­
taneous physical and crystal­
lographic barrier to the motion 
of dislocations, which may "pile 
up" at the boundary, be absorbed 
into the boundary to result in 
grain boundary motion, or cross 
the boundary to transfer deforma­
tion from one grain to another. 
The dominant process depends on 
the nature of the boundary, the 
crystallographic misorientation 
between grains, and the density 

of dislocation or dislocation 
sources. Simulation codes are 
now being constructed to examine 
these processes in detail. 

The deformation directly 
due to the sliding motion of grain 
boundaries is most pronounced in 
superplastic deformation. This 
high-temperature deformation 
process is now under study (Grivas 
and Morris) through creep experi­
ments, which will shortly be 
expanded to electron microscopy 
studies. The role of grain 
boundaries in superplastic defor­
mation remains poorly understood, 
though it is known to be important. 
Current theories emphasize the 
role of the grain boundary as a 
sink for crystal dislocations. 
However, evidence recently 
obtained at Berkeley may be more 
consistently explained on the 
hypothesis that the role of the 
grain boundary as a source of 
dislocations is critical. If this 
hypothesis is verified it suggests 
new interpretations of a number 
of interesting aspects of high­
temperature deformation. 
3) Grain Boundary Influence on 

Fracture 
Grain boundaries always 

effect the fracture stress of 
engineering materials. Their 
most striking and deleterious 
effect occurs when the boundary 
becomes a source of brittleness, 
leading to catastrophic inter­
granular failure under low load. 
Current research at MMRD addresses 
both the sources of grain boundary 
embrittlement and the development 
of practical metallurgical tech­
niques to overcome it. This 
research particularly addresses 
problems of grain boundary embrit­
tlement in the new alloys for 
cryogenic systems under develop­
ment at MMRD. 

Grain boundary embrittlement 
is particularly severe in ferritic 
Fe-Mn alloys, and is the principal 
barrier to the use of cryogenic 



systems. The problem is illustrated 
in the upper fractograph of Fig. 5, 
which shows the intergranular 
fracture mode in Fe-12Mn-O.2Ti 
broken in liquid nitrogen. Research 
at MMRD (Hwang and Morris) has 
shown that the intergranular 
fracture may be suppressed by 
treating the alloy to refine the 
grain size and to control the 
distribution of phases on the 
microstructural level, as illustra­
ted in the lower fractographs of' 
Fig. 5. 

The metallurgical processes 
used to control inter granular 
fracture in Fe-Mn alloys are 
complex, and would add significantly 
to the cost of using the alloy in 
commercial practice. Research 
toward simpler techniques is 
hence important. The success of 
this research depends on a detailed 
understanding of the source of 
grain boundary embrittlement. 
Fundamental studies emphasizing 
Auger spectroscopy and ESCA 
analysis are under way. The 
results obtained to date are 
inconclusive, but suggest that 
the embrittlement problem may be 
inherent in Fe-Mn alloys, due 
possibly to an accumulation of Mil 
in the grain boundary. If this 
hypothesis is established through 
further work, it should be possible 
to eliminate intergranular fracture 
through suitable modifications of 
the alloy composition. 

The commercially available 
ferritic cryogenic steels (Fe-9Ni, 
Fe-5Ni) are toughened for cryogenic 
use through thermal treatments, 
which add a small amount of the 
high-temperature y-phase in the 

grain boundary of the ferritic 
alloy. The precise role of this 
y-addition is not known, but must 
be understood if the engineering 
shortcomings of these alloys 
(high cost and poor proerties 
at temperatures below 77°K) are 
to be overcome. In current 
Mossbauer spectroscopy and 
transmission electron microscopy 
are used to specify the amount 
and distribution of austenite 
and to determine the mechanical 
stability of the austenite in the 
highly deformed material near 
propagating cracks. The available 
data suggest that a major beneficial 
effect of the austenite is to 
"getter," or remove deleterious 
chemical species from the grain 
boundaries. Precise chemical 
analysis of surfaces before and 
after austenization will be 
'required to clarify this behavior. 

Future projects which we 
hope to undertake at MMRD include 
research on grain-boundary 
catalyzed phase transformations, 
on temper embrittlement in steel, 
and on stress corrosion cracking 
due to grain boundary sensitiza­
tion. Each of these studi,es 
ultimately addresses engineering 
problems that are important to 
the ERDA mission. Our potential 
success in each of these areas 
depends critically on the avail­
ability of advanced surface­
analysis equipment and on the 
presence at MMRD of an interdis-
ciplinary group of investigators 
who are knowledgeable in the theory 
of interfaces and in the experi­
mental use of the most advanced 
analytical tools. 



Fig. 5. Scanning electron micrographs of fracture ,surfaces in Fe-lZMn-O.2Ti 
broken in liquid nitrogen . The upper figure shows inter granular 
facture in the quenched alloy. The lewer micrographs show that 
inter granular fracture may be partially suppressed by suitable 
tempering (lower left) and fully suppressed by a cold work + annealing 
treatment (lower right). 



SURFACE LAYERS IN CONTACT WITH CONDENSED MEDIA: 
OBSERVATION BY ELLIPSOMETRY 

Princi~al Investigator: Rolf H. Muller 

Analysis of the elliptic state 
of polarization that results from 
the reflection of polarized light 
(ellipsometry) provides an ex­
tremely sensitive measure for the 
observation of surface layers and 
microtopographies. The substrates 
can be contained in any medium 
that is optically transparent, 
such as liquid or gas. Surface 
coverages from less than 1% of 
monomolecular coverage to micron 
thickness can be determined. The 
unique automatic ellipsometer 
built in this laboratory is also 
capable of following film growth 
at rates up to a few micrometers 
per second. 

From the two measured ellip­
someter parameters, we can de­
rive the thickness and optical 
properties of surface layers. 
We have been able to infer in­
formation on composition and 
porosity that has subsequently 
been confirmed by independent 
means. In ultrahigh vacuum, we 
have determined adsorption iso­
therms, heats of adsorption, and 
molecular cross sections. 

Recent efforts have been 
directed towards understanding 
the optical effect of mass-trans­
P9rt boundary layers. Since these 
effects are unavoidable present 
in heterogeneous reactions pro­
ceeding at finite rates, they have 
established ellipsometry as a new 
technique for the measurement of 
interfacial concentration of re­
acting species. 

Ongoing studies on the elec­
trochemical generation and trans­
formation of surface layers give 
conclusive evidence of a disso­
lution-precipitatLon mechanism 
of anodic oxide formation for 
several metals. Zinc is shown as 
an example in Fig. 1. The two mea-

sured ellipsometer parameters 
1jJ and 11, starting from the values 
for bare Zn, first indicate rough,­
ening of the metal surface; dis­
solved reaction products can then 
be observed to accumulate near 
the surface. After saturation con­
centration is reached, the growth 
of a solid, passivating film sets 
in, with the observed film growth 
reasonably following computed 
points for film thicknesses up to 
600 A. The in situ identification 
of surface compounds will be fur­
ther advanced by the planned addi­
tion of spectroscopic capabilities 
to the ellipsometer. 
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