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Exploded Connections:

Unchunking Schematic hnowlcdge

Steven 1. Small

Department ol Compulter Scence
The University of Rochester
Rochester, New York 14027

Background

1L has been undersiood tor some ume thut the organizauon
of knowledge into event schemata and visual schemata can
aid significantly in the inference-making process. 1f we
know that we are 1n a typical room, o use Minsky's
example [1974], then we expect Lo see windows, walls that
are perpendicular Lo a ceiling, ewc. If we know thal we are
al a restaurant, 10 use Schank's examnple [1975], then we
can expect 1o be sealed by a muire Jd'hotel, o be given
menus, elc. By classifying situatdons according 10 a sinall
collection of schematc situations, a wule vanety of
inferences become immmediately clear and simple.

This same kind of schematc reasoning constitutes the
heart of several well-known theonies ol low-level
comprehension, especially by Schank [1972], Wilks [1973),
ele, By classifying linguisue clauses into a sinall number of
semantic cutegories, such as physical transfers of location
(PTRANS), propelling of objects (PROPLL), elc., a
number of inferences are straightforward. Certain kinds of
paraphrase are simple; "buymg" and “selling” ure
represented in almost the same way; “running," "walking,"
and "biking" have much in common in their semantic
representations, The schema for abstract transfers of
possession (A'TRANS) leads us to expect exchange of one
thing for another from one person to another, If any of
these are not specifically specified, they can be inferred
cusily. l‘urther, such an abstract Lrunsfer probably Look
place because one person wanied 0 own something thal
had been owned by someone eise, the other person
probably didn't want it so much anymore, and similar
kinds of simple inferences. The MARGII: system [Schank
et al, 1973 exhibited very impressive behavior without
using much more than schemalic interences based ou the
sernantic  representation  scheme  of  Concepiual
Dependency (CD).

Unchunking Schemata

In this short paper, we suggest a framework lor the study

ol schematic wpects ol nataral lanenage conngreticnsion
Specifically, we pursae the Gl of Folidon [1976]
peternme the dynanae cther than dabie Banking ol
o lddee the e ol patadlel o0 TETE | LTE

knowledge representaion facilitaes  that  goal. The
approach draws [rom  previous work in schemalic
representation and reasoning [Minsky, 1974; Schunk,
1975], spreading activauon [Quillian, 1968, parsing [Small,
1980; Marcus, 1979], speech recogmuon [Lowerre, 1976,
psycholinguistics [Dell, 1980; McClellund and Rumelhart,
1980], and computer vision (Ballard, 1981: Murr, 1974). By
decomposing schemalic knowledge into ditfuse units and
by studying the way these fucels of knowledge are
connected (inferenually), we expect o show important
results in several ureas:

- how u language comprehension systemn  can
mantwn  diffuse loc of control (hypotheses)
simultaneously, but stll come 0 u decsion when
required;

-- how 1o obtain schemauc reasoning (and

expectauons) from distributed unils not a priori
comimitied to represenUng unigue stalic siuations;

-- how to merge schematic inference mechanisms
from the top-down (e.g., scrips) and from the
bottom-up (e.g., case frames); and

-- how to relate experimental psychological data (e.g.,
reaction limes on normals and aphasics) lo
computer models.

‘I'he modelling effort employs an archiecture significantly
different from the typicul computer und closer o that of
the human brain. We use a paruiculur spreading activation
or aclive semantic network scheme, culled connectiomsm,
which consists of a massive number of uppropriately
connecled compuling units that comnunicaie (hrough
weighted levels of excitauon and inhibition |l'eldman and
Ballard, 1982). While such an architecture does not solve
any problems per se, we believe that a number of
questions become easier o set forth and more
straightforward to solve. This paper intends only to suggest
the directions of our current research in addressing several
language comprehension issues from the new perspective.

Some Main Issues

In particular, we show how a number of classical problems
in the theory of schemata might be approuched in a new
way. Three principal issues are discussed: (1)
Comprehension lakes place on a number of interacting
levels of processing; (2) mulliple hypotheses are
simullaneously maintained al a number of diffuse
processing loci; and (3) context aflects processing i both

top-down and botiom up  directions 1 orperiental
psychologists we begtmimg b winderstand e 1ssues
through reaction e dat MU Gl oo 8o Thant

[1980] have identified two processing levels; Dell [1980]
presents data suggestng interactions within the phoneimnic
level; Swinney [1979] shows ways in which contexl Joes
not affect processing; Seidenberg ct al [1980] tllustrate an
entire ume course for processing al the lexical level; and
Samuel et al [1982] present dJdata suggesting the
mechanisms of letter processing und the word superority
effect.

Multiple Levels of Comprehension

While it is someumes the case that a language
understander needs (o know the primitive schemalic
actions thal compose a more complex acuon, ofien he does
not. The relevant informaton carried by parucular words
und expressions is precisely thal informaton that wds the
hearer o understand the intended meaning of the speuker.
This always lukes place in some context and cannol be
separated from it. In a dialogue, a hearer must mterpret
the words and expressions in light of the conunuunicative
goals of Lhe speuker; in a story, a reader must serve 0
connect new fragments of lext with (he existing
interpretation  of story structure.  Further,  general
knowledge about the world must be applied where needed
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to the comprehension process (even al the level of
individual words and phrases), and the story or goal
structures constructed must be constrained by L.

[t seems unusual to consider certain actions in terms of
their decompositons (in the sense ot C1)) into struclures
of primitive units. There are very few contexts in which
the sentence "Rick kissed Joanie” would be best
understood by focusing on the (nonetheless vahd) tuct that
“Rick moved his head to in front of the head of Joanie so
that they were both facing each other, and then puckered
his lips and ouched them to Joanie." This long description
must be represented as the algorithmic (functonal)
concept underlying kissing. This description would be
required 1o understand the sentence "Joame caught Rick's
cold” occurring next. It would certamnly not help in
understanding Lhe sentence "Joanie bought herself a new
blouse.” The understanding of this second conceivable
utlerance requires an entirely different set of relauonships
concerning kissing.

Muluple Sunuitaneous Loct of Control

Thus, we need at least two different kinds of ussoctalions
of kissing 10 understand sentences in which it is a central
action. When hearing such a sentence, both of these kinds
of assoctations are aclivated, and either one can be relevant
o understanding what comes next  Puithermore,  the
context previous o the kissing action could ~cive 1o make
e o he other of these assoctations the prottient one

e et Gandime The sentame “Pok didnet
care about the Nu™ would facilitate understanding the next
senlence 1n a way more heavily weighed oward the
algorithmic association of kissing than the emotonal one,
l.ikewise, the preceding sentence "Rick felt strongly
atfected” should facilitate the other associations. An active
processing nelwork works through sumullanous activity in
many processing locations, permitting a cognilive model Lo
avoid irrevocable all-or-noune decisions in favor ot a more
continuous approach. This leads to plausible explanations
of subsequent context etfects, including puuns.

Context Lffects on Comprehension

In building a computer model of language comprehension,
we musl consider these phenomena. The conlext preceding
an ulterance must serve o favor cerwin interpretations
over others. As in the example presented here, the
competing interprelations need not be incompauble; the
context must simply faciliate the comprehension ot
subsequent utterances by focusing on one level of
interpretation over others. It should take longer for a
hearer 10 understand how Rick could get the flu fromn
Joanie if conditoned (0 focus on their emotional
involvement, than (o understand the same utterance after
contextual conditioning o focus on the mechanics of
kissing. The results of Seidenberg et al [1980] suggest that
analogous contextual effects hold with respect 10 lexial
dccess.

The computer model should make accessible ull levels of
interpretation of uuterances, but should not make
everything as easily accessible as everything clse. When
knowledge of the mechanics of kissing are required to
understand a fragment of text, it must be available. [t the
lext 1s about some romantic refationship, this knowledge
would usually be an obstacle, rather than a help, to
understanding. In such a case, 1t should be available 1f
needed (though perhaps slowly), but mostly it should not
be involved.

The kxploded Connection Scheme
We propose a uniform representation scheme for both
170

high- and low-level language processing thal shares some
of the flavor of the schematic approaches, but which
incorporates flexibility through three methods:

(1) The use of incredibly large nwmbers (and wide
variety) of schematic situatons (unus);

(2) A tocus on the relationships among: these situalions
rather than on the suuatons themselves (connecnions), and

(3) The use of  numenal  potentials 1o weigh
(comparauvely) the relevance o ary podhicnlar schiensi
situauon Lo the data (activation levels).

We call the approach an FExploded (‘onnection Scheme
(ECS), and are using it (0 build a unttied theory of low-
and high-level language comprehension. The elemental
units of ECS encompass the gamut of traditional elements
of comprehension models, from phonemes and
morphemes (0 cases and semantic primilives L0 concepls
and event sequences. We believe that there are lacge
numbers of each kind of unit, and that reasoning takes
place through the richness of the unit vocabulary and the
connections among the individuals. Some of our current
ideas on the organizalion of these expluded unils can be
found in [Cottrell, 1982).

What we are arguing for is a highly diftuse active
representation of knowledge and its processing. |taditional
models [Schank et al, 1973; Small, 1980] represent the
meaning of utterances in single, large, complex structures
of some small number of primituve elements. large
processes then manipulate this knowledge. encoding and
decoding the large symbol structures. Aliernatively, we are
suggesting representing meaning in a very large number of
(exploded) active processing unmits, which compute
activation as a function of incoming weighted excitation
and inhibition. The scheme focusses on the complex
interactions among diffuse knowledge umits and reduces
the complexity of individual processes. Such processing
units that do not manipulate complex symbol siructures
can interact frequently and tightly.

The Pair Principle

Each unit of a particular type riggers activation in other
similar units that are likely 1o come next in meaningful
speech. This happens at every level of processing, within
the level itself, and is called the paw principle. ‘The
principle states that every element of knowledge Lriggers
other elements (of the same kind) thal are likely 1o succeed
the given one (temporally or inferentially) in meaningful
speech. Dell [1980] shows a model for speech production
in which connections according to this pair principle lead
o plausible explanations of experimental resulls in
production of speech errors. By adding connections

between levels, activity spreads through the network in 4

way that leads to predictons at every level of processing
about what is coming next. The spreading activaton model
of McClelland and Rumelhart [1980] shows such
predictions through grapheme/lexeme interactions. The
results of Samuel [1980] on word superiority also support
this view.

I'xamples of the parr principle can be scen at every
concetvable level of language processing. A phoneie unit
activates those other phonciie vt that cae tolloe the

given one under the rules of the phonological system ol a
particular lunguage (or the phonologic rules known o the
hearer). A high-level activity umt activates the units for
other high-level activites that can reasonably come next
under the rules of cultural behavior of 4 socety (or
analogously, those rules known (0 the understander) An
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action umit increases the potentials ol type umis that
represent the kinds of things that could be (he case fillers
ol that particular acuon. The puwr ponaple underhes the
way we go aboul conneching unils (ugcther wilthin
particular levels of the comprehension model

Schemata

Al the level of highlevel acuvities the piniwise
connecuons of unils might seem less obvious than al ihe
level of phonemes, The sound paltern ol Linguages are
well-known, but not so the cultural regulanties. Further,
the differences among individuals may seem gicater when
it comes (o their expeclauons aboul events tn the world as
opposed 1o their use of sounds. We contend that this is not
so. The restaurant script of Schank [1975] cunstitules a
good example of the expectutions of people [rom our
culture aboul Lhe high-level uctiviues involved in eating at
a restaurant. Two fundamentul problems are known (0
exist with scripss: (1) how do you kuow when one is
relevant; and (2) how do you use mformation from une
script in understanding activities - another?

Schank [1979] has begun to address these guestons 1n his
recent work on MOPs, or memory organizanon packets. In
our way of viewing language conprehension, Lthe Yule
group has shilted slightly s emphasts, they are increasing
the number and nature of the schemalic siluations they
recognize and they ure focusing a bit more on the
counecuons among situations. LTheir restautanl script s
now connected lo other schemata represenung the general
notions of visiling a business establishment, prepuning and
ealing a meal, out-ot-house social activities, eic, We agree
with this shift, and push it lo i logical conclusion, as
enumerated above in our three representation methods.

A concetvable pair mauix for several example high-level
acuviues of restaurant-going is shown in l'igure 1, We can
envision additional pair matrices for each activity found on
the right-hand side of the one shown--the cuure sel of
connecuons being quite large. During the comprehension
process, the aclvalion of one aclivity unil causes
concomitant model activity in those that follow it. l‘urther,
this pairwise (riggering does nol stop al the uunils that are
only one connecuon away, bul conunues (al a smaller-
valued potenual) for a good distance, uctivatmyg a large
number of unis untl the ever-decreasing value 15 no
longer sigmticant.

Enter Restaurant Gel asked how many
% * Gel seated
O Sit down

* Go 1o lounge
‘Pm name on list
Give money (o maitre d'

Sit Down at Restaurant g Get water glasses filled
,:-;Order drinks
1'\"“6 given menus
| Order food
v P
Request wine hst

Ifigure 1, Actvity Pair Relations
Hierarchy

One kind of inference has always been a problem lor
schema-based models of comprehension based on stabic
chunks of knowledge and a single processing focus. In the
birthday party scenario of Charniak |1972], what does the
model do it something happens not duectly related 10

partes? Likewise, in his later exploration of the workl of
painting [1977), how does a schoema diiven mdel
understand an event In a story that hus nuthing o Jdo with
painung? An attempted soluton within the single process
approach has been 1o use some sort ol stack mechamsin
for the schemata, such that one context gets pushed (1o use
the computer inetaphor) and another lakes over. Again,
the problem anses: which schema (o acuvate when the
previous one is pushed? And when is it popped’

The solution Lo this classic problem within the lxploded
Connecuon  Scheme involves couneclions  among
hierarchical levels of active knowledge unils in the mudel
Research in semanuc networks has led 10 interesung
epistemologies and compuler representations. The work of
Fahiman [1979] in particular shows how the ditferent
levels of descripton might be related 1o euch other in our
own scheme. The main difference between his NIITL
approach and ECS centers on the eliminavon of a central
controller in favor of multiple competing processing loci,
each with a dynamic activation (confidence) level.

The pair matrix that shows some of the activiues involved
in going to a restaurant and the activities likely to tollow
them in everyday circumstances in our culture (g, 1)
seems specific 1o that overall activity, i.e., restaurant going,
The evenws listed are exploded, in the sense that they
describe “entering a restaurant’” and “heing seated al a
restaurant,” rather than “walking” and “sttung down”
This explosion means that there are o Lirge number ol
different units all repre cutimg the satme b ol acnvily m
different contexts. If we leave thiugs as such, there ure
many problems of schema-based models that will cause
trouble in our scheme. How can we reason that “sitling
down in a restaurant” could lead next 1o a "knee spasm,”
for example? Whether we represent the knowledge as "Lhe
sitting down" action of the "restauranl schema” or as the
"sitting down in a restaurant” unit in a connecled network,
the inference is not possible (unless "knee spasms” are
explicitly linked to the "sitling down in a restaurant” unit,
an unacceptable solution).

Our solution 1o this problem is lo connecl every unit in the
exploded network with a number of units that represent
the same event less specifically. The method we use, called
the hierarchy principle, involves representing events in an
ever more specific hierarchy, from completely context-Itee
actions, such as ingesting, to very particular ones, such as
"ealing squid at a Spanish restaurant in Georgelown.” A
small set containing a few intermediate kinds of caung is
illustrated in Figure 2. While it might seem hke there are
far too many units in this hierarchy 10 be plausible as a
representation of knowledge for comprchension, 1no1s
important to realize that: (1) most ot the pussible units o
nol exist in each individual; (2) the hierarchy 15 o langled
one; and (3) only the units at the highest levels are lairly
fixed in the nature of what Lhey represent.

INGLST
HUMAN-EAT
EAT-A-$NACK HUMAN-DINE
EA'I"A-IERETZEL HUMAN-DINE-OUT
EAT-OUT-FAST-FOOD  EAT-OUT-FANCY
EAT-OUT-MACDONALDS |
EAT-OUT-BURGHR-KING

Figure 2. Hierarchical Activities
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Connections and Spreading Activation

Let us refer to the pairwise connections that are based on
the temporal order of processing (e.g.. phonemes, events)
as remporul connections, those based on mundane
inference as (rmundane) inference connections, and those in
the hierarchy as Merarchical connections. Someuimes il 18
convenient 10 call connecuons of the fiest two kinds follow
connecttons, | he comlanation ol spreading activition along
these dilterent pathways provides  an answer o the
problem with schema-based comprehension menuoned
previously. The lemporal and inferential order ol events
now Lriggers aclivaton in event unus in two Jimensiwns,
leading in the horizontl direcuon Lo expectation of
specific schemaltic events, and 1w the verucal direction (o
non-schematc events of a less-specitic nature. Note thal
the vertical activaton causes acuvation horizontally among
these more general activity units,

The restaurant-going example can be used lo illustrate the
nalure of this activation. When the "bheng seated at a
restaurant” unit becomes active, a4 number of event units
along the follow connection pathways ure also activaled.
These mclude such thigs as "being given a menu,”
“asking for a wine list," etc., as shown n the pair matrx of
IYigure 1. That activalion i turn canses  additional
acuvation al a lower level along the next set ol follow
conneclions, and so on, until the ever decreasing aclivauon
has become esenuully zero.

Simultaneously, however, activation proceeds along the
hierarchical connecuons as well, likewise decreasing tor
each new radius of connection. Of course, each event unit
in the hierarchy has both hierarchical and 1emporal
connections, and acuvation from hierarchical paths
proceeds oul alony all connections, regardless of type, thus
creatng a new sel of event pawr expectations. Uhe way thal
“being seated n a restaurant” can naturally lewd w the
comprehension of a "knee spasin” through a comibination
of hierarchical and temporal pathways 18 shown in Figure
3. By the decreasing acuvauon idea, the potential
(activation level) of "knee spasm” should be significantly
less than that for things like "looking at the memy,” but
that is perfectly consistent with our thoughts on how
context suongly affects percepuon of new inputs.

follow connections (one-way)

MOVING-KNEES KNEE-SPRAIN
KNLE-SPASM

CHANGING-LEG-POSITIONS
hiecarchical connecuons

(lwo-way)
SI'IT]I;IG-DOWN
BLEING-SEATLED
BEING-SEATED-AT-A-
RESTAURANT

Figure 3. Schema Interacion

Furthermore. 1n cases when st ould be e ted i
nure than oone way, s scehiemie leads 1o by puine o

(expenmentally testable)  about  the  preterred
interpretation. The role of perceplion is ulso important
the scheme, since the acuvation level ol units depends on
inputs along all dimensions of conneclivity 1n the network,
The potenual of a unit can be changed by direct
perceptual sumulauon, sumulatuon from ubove or below 1
the isa hierarchy, from previous events along the lollow
pathways, or from other sources yet to be idenliticd. The
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polential represents in a uniform way the stnmulation
provided by a combinauon of all incoming connecuous,
The construction of our model involves identifying the
nalure of connections and units (which we are now Jdoing)
and the nature of the combinauon rules tor each kind of
unik

Summary and Conclusions

T'he research program we are  conumnencing the
construction of a computer model of huwman lunguage
comprehension -- represents an interdisciplinary eftort in
cognitive science. The plan involves connecting up i large
number of uneuron-level computng units 1o process
cohesive text. I'mpirical constraints on the wrganization ot
the active network consist of processing cvulence Irom
psychology, physiological evidence ubout the brain, and
compulational plausibility. Thus fur, we have made some
preliminary studies in parsing and schematn reasoning,
and have a working network sunulator that has been
applied successfully (o some simple problems i high level
constraint relaxation.

ln this paper, several issues regarding the vrganization vl
schemauc knowledge for language comprehension have
been described within the connectionist lrumework, We
have suggested mechanisms for (1) obtumning schematic
reasoning from diffuse computing units; (2) merging top
down and bouom-up control in schematic rewoning; (3)
mainlaining diftuse loci of control yet coordinating global
behaviors; and (4) direcly relaung psychological evidence
to computauonal models in cognitive science. Lhe resulis
presented are certainly in a preliminary state, bul are
leading to interesting simulations and  valuable
collaborative work.
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