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ABSTRACT 

	
  
Measuring and Modifying Community Social Factors to Reduce Alcohol Use and HIV Risk 

by 

Hannah Hogan Leslie 

Doctor of Philosophy in Epidemiology 

University of California, Berkeley 

Professor Jennifer E. Ahern, Chair 

 
 This dissertation addresses methodological and substantive questions around the 
estimation of contextual effects, with a focus on the influence of community factors on alcohol 
use in South Africa. Alcohol use contributes to a multitude of health conditions and is a 
particularly important risk factor for South African men due to heavy consumption and the high 
risk of alcohol-related harms such as violence and road accidents in this population. In addition, 
HIV transmission and progression to AIDS may be accelerated by alcohol use. Research into the 
causes of dangerous alcohol use to date has focused on individual-level factors. This work 
addresses contextual traits that may relate to alcohol use, particularly community social factors. 
Specifically, I evaluate analytic methods for the measurement and aggregation of individual 
perceptions of social factors such as collective efficacy (chapter 2), test the associations of 
alcohol outlet density and village collective efficacy with young men’s drinking behaviors in 
rural South Africa (chapter 3), and assess the village-level effect of a randomized community 
mobilization trial intended to modify gender norms on men’s alcohol use (chapter 4). 
 Measuring social factors that are not directly observed is a key challenge in the 
estimation of contextual effects. I consider methods for estimating the effect of latent group 
factors on health outcomes using observed item responses within individuals. I compare 
approaches where the group-level exposure is calculated as the overall mean of items within 
persons within groups (aggregation and regression) with latent variable methods, namely item 
response modeling within individuals and structural equation modeling within groups. In 
particular, I explore the creation of multiple plausible values for individual perception and the 
use of these measures in a multilevel structural equation model. Simulation studies across a 
range of conditions to assess the robustness of these methods suggest that latent variable models 
reduce bias in the estimation of contextual effects relative to consistent attenuation in approaches 
based on aggregation and regression. This bias correction incurs additional variability, however. 
The causal model linking the latent construct to item responses affects appropriate analytic 
choice, as one setting in which aggregation and regression approaches perform well is when the 
group latent trait is a composite of individual values (formative indicators) and the sampling 
fraction is high. Finally, consideration of the role of third variables in affecting measurement, 
exposure, and outcome suggests that aggregation and regression approaches can be highly prone 
to bias in these scenarios, with some bias correction possible when adjusting for the aggregate 
value of a variable that distorts measurement. Latent variable methods provide reasonable bias 
correction in these situations without control for the aggregate of the third variable; adjustment 
for the distortion factor in the measurement model did not contribute substantially to this 
correction. As a whole, this work suggests that latent variable methods are worthy of further 
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consideration in social epidemiologic analysis, with additional work warranted on reducing the 
variability of such methods and comparing them to a single-stage, fully latent model. 
 Chapter 3 presents a novel analysis of social and environmental factors related to alcohol 
outcomes in rural South Africa. I assess the relationship of collective efficacy and alcohol outlet 
density with heavy drinking and potential problem drinking using a population-representative 
survey of 581 young men from 22 villages in Agincourt, South Africa. In this cross-sectional 
analysis, informal social control and social cohesion show protective associations with men’s 
heavy drinking but not problem drinking: a one standard deviation difference in each factor was 
associated with a -4% difference in expected prevalence of heavy drinking among young men. 
The number of formal and informal alcohol-serving establishments per square kilometer was 
associated with potential problem drinking but not heavy drinking. The expected difference in 
prevalence of potential problem drinking was 9% for a difference of one additional alcohol outlet 
per square kilometer. Although preliminary, these findings lay the groundwork for further 
investigation of contextual causes of alcohol use and suggest that such causes could be 
worthwhile sites for future intervention.  
 The final component of this work is an assessment of a randomized community 
mobilization intervention intended to modify gender norms in an effort to reduce HIV 
transmission in Agincourt. Although reducing alcohol consumption was not a primary aim, the 
intervention included alcohol-related content, as inequitable masculine gender norms have been 
linked to risky alcohol use, including drinking before sexual activity. I test the total effect of the 
intervention on village prevalence of heavy drinking, potential problem drinking, and alcohol use 
before sex based on a follow-up sample of 575 young men. I categorize intervention engagement 
into low, moderate, and high doses based on the proportion of young men participating in the 
intervention and test the association of each dose level with each outcome as an assessment of 
nonlinearity. A nonlinear relationship would be consistent with the mobilization element of the 
intervention, which was intended to generate spillover effects from engaged individuals to peers 
who did not participate in the intervention. The intervention was not significantly associated with 
village prevalence of any of the alcohol outcomes. However, high dose of village engagement 
was significantly positively associated with the prevalence of heavy drinking and of potential 
problem drinking (14% difference and 9% difference relative to moderate engagement 
respectively). In contrast, the village-level relationship between increasing intervention dose and 
pre-sex alcohol use was protective and nonlinear, with the lowest estimated prevalence at 
moderate engagement, but did not reach statistical significance. These results indicate a potential 
harmful ecological effect of high intervention engagement on heavy drinking and potential 
problem drinking and are compatible with no effect or a protective effect on alcohol use before 
sex. Subsequent analyses should assess individual-level pathways between intervention 
engagement and alcohol use and consider whether intervention activities such as tavern-based 
discussions and large soccer tournaments could have inadvertently increased alcohol 
consumption.  
 As a whole, this work advances the methodological tools available for the analysis of 
contextual effects and provides new evidence of the importance of community causes of alcohol 
use in the context of HIV risk, an area with limited prior research. Extensions of this research 
can help to solidify a causal relationship from community context to alcohol use and identify 
ways to optimize future interventions in this area.	
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Chapter 1: Introduction 

PROBLEM STATEMENT 
 In the fourth decade of the global epidemic of Human Immunodeficiency Virus (HIV), 
the necessary causal agent of Acquired Immunodeficiency Syndrome (AIDS), countries around 
the world are making tangible progress in reducing incidence and extending survival. Increasing 
access to highly active antiretroviral therapy has extended lifespans and reduced transmission 
(1). Despite these achievements, HIV and AIDS remain potent forces of morbidity and mortality 
worldwide: at the end of 2013, an estimated 35.0 million individuals were living with HIV and 
2.1 million were newly infected, with 70% of global prevalence and incidence occurring in Sub-
Saharan Africa (2). HIV risk remains concentrated among vulnerable and marginalized sub-
populations, particularly sex workers, injection drug users, and men who have sex with men. In 
addition, in the generalized (population-wide) epidemic affecting much of Sub-Saharan Africa, 
young women are at extremely high risk (2,3). In South Africa, an estimated 13% of women are 
living with HIV by the time they are 24 years old (1,4). Combatting HIV globally and decreasing 
risk for individuals in vulnerable populations in particular requires a combination of prevention 
strategies, including not solely biomedical intervention but also efforts to modify the social, 
economic, political, and environmental factors that structure risk and vulnerability (5,6). 
 An increasingly recognized element of the HIV risk environment, as well as a detrimental 
health outcome on its own, is harmful alcohol use. Alcohol consumption contributes to over 200 
health conditions, including injury and both communicable and non-communicable diseases (7). 
In South Africa, heavy alcohol consumption poses a serious risk to public health, accounting for 
nearly 40,000 deaths and thousands of disability-adjusted life years due to outcomes ranging 
from interpersonal violence to alcohol use disorder and cirrhosis (8–11). These estimates do not 
include morbidity and mortality due to HIV, despite increasing evidence that alcohol use may act 
as a catalyst for HIV transmission. Biologically, alcohol consumption disrupts immune function; 
animal models of HIV suggest that alcohol can increase viral replication and hasten the 
progression of disease (12), although evidence on accelerated disease progression in humans is 
limited to date (13). Alcohol consumption is associated with behavioral risks, including less 
effective condom use, multiple partners, and increased violence, sexual coercion and assault (14–
21). Meta-analyses support the association of alcohol consumption, particularly heavy episodic 
drinking, with incident and prevalent HIV (19,20). A number of HIV-risk reduction interventions 
have taken place in Africa among alcohol-using populations; these studies showed mixed results, 
with short-term reductions in sexual and alcohol-related risk behaviors that were not consistent 
across groups or sustained over time (22). Additional randomized trials of individual-level or 
situational (bar-based) alcohol risk reduction are currently planned or underway (23,24).  
 Despite the growing attention to the contribution of alcohol use to HIV risk in Sub-
Saharan Africa, and South Africa in particular, limited research addresses broader community 
factors and social processes that may influence alcohol consumption. Based on research largely 
outside of South Africa, three plausible community-level factors may shape alcohol use: alcohol 
availability, collective efficacy, and gender norms. The density of alcohol outlets is associated 
with alcohol consumption and related harms at the population level, although studies of 
individual behaviors have shown mixed results (25–27). It is not yet known whether alcohol 
availability is associated with drinking outcomes in South Africa. Epidemiologic research has 
identified collective efficacy, “the linkage of mutual trust and the willingness to intervene for the 
common good” (28) as a social factor associated with a broad array of health behaviors and 
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outcomes, including self-rated health, asthma, depression, and HIV risk behaviors such as 
condom use (29–37). A small number of studies have addressed at least one element of collective 
efficacy and alcohol use, with research in the United States identifying a protective association 
between social cohesion and binge drinking (38). Comprehensive assessment of collective 
efficacy as it relates to alcohol use is scarce in South Africa; brief (one- to two-item) measures of 
this construct have been shown to be associated with lower social disorder and reduced alcohol 
consumption in cross-sectional studies (39,40). A final community-level factor implicated in 
harmful alcohol use in the context of HIV risk is gender equity, with a considerable body of 
research suggesting that highly inequitable masculine gender norms are associated with heavy 
alcohol use (41–43). Individual-level interventions on masculine gender norms have 
demonstrated success in modifying men’s beliefs and, to a lesser extent, behaviors (44–46). 
Evidence from a quasi-experimental trial suggests that gender-based interventions and alcohol-
reduction programs can each reduce HIV risk; integrating them could result in synergistic 
prevention (47). A community-randomized trial of a gender-transformative intervention 
indicated that such approaches show promise in at least medium-term (one-year) reduction in 
problem drinking (48). 
 
STUDY PURPOSE 

 The purpose of this research is to assess the role of community factors on alcohol use in 
the context of HIV risk in rural South Africa. Specifically, I evaluate analytic methods for the 
measurement and aggregation of individual perceptions of social factors such as collective 
efficacy (Aim 1); I test the associations of alcohol outlet density and village collective efficacy 
with young men’s drinking behaviors in Agincourt, South Africa (Aim 2); and I assess the 
village-level effect on men’s alcohol use of a randomized community mobilization trial intended 
to modify gender norms (Aim 3).  
 
SPECIFIC AIMS 
Aim 1: To compare analytic methods for the creation and analysis of latent group-level factors 
in situations of measurement error and confounding. 
 Determining an association between collective efficacy and alcohol use, for example, 
requires the measurement of an unobserved, group-level construct that may be best accessed 
through subjective individual perception. I conduct simulation studies to compare the accuracy 
and variability of commonly applied approaches to this question, including simple score 
aggregation, application of a measurement model for score creation, and use of multilevel latent 
variable analyses. Each approach offers distinct advantages in estimation depending on the 
setting of interest, but they have not been systematically compared in the epidemiologic 
literature. I simulate data following a range of plausible data-generating processes and explore 
the capacity of each approach to correct for random measurement error as well as systematic 
error introduced by a third variable.  
 
Aim 2: To examine the relation of community social and physical environmental factors with 
heavy alcohol consumption and potential problem drinking in a population-based sample of 
young men in rural South Africa. 
 I conduct the first analysis of how both physical and social community factors relate to 
young men’s alcohol use in South Africa. Drawing on a representative survey of 581 men aged 
18 – 35 in the rural Mpumalanga province of South Africa, I assess alcohol outlet density and 



 3 

collective efficacy at the village level as they relate to heavy drinking and potential problem 
drinking. I employ g computation to calculate an interpretable estimate of the potential outcome 
of an intervention on either exposure. I test the sensitivity of results to reverse causation between 
drinking and collective efficacy and, following the analytic comparison in Aim 1, to an 
alternative measurement model for individual perceptions of collective efficacy.  
 
Aim 3: To assess the impact of a community-level HIV prevention intervention on young men’s 
alcohol use, including drinking before sexual activity. 
 I analyze a second population-representative survey from Agincourt collected following 
implementation of a village-level intervention intended to mobilize villagers around gender 
equitable norms and HIV prevention, including reducing dangerous alcohol use. I estimate the 
total effect of the intervention on prevalence of three alcohol outcomes among young men: heavy 
drinking, potential problem drinking, and alcohol use before recent sexual activity. I quantify 
intervention engagement within each village. I then assess the shape of the relationship between 
thresholds of increasing engagement and alcohol use for nonlinearity, an indicator compatible 
with the presence of spillover effects from peer engagement.  
 
SIGNIFICANCE 

 This work will contribute to epidemiologic research in several ways. First, despite the 
importance to social epidemiology in particular of latent constructs measured through proxy 
variables, no comprehensive assessment of analytic options for this challenging situation exists 
in the epidemiologic literature. Moreover, existing discussions outside of epidemiology do not 
extend to the complex polytomous scales common to epidemiologic research, nor do they 
address the robustness of assumptions underlying latent variable methods or their performance in 
the presence of systematic measurement error. The work in Aim 1 thus extends existing 
consideration of analytic approaches for unobserved group constructs in the context of 
epidemiologic research. Second, the recognition of alcohol use as a critical health risk in South 
Africa has not yet been matched with full consideration of its potentially modifiable community 
causes. By assessing both physical and social exposures related to alcohol use using a large and 
representative survey of young adults, I extend the research on structural causes of drinking to an 
understudied setting, specifically to rural South Africa. The results may help inform future 
interventions around alcohol use for young adults, including whether the increasing number of 
community-level HIV interventions can be modified to affect alcohol use as one pathway to HIV 
risk. Third, the work in Aim 3 represents a novel analysis of an innovative cluster-randomized 
HIV prevention trial. The trial provides the opportunity to consider whether a community-level 
gender-focused intervention may modify alcohol use and, if so, whether such an effect might 
multiply as increasing numbers of community members are involved. This work sheds light on 
the extent of engagement required to catalyze community-level impact of such an intervention 
while laying the groundwork for future analyses on particular mechanisms of effect.  
 In sum, the major contributions of this research are to deepen our knowledge of structural 
causes of alcohol use, including the susceptibility of risky drinking behaviors to community-
level intervention, and to strengthen the methodological rigor of social epidemiologic analysis 
through improved understanding of available options for ecological metrics. These developments 
will provide the basis for similar analyses within ongoing trials in Agincourt and elsewhere to 
develop stronger evidence for causal effects of community social factors on alcohol use and HIV 
risk. 
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ORGANIZATION OF THE DISSERTATION 

 This dissertation is organized into five chapters. Chapter 1 introduced the study question, 
specific aims, and significance. Chapter 2 presents the results of the methodological exploration 
of analysis of unobserved group constructs through simulation studies. Chapter 3 details the 
associations between community-level factors and young men’s alcohol use from a cross-
sectional, population-representative survey in rural South Africa. Chapter 4 covers the analysis 
of intervention effects on prevalence of alcohol outcomes, including alcohol use prior to sexual 
activity. Chapter 5 concludes the dissertation by reviewing implications of the three studies 
conducted and priorities for future research.   
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Chapter 2: Analytic approaches to modeling contextual effects in 
situations of confounding and measurement error 
 
ABSTRACT 

 Determining whether characteristics of a group, such as the social capital of a 
community, contribute to health outcomes is a major undertaking in social epidemiology. 
Analyses of such contextual effects are challenging due to the multilevel nature of the causal 
question and, for unobserved constructs such as social capital, the need to rely on error-prone 
measurements such as individual perceptions to determine exposure. The purpose of this study is 
to test the application of analytic methods used in educational and organizational research, 
namely item response and structural equation modeling, to a social epidemiologic context. In 
particular we assess a novel approach combining multiple item response estimators per person 
with structural equation modeling compared to existing methods. We address three questions: 1) 
how robust are such methods to violations of their underlying assumptions?, 2) How can both 
simpler and more complex approaches address systematic measurement error induced by a third 
variable?, and 3) How do such approaches perform under an alternative causal model in which 
individual perception of the latent traits creates the group value rather than the reverse? 
 We describe six combinations of analytic approaches. Three are within person summaries 
of the observed items: item mean score, expected a posteriori (EAP) estimator from an item 
response model, and plausible values drawn around the EAP. Two options are explored for 
between person summaries: mean value of the individual score employed in a multilevel 
regression model and each individual observation modeled in a latent variable structural equation 
model (SEM). We apply each combination to a range of simulation studies, all of which reflect a 
typical large social epidemiologic study: polytomous items assessing the group trait, moderate 
within group sample size (40), moderate number of groups (40), and high within group variance. 
First, we assess the robustness of each approach to changes in the underlying item model, person 
distribution, and group distribution. Second, we extend the causal model to incorporate a third 
variable that can function as a distortion of perceived cohesion, a component cause of the 
outcome, and/or, once aggregated, a component cause of the group characteristic. We test 
whether controlling for this variable within the measurement model and at the individual and 
group levels of the outcome model reduces bias in estimating of the contextual effect. Third, we 
explore an alternative causal model in which individual perceptions combine to create the group 
trait, a scenario that resembles the structure assumed by a mean-based approach more than that 
of a latent variable approach. We assess the performance of each method under this scenario in 
conditions of high and low sampling ratio. Following the simulation studies, we assess the 
relationship between village organizational capacity and heavy episodic drinking among young 
men in rural South Africa as an applied example to integrate the results of the simulations. 
 Mean and regression-based analyses provide estimates of the contextual effect that are 
biased towards the null, while combining plausible values with SEM corrects for measurement 
error when the underlying causal model shows group-to-individual effects. Using a summarized 
score, whether an item mean or an EAP, as a single metric of person location within a multilevel 
SEM does not reduce bias and can lead to highly variable results. The six analytic approaches 
prove fairly robust to violations of their underlying assumptions, with the plausible value and 
SEM method typically returning the least bias. Incorporation of a third variable that distorts 
measurement increases bias that is not corrected by including the covariate in the measurement 
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model. In some conditions, mean and regression approaches require adjustment for the covariate 
at the group level to reduce bias, while the plausible value-SEM models show minimal bias when 
adjusted at the individual level for covariates operating as confounders. Residual bias remains 
high and some results are contradictory, suggesting further exploration is required. Finally, 
applying these approaches to an individual-to-group causal model favors mean and regression 
approaches when the sampling fraction is high, but SEM approaches when the sampling fraction 
is low. The applied example illustrates how utilizing multiple methods can serve as a sensitivity 
analysis to bolster or weaken causal claims of any one analysis.  
 This work as a whole suggests that the novel combination of plausible values and SEM 
offers an effective means of bias reduction in estimating contextual effects of latent variables. 
This approach proved relatively robust to violations of underlying assumptions, followed most 
closely to causal graphs when incorporating third variables that acted as confounders, and 
performed well in a setting at odds with its structural premise, provided that sampling fraction is 
low. However, it was more variable than a mean and regression approach. Future social 
epidemiologic analyses should consider incorporating item response modeling and SEM into 
analyses of latent traits, particularly if the objective is to minimize bias in estimation. Subsequent 
methodological research is warranted on how to improve SEM analyses with a single individual 
metric, whether intermediate models mixing latent and observed traits offer the bias correction 
effects seen here with less effect on variability, and whether causal graphs should be modified to 
better suit multilevel analyses.   
 
INTRODUCTION 

Motivation 
Among the major concerns of social epidemiology is the investigation of multilevel 

contextual effects: the impact of collective characteristics on the health of the individual beyond 
any effect of an individual analogue of that characteristic. Researchers theorize that macro 
social-structural conditions such as norms, poverty, and policy shape mezzo-level social network 
structure and characteristics (49). These in turn provide opportunities for micro-level 
psychosocial mechanisms like social support to develop and ultimately impact health through 
behavior, psychological factors, and physiologic response. A considerable body of research 
supports the plausibility of this framework as applied to a variety of health outcomes. In the field 
of HIV for example, early prevention interventions identified community mobilization as a 
potentially effective mechanism for shaping individual risk behavior (50,51). The structural 
factors that enable mobilization and the pathways linking it to individual change continue to be a 
key area of study in HIV prevention around the world (52–54). A larger literature examines 
collective efficacy, the capacity of a group to realize its shared goals, as a protective factor for 
neighborhood safety and health (28). To date, studies have documented associations between 
collective efficacy and self-rated health, asthma, depression, condom use, and alcohol 
consumption (29–32,38). Public health practice, including the development of interventions to 
modify such collective characteristics to improve health, depends upon accurate assessment of 
these complex causal effects of interest.  
 
Challenges in identifying contextual effects 
 Three major challenges arise in research on the contextual effect of social factors: 1) the 
complexity of the causal processes across multiple levels of observation, 2) an inability to 
directly observe the underlying exposure, and 3) the necessity of measuring some exposures 
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through individual perception. By definition, contextual effect analysis is concerned with the 
effect of a group (level 2, L2) characteristic on an individual (level 1, L1) outcome, such as 
health status. Epidemiologists have described a number of possible causal links across these 
levels (55). These include a direct effect across levels; an indirect effect mediated by an 
individual-level exposure; and cross-level effect modification, where the relationship between an 
individual exposure and an individual outcome differs by a group-level covariate, or the reverse, 
when a group exposure interacts with an individual-level covariate. Causal relationships aside 
from the effect of interest are also important to consider in the multilevel context: even if a 
covariate does not confound the exposure-outcome relationship at the individual level, it can be a 
group-level confounder if both the confounder distribution and outcome incidence rate vary by 
group (56). Identifying the causal structure of exposures at the group level thus requires 
consideration of group characteristics that could shape the distribution of exposure, covariates, 
and disease states across groups. 
 When the exposure of interest in contextual effect analysis is a social process, additional 
complexity is introduced due to this factor not being directly observable. Social processes are 
latent variables, where latent is defined broadly as a “random variable whose realizations are 
hidden” (57). In lieu of the true value of a latent variable, researchers devise indicators intended 
to provide an observable metric for the underlying unobservable characteristic. Such indicators 
may exist at the same level as the variable of interest, such as percent of residents voting in an 
election as an indicator of community civic participation, or at the individual level, for example 
perceived cohesion. Here the multilevel nature of the effect of interest intersects with its 
unobservable state: although direct observation at L2 is preferable in measuring group 
characteristics (58), in many cases, social processes and other latent variables can be feasibly 
measured only through individual perception. The limited nature of what investigators can 
observe necessitates careful consideration of the hypothesized causal model underlying 
exposure, measures, and outcomes.  
 
Tools to address these challenges 
 Considerable research in epidemiology, education, and psychometrics has addressed the 
conceptual and methodological challenges of contextual analyses. We briefly review causal 
models for multilevel questions from education research as well as two related analytic 
approaches to latent variables, item response modeling (IRM) and structural equation modeling 
(SEM), before assessing how these tools can be combined to social epidemiologic research 
questions.  
 
Causal models 
 Researchers in education, organizational research, and psychometrics have extended 
work on the measurement of latent individual traits through observed items to create a 
framework for measuring latent group traits through observed individual metrics (59–61). In 
conceptualizing the relationship between a group latent trait and individuals as ‘indicators’ or 
raters of that trait, researchers have proposed two broad classes of causal relationships: reflective 
indicators, which are downstream reflections of an underlying latent trait, and formative 
indicators, which are antecedent to the latent trait. Although ‘measure’ is typically 
conceptualized as for example a test or item assessing an individual-level characteristic, in the 
context of collective latent traits, individuals can serve as indicators or measures of the group 
characteristic, while their perception can be measured in turn (61). Structural models depicting a 
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basic reflective model and a basic formative model are shown in Figure 2.1, panels A and B. 
(Throughout this document, latent variables are represented with Greek letters; observed 
variables with Roman. Schematic representations employ circles for latent variables and boxes 
for observed.) Figure 2.1A is a reflective model in that for individual i in cluster j, the latent 
group trait 𝜃𝜃  is a cause of individual perception 𝜃𝜃 ; the variability of 𝜃𝜃  is represented as 𝜎𝜎 . 
Individual perspectives that serve as indicators of the group trait are measured through observed 
items Xhij (we depict three items for simplicity, though the actual number may be greater in 
practice). Both 𝜃𝜃 and 𝜃𝜃  are component causes of the individual health outcome Yij. The 
contextual effect is represented by 𝛽𝛽 . In contrast, panel B shows the causal model underlying 
formative indicators: the perceptions of individuals within a cluster form the components of the 
group trait 𝜃𝜃  (61). The dotted line represents the process by which 𝜃𝜃 is formed from 𝜃𝜃 , such as 
summation. As in the reflective model, individual perception is measured by observed indicators 
Xhij; the contextual effect is represented by 𝛽𝛽 . 
Figure	
  2.1:	
  Causal	
  models	
  of	
  contextual	
  effects	
  of	
  latent	
  group	
  traits	
  measured	
  through	
  individuals	
  
A:	
  Basic	
  reflective	
  (group-­‐to-­‐individual)	
  model	
   B:	
  Basic	
  formative	
  (individual-­‐to-­‐group)	
  model	
  

	
   	
  
 We introduce here applied examples to facilitate understanding of these divergent causal 
structures. The reflective group-to-individual model depicts a situation in which for example, 𝜃𝜃  
may represent the magnitude of informal organizational structures in a community (e.g., 
voluntary organizations, political advocacy groups), which speaks to the social capital of the 
cluster. Individuals perceive organizational density in their community as a function of the true 
group trait as well as individual variability. The actual social capital of the community as well as 
an individual’s perception of it may both contribute to health behavior, such as alcohol 
consumption.  
 In the formative individual-to-group model, residents of an individual community possess 
opinions on the appropriate maintenance of collective order, perhaps as a function of historical 
processes that shaped the current community. The totality of those perspectives in turn shapes 
how social and anti-social behavior are monitored and potentially checked, which is 𝜃𝜃 , the group 
latent trait. Both individual perception and the functional summary of it can shape health 
outcomes such as drinking.  

 Distinguishing formative indicators from reflective indicators is a question of the process 
believed to underlie the group characteristic under study. Once hypothesized, this relationship 
has implications for measurement decisions. For reflective indicators, multiple assessments of a 
given indicator, such as ratings by different individuals within a cluster, are expected to be 
interchangeable since the indicator results from the common group construct (61). Discrepancies 
in ratings are ascribed to unreliability in the measurement. In considering how to aggregate 
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indicators from the observed level to an ecologic or group level, reflective indicators can be 
summarized as ratings subject to error, with a number of strategies available to account for error. 
In contrast, formative indicators are not assumed to be homogenous; deviation across individual 
responses is a substantive rather than nuisance finding. Formative indicators may be best 
summarized through metrics other than a simple mean, and can be considered reliable 
assessments of a latent group variable even when multiple ratings vary substantially from one 
another (61). While reflective indicators are assumed to be sampled from a population of infinite 
individuals, the underlying population individuals serving as formative indicators is assumed to 
be finite so that the individual values can combine to form the group latent trait; the proportion 
sampled from it is a key quantity in considering accuracy in estimating the latent trait (61).   
	
  
Measurement models 

Multiple analytic approaches exist for summarizing indicators both within individuals and 
within groups. Items can be averaged directly, assuming no measurement error, or can be 
modeled as indicators of a latent individual variable. Item response modeling (IRM) is a subset 
of SEM that provides a tool to fit nonlinear models to dichotomous or polytomous items by 
mapping individual location on the underlying latent trait and item difficulty onto a common 
metric (62). The probability that an individual at a certain location would endorse a specific item 
response is modeled as a function of individual location and fixed item traits (63). The true 
location of an individual can be predicted based on the assumed model. Further, the magnitude 
of error around a given individual location can be estimated; this enables generation of multiple 
plausible values for each individual estimate as a means of incorporating measurement error 
within estimation. In addition, individual covariates can be incorporated within the measurement 
model to improve predictions (64). IRM offers a number of strengths as a tool in developing and 
utilizing individual-level measures (65) and has been used in the measurement of group 
constructs as well, albeit less frequently than factor analysis (58). Extensions of IRM to 
multilevel settings include consideration of latent dependencies among subsets of items and the 
grouping of items within categories or other shared item stimuli (66–68). However, to our 
knowledge there has been no systematic inquiry on the potential contributions of IRM to 
measurement of latent group constructs, specifically the use of multiple plausible values for 
individual estimates and the ability to control for person characteristics in the measurement 
model. 

Beyond the specific approach of IRM to estimating latent traits based on dichotomous 
observed items, structural equation modeling (SEM) more broadly is an estimation approach 
applicable to the use of effect indicators as metrics of a higher-level construct, whether the 
indicators are within person (items) or within groups (individuals). SEM treats group trait 𝜃𝜃  as 
an unobserved variable that can be decomposed into a total mean 𝜃𝜃, group-specific deviations Υ , 
and individual deviations 𝜚𝜚 . The contextual effect of interest is the link between true 𝜃𝜃  and 
observed Yij beyond any effect of individual-level 𝜃𝜃  (the direct effect in epidemiologic terms). 
SEM enables estimation of 𝜃𝜃  by treating each individual rating Xij (assuming here that Xij is an 
observed variable at the individual level) as a measure of 𝜃𝜃 , akin to viewing individual items as 
a measure of an individual ability. The mean X.  of Xij can then be corrected for unreliability 
based on the variation between Xij

 (69). This approach can be extended when 𝜃𝜃  is not observed 
but is instead measured via items Xhij within individuals, in which case the correction for 
unreliability addresses both sampling and measurement error. While this correction can reduce 
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bias in the estimation of the effect of interest (61), parametric SEM requires placing 
distributional assumptions on 𝜃𝜃, Υ , and 𝜚𝜚 ; simulation testing suggests the assumption of 
normality for the latent trait 𝜃𝜃  is the most fundamental to estimation (57,70,71). In addition, 
SEM estimation is a technically complex undertaking that may not be feasible for a given data 
set, particularly when attempting to model multiple levels of latent variables simultaneously, 
such as embedding a latent item response model within a latent group construct model.  

A less complex alternative is to treat individual observations as error-free and to use the 
simple average of these observations as an unbiased estimate of the population mean in a 
standard regression model. This approach is implicitly based on a formative causal model, 
although this is infrequently recognized in practice. Applied epidemiologic research has 
employed both SEM and mean and regression methods (see for example references (31,72,73)).  

To date, there has been no comprehensive assessment of the relative performance of these 
approaches in the context of epidemiologic research. We are in fact not aware of any 
epidemiologic research using plausible values for measurement. Systematic comparison of 
analytic options for aggregation of individuals as reflective indicators has been undertaken in 
education research, however. In two related studies, Lüdtke et al. investigated the use of SEM 
approaches at the item-to-individual and the individual-to-group levels (61,74). Relative to a 
simple aggregation approach, employing SEM reduced bias in the estimation of contextual 
effects in a finite sample. The cost of reduced bias was increased variability, particularly under 
conditions such as a small sample size, small number of groups, or low correlation of the 
exposure within groups (low intracluster correlation [ICC]). Employing SEM at just one level, 
such as modeling the group-level construct as a latent variable based on observed person scores, 
proved more reliable in these situations (61). These studies modeled items directly in a 
multilevel SEM without conducting an item response analysis. Other researchers have integrated 
IRM into multilevel SEM analyses. González et al. developed a double SEM by situating 
dichotomous item responses within models for latent traits of the individual respondents crossed 
with models of latent traits for the situation or context of particular item sets (68). In work more 
related to the question of individuals within groups, Cho et al. embedded IRM of dichotomous 
items within a two-level SEM when considering items within categories of items as the higher 
level grouping (67). This work included an initial simulation study suggesting the multilevel 
SEM model improved performance in item parameter estimation relative to a single-level fixed 
effects model; the authors recommended further testing of more complex situations, such as 
polytomous items and grouping by person rather than by item (67).  
 
Study questions 
 We extend existing investigations of methodological approaches to contextual effects and 
situate this comparison within a social epidemiologic context. Specifically, we consider three 
item-to-individual analytic approaches – mean item score, IRM-based estimator, and plausible 
values around the IRM estimator – combined with two individual-to-group approaches: mean 
and regression versus multilevel SEM. We consider these two-stage approaches potential 
alternatives to a one-stage model embedding IRM within a multilevel SEM (full SEM approach) 
that may offer practical benefits for complex data. We are particularly interested in the 
performance of plausible values-based approaches, as they have not been tested in prior 
contextual effect research. We consider conditions relevant to a social epidemiologic study, 
namely a polytomous scale within individuals, moderate number of groups (40) and observations 
within groups (40), and high within-group variation. We address three questions: 1) under a 
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reflective indicator model, how robust is each method to violations of the underlying 
assumptions?; 2) How can both simpler and more complex approaches address systematic 
measurement error induced by a third variable?; and 3) How do such approaches perform under 
an alternative formative model in which individual perception of the latent traits creates the 
group value rather than the reverse? The first and third questions represent translations and 
extensions of research conducted outside of epidemiology; the consideration of a third variable is 
a novel, exploratory analysis. We conclude with an applied example considering the association 
of village social capital, operationalized through individual perceptions of informal organizations 
and networks, with individual heavy episodic drinking in rural South Africa.  
 
METHODS 
 The methods and results sections cover four elements: the three questions mentioned 
above are assessed through simulation studies (robustness checks, incorporation of a third 
variable, formative causal model instead of reflective) followed by an applied example 
integrating findings. We define below the structural causal model underlying all simulation 
studies to establish the setting and notation used subsequently; we then describe in greater detail 
the analytic approaches introduced above that are applied for within- and between-person 
aggregation. We subsequently present the purpose and details of the sets of simulations 
corresponding to the three questions of interest before introducing the study underlying the 
applied example on social capital and heavy episodic drinking.  
  
Structural causal model: Notation and definitions 
 Groups are indexed by j = {1, …, nj}, individuals within a group are indexed by i = {1, 
…, ni}, and items within an individual are indexed by h= {1, …, nh}. Response options within 
items are indexed k = {1, …, K+1} such that there are k steps or transitions between response 
options. The variables of interest are defined as: 

  𝜃𝜃 : latent, continuous group-level exposure 
  𝜃𝜃 : latent, continuous individual perception of 𝜃𝜃  
  Xhij: observed categorical response to nh items assessing 𝜃𝜃  
  Wij: observed vector of covariates for individual i in group j 
  Wj: observed vector of covariates for group j 
  Yij: observed indicator that individual i in group j has disease outcome of interest 
  𝛿𝛿 : fixed difficulty of step k on item h (for instance, the probability of choosing strongly 

agree instead of agree) 
  𝛼𝛼 : fixed discrimination (slope) of item h 

The full group data are Fgroup = (Fj : j = {1, …, nj}), with Fj = (𝜃𝜃 , 𝜽𝜽𝒊𝒊𝒊𝒊, Xhij, Wij, Wj, Yij), where  
𝜽𝜽𝒊𝒊𝒊𝒊, Xhij, Wij, and Yij are vectors of one or more individual-level variables while Wj is a vector 
of cluster-level variables. The full person data are Fpers = (Fi : i = {1, …, ni}), with Fi=(𝜃𝜃 , Xhij, 
Wij, Yij). The full item data are Fitem = Fh : h = {1, …, nh}), with Fh = (𝛿𝛿 , 𝛼𝛼 ). Exogenous 
variables, defined as U=(Uj : j={1, …, nj}) ~ PU, with 𝑈𝑈 = 𝑈𝑈 ,𝑈𝑈 , 𝑈𝑈 , 𝑈𝑈 , 𝑈𝑈 , 𝑈𝑈 , are 
the vectors of unmeasured factors contributing to the group social processes and individual 
outcomes. (Although U encompasses latent variables, we follow conventions in epidemiology in 
using U rather than a Greek letter to distinguish this combination of unmeasured and unknown 
group- and individual-level processes from a single distinct latent construct, such as 𝜃𝜃 , that can 
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be defined and measured.) Item difficulty and discrimination are considered fixed. The structural 
equations comprising the general causal model are: 

o For 𝑗𝑗 = 1,… , 𝑛𝑛 :  
§ W = 𝑓𝑓 𝑈𝑈  

§ 𝜃𝜃 = 𝑓𝑓 W ,𝑈𝑈   
o For 𝑖𝑖 = 1,… , 𝑛𝑛 : 

§ 𝜃𝜃 = 𝑓𝑓 𝜃𝜃 ,𝑊𝑊 ,𝑈𝑈  

§ Y = 𝑓𝑓 𝜃𝜃 , 𝜃𝜃 ,W , 𝑈𝑈  
o For ℎ = 1,… , 𝑛𝑛 : 

§ X = 𝑓𝑓 𝜃𝜃 ,W , 𝛿𝛿 , 𝛼𝛼 , 𝑈𝑈  
 
The observed data are O = (Oj : j= {1, … , nj}), where Oj = (Xhij, Wij, Wj, Yij).  
 
Analytic notation and definitions 

We estimate a number of quantities from the observed data. Applying an item response 
model to the items enables generation of 𝜃𝜃 , the estimated person location of the latent trait 𝜃𝜃 . 
We define below two options for this location, denoted 𝜃𝜃  and 𝜃𝜃 . The aggregate (mean) of 
any observed or calculated variable to a higher level is denoted through an overbar and a dot 
replacing the lower-level index h or i. We thus define: 

 

X. =
1
n X  1 

X. . =
1
n X.  2 

𝜃𝜃. =
1
𝑛𝑛 𝜃𝜃  3 

𝜃𝜃. =
1
𝑛𝑛 𝜃𝜃  4 

W. . =
1
n W  5 

 
 Variance of the group exposure is denoted 𝑣𝑣𝑣𝑣𝑣𝑣 𝜃𝜃 = 𝜏𝜏  and variance of individual 

perception is 𝑣𝑣𝑣𝑣𝑣𝑣 𝜃𝜃 = 𝜎𝜎 ; variance within each individual is denoted 𝜀𝜀 . 
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Target parameter 

We wish to estimate the effect of manipulating 𝜃𝜃  on the vector of individual outcomes 
Yij while holding 𝜃𝜃  constant. In other words, we target the controlled direct effect of 𝜃𝜃  not 
mediated by its effect via 𝜃𝜃 . We further assume no interaction between 𝜃𝜃  and 𝜃𝜃  such that this 
direct effect is constant across levels of 𝜃𝜃  (75). Let 𝑌𝑌 𝜗𝜗 , 𝜗𝜗  denote the counterfactual value 
that Yij would take under a manipulation to set 𝜃𝜃 = 𝜗𝜗  and 𝜃𝜃 = 𝜗𝜗 . For comparability with 
prior research estimating a single coefficient in a logistic regression model, we target the direct 
effect summarized as a conditional odds ratio: 

𝐸𝐸 𝑌𝑌 𝜗𝜗 , 𝜗𝜗 |𝑊𝑊 / 1 − 𝐸𝐸 𝑌𝑌 𝜗𝜗 , 𝜗𝜗 |𝑊𝑊

𝐸𝐸 𝑌𝑌 𝜗𝜗 − 𝜏𝜏, 𝜗𝜗 |𝑊𝑊 / 1 − 𝐸𝐸 𝑌𝑌 𝜗𝜗 − 𝜏𝜏, 𝜗𝜗 |𝑊𝑊
 6 

 Under the causal model defined above and under the assumption of independent U (i.e., 
no unmeasured confounding), this causal target parameter is equivalent to the following 
associational parameter: 

𝐸𝐸 𝑌𝑌 𝜃𝜃 = 𝜗𝜗 , 𝜃𝜃 = 𝜗𝜗 ,𝑊𝑊
1 − 𝐸𝐸 𝑌𝑌 𝜃𝜃 = 𝜗𝜗 , 𝜃𝜃 = 𝜗𝜗 ,𝑊𝑊

𝐸𝐸 𝑌𝑌 𝜃𝜃 = 𝜗𝜗 − 𝜏𝜏, 𝜃𝜃 = 𝜗𝜗 ,𝑊𝑊
1 − 𝐸𝐸 𝑌𝑌 𝜃𝜃 = 𝜗𝜗 − 𝜏𝜏, 𝜃𝜃 = 𝜗𝜗 ,𝑊𝑊

 

 

=

𝐸𝐸 𝑌𝑌 |𝜃𝜃 = 𝜗𝜗 , 𝜃𝜃 ,𝑊𝑊
1 − 𝐸𝐸 𝑌𝑌 |𝜃𝜃 = 𝜗𝜗 , 𝜃𝜃 ,𝑊𝑊

𝐸𝐸 𝑌𝑌 |𝜃𝜃 = 𝜗𝜗 − 𝜏𝜏, 𝜃𝜃 ,𝑊𝑊
1 − 𝐸𝐸 𝑌𝑌 |𝜃𝜃 = 𝜗𝜗 − 𝜏𝜏, 𝜃𝜃 ,𝑊𝑊

 

 

7 
 
 
 
 
 
 
8 

 
 The equality between equation 7 and equation 8 holds due to the assumption of no 
interaction. This contrast represents the conditional odds ratio for outcome Yij if 𝜃𝜃  is set to 𝜗𝜗  
versus 𝜗𝜗 − 𝜏𝜏, one standard deviation lower, and 𝜃𝜃  is held constant. Other parameters of equal 
interest can be defined; this level of contrast was chosen to represent a conceivable degree of 
change in a latent trait, given its lack of natural scale. In an applied setting, this parameter could 
represent the odds of heavy episodic drinking (conditional on measured baseline covariates) if all 
young men lived in a community with social capital equal to level 𝜗𝜗  relative to the odds if the 
level of social capital were reduced by one standard deviation, with any effect of social capital 
on individual perception of social capital prevented. 
 
Analytic approaches within person 

This research explores two-stage estimation approaches to contextual effects: within-
person summation of observed items and between-person aggregation to group estimates. For the 
first stage, we describe here the construction and underlying assumptions for three within-person 



 14 

analytic approaches to summarizing observed items: mean score X. , expected a posteriori 
(EAP) person location estimate 𝜃𝜃 , and plausible values for person location estimates 𝜃𝜃 .  

Each item response is assigned a numeric value from 0 to K indicating the count of 
completed item steps - in other words, the number of thresholds between the lowest item 
response and the selected response, ordered for example from strongest disagreement to 
strongest agreement. The most basic approach to estimating individual perception 𝜃𝜃  is to 
average these item responses per person. Using a mean score to summarize the items can be 
justified statistically or through principles of item response theory, given certain assumptions. 
From a statistical viewpoint, the mean of a set of items would be an unbiased estimator of true 
person score (perception,  𝜃𝜃 ) as the number of items nh increases to infinity only under the 
assumption that items are selected from a pool of independent and identically distributed (i.i.d.) 
items. Under item response theory, raw item score is a sufficient statistic for person location 
under a family of models known as Rasch models. These models propose a parametric form for 
the structural equation X = 𝑓𝑓 𝜃𝜃 ,W , 𝛿𝛿 , 𝛼𝛼 , 𝑈𝑈 . Models such as the one-parameter 
logistic model for dichotomous data or the partial credit model for polytomous data model the 
probability of a given item response as a function of person location  𝜃𝜃   and item or step 
difficulty 𝛿𝛿. Rasch models impose two critical assumptions: independence of items conditional 
on  𝜃𝜃  and 𝛿𝛿, and measurement invariance, whereby item difficulties 𝛼𝛼 do not vary across 
individual locations (63,76). The partial credit model, which extends the basic Rasch model to 
account for polytomous responses (77), expresses the probability of obtaining a score x on item h 
for individual i in cluster j as:  

𝑃𝑃 𝑋𝑋 = 𝑥𝑥|𝜃𝜃 =
𝑒𝑒𝑒𝑒𝑒𝑒 𝜃𝜃 − 𝛿𝛿
𝑒𝑒𝑒𝑒𝑒𝑒 𝜃𝜃 − 𝛿𝛿

 
 

9 

An alternative measurement model that does not assume invariance is: 

𝑃𝑃 𝑋𝑋 = 𝑥𝑥|𝜃𝜃 =
𝑒𝑒𝑒𝑒𝑒𝑒 𝛼𝛼 𝜃𝜃 − 𝛿𝛿
𝑒𝑒𝑒𝑒𝑒𝑒 𝛼𝛼 𝜃𝜃 − 𝛿𝛿

 
10 

In equation 10, the additional parameter 𝛼𝛼  represents item discrimination; discrimination 
modifies the relationship between item difficulty and the probability of a response, such that the 
order of item thresholds may vary for individuals at different levels of the latent construct. 
Equation 10 is the generalized partial credit model, one of the two-parameter model family; 
setting αh=1.0 for all items reduces the model to equation 9. The use of a simple mean based on 
raw item score, including the standardized average score, presumes that the underlying 
measurement model is of the Rasch form, where discrimination is held constant at 1.0 rather than 
allowed to vary per item.   
 Although raw score is a sufficient statistic for Rasch models, this does not mean that the 
raw score is an estimator for θij.  Item response methods provide a number of means of 
estimating individual location θij that extend beyond raw score. Among the most common is the 
calculation of an EAP estimator also known as an empirical Bayes estimate. Estimation of the 
EAP requires specifying an assumed prior distribution of individual locations and discretizing it 
into quadrature points (78). This prior is combined with the likelihood function of observed 
response patterns to create a posterior distribution for each response pattern; the mean of this 
distribution is the estimated individual location. EAP estimates are computationally 
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straightforward to calculate and, if the prior is correct, minimize the mean squared error over the 
population. They can be biased due to the prior being incorrect or the prior shrinking estimates 
towards its mean when the number of items informing the likelihood is small (78). In addition, 
EAP estimates can be generated from a range of item response models, including models with 
varying item discrimination. Calculation of person location through the EAP also supports a 
useful extension: estimation of multiple plausible values per person. Under item response theory, 
a standard error of measurement can be calculated for each person location to assess the 
precision of estimated location. This error can be used to generate a distribution around each 
EAP estimate from which multiple estimates of location can be drawn. These plausible values 
(PV) help to capture the measurement error inherent in estimating latent person location: the 
more disparate the plausible values, the greater the measurement error and hence the greater 
uncertainty in any estimates based on person location. Plausible values are imputed data values 
and can be analyzed just as data imputed for missing values of observed covariates would be: 
analysis is repeated with each plausible value and the results combined to enable quantification 
of the impact of measurement error on any quantity of interest (79). A second extension of EAP 
calculations, which can also be applied in generation of plausible values, is the incorporation of 
other individual traits in estimation through latent regression. Controlling for external variables 
that are associated with individual perception can increase the precision of individual ability 
estimates (80).   
 The three methods described here for creating an individual score from a number of items 
– item mean, EAP estimator, and plausible values – are representative of the broad array of 
approaches that could be applied. The item mean is straightforward and asymptotically unbiased, 
although it may be biased given the small number of items on most measurement scales; the EAP 
estimate draws on item response theory to model potential item complexity but depends on 
appropriate choice of a prior distribution, and the plausible values approach extends from the 
EAP to incorporate measurement error. The performance of each approach in terms of 
optimizing accurate estimation of a contextual effect can be expected to vary based on the true 
underlying item model and individual traits.  
 
Analytic approaches between persons 
 We now present two methods for the second stage of estimation, person to group: 
aggregation and regression and SEM. Combining the three within-person methods with these 
two between-person estimation approaches yields six analytic approaches for assessment. 
Individual scores can be averaged within groups to yield X. . , 𝜃𝜃. , and 𝜃𝜃. . The mean is an 
asymptotically unbiased estimate of the group latent trait 𝜃𝜃 , assuming the selected individuals 
are a random subset of the group population. It does not require distributional assumptions about 
𝜃𝜃 . As an observed variable, X. . , 𝜃𝜃. , and 𝜃𝜃.  can be entered in traditional regression models, 
such as a hierarchical model regressing Yij on exposure and any covariates, with standard errors 
adjusted for the dependence of individuals within groups. This aggregation and regression 
approach follows the causal logic of the formative indicator model, in which individuals 
contribute their own latent trait value to the group composite, both of which may shape 
individual outcomes. In a finite population, however, the mean of the subset of observed 
individuals is an unreliable measure of the latent group construct, particularly for studies with 
small sample sizes and low ICC of the group trait, which may introduce bias into the estimated 
regression coefficients (61). 
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 SEM offers an alternative to the mean and regression approach that treats each 
observation (individual in this case) as an error-prone measurement of the underlying latent truth. 
Following an effect indicator model, differences between individual responses are taken as 
indication of measurement error and used to correct effect estimates for attenuation due to 
measurement error. Reduced bias in estimation comes at the cost of increased variance (61) as 
well as potential sensitivity to violations of the underlying distributional assumptions. 
 
Analytic approach summary 
	
   We have defined six distinct analytic approaches to the estimation of contextual effects 
from observed items within individuals. Table 2.1 summarizes the combinations of the three 
within-person and two between-person analytic methods, along with the components required for 
each method. Throughout the remainder of this research, we consider the primary contrast of 
interest to be between M and PV-based approaches, as the PV approaches, particularly PV-SEM 
are the most novel and the most distinct from prevailing social epidemiologic practice of M-MR. 
We assess EAP-based approaches in initial simulations to distinguish between implications of 
using an IRM-based score and using multiple metrics.  
Table	
  2.1:	
  Analytic	
  approaches	
  applied	
  in	
  simulation	
  study:	
  acronym,	
  definition	
  of	
  exposure	
  
components	
  (measures	
  of	
  θθ ij,	
  θθ j)	
  required	
  

Within	
  persons	
  
Between	
  persons	
  

Mean	
   EAP	
   PV	
  (r=1,	
  …,	
  5)	
  

Mean	
  &	
  regression	
  (MR)	
   M-­‐MR	
  

X. =
1
n X 	
  

X. . =
1
n X. 	
  

EAP-­‐MR	
  
𝜃𝜃 	
  

𝜃𝜃. =
1
n 𝜃𝜃 	
  

PV-­‐MR	
  

𝜃𝜃 	
  

𝜃𝜃. =
1
n 𝜃𝜃 	
  

SEM	
   M-­‐SEM	
  

X. =
1
n X 	
  

EAP-­‐SEM	
  
𝜃𝜃 	
  

PV-­‐SEM	
  

𝜃𝜃 	
  
(r=1,	
  …,	
  5)	
  

 
Linking these approaches back to the target parameter, we note that, due to the latent 

nature of 𝜃𝜃  and 𝜃𝜃 , equation 8 is not a parameter of the observed data distribution. We therefore 
consider estimation approaches based on targeting the following “proxy” target parameters:  

𝐸𝐸 𝑌𝑌 |𝑋𝑋. . = 𝑥𝑥. . , 𝑋𝑋. ,𝑊𝑊 / 1 − 𝐸𝐸 𝑌𝑌 |𝑋𝑋. . = 𝑥𝑥. . , 𝑋𝑋. ,𝑊𝑊

𝐸𝐸 𝑌𝑌 |𝑋𝑋. . = 𝑥𝑥. . − 𝜏𝜏, 𝑋𝑋. ,𝑊𝑊 / 1 − 𝐸𝐸 𝑌𝑌 |𝑋𝑋. . = 𝑥𝑥. . − 𝜏𝜏, 𝑋𝑋. ,𝑊𝑊
 11 

𝐸𝐸 𝑌𝑌 |𝜃𝜃. = 𝜗𝜗. , 𝜃𝜃 ,𝑊𝑊 / 1 − 𝐸𝐸 𝑌𝑌 |𝜃𝜃. = 𝜗𝜗. , 𝜃𝜃 ,𝑊𝑊

𝐸𝐸 𝑌𝑌 |𝜃𝜃. = 𝜗𝜗. − 𝜏𝜏 , 𝜃𝜃 ,𝑊𝑊 / 1 − 𝐸𝐸 𝑌𝑌 |𝜃𝜃. = 𝜗𝜗. − 𝜏𝜏 , 𝜃𝜃 ,𝑊𝑊
 12 
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𝐸𝐸 𝑌𝑌 |𝜃𝜃. = 𝜗𝜗. , 𝜃𝜃 ,𝑊𝑊 / 1 − 𝐸𝐸 𝑌𝑌 |𝜃𝜃. = 𝜗𝜗. , 𝜃𝜃 ,𝑊𝑊

𝐸𝐸 𝑌𝑌 |𝜃𝜃. = 𝜗𝜗. − 𝜏𝜏 , 𝜃𝜃 ,𝑊𝑊 / 1 − 𝐸𝐸 𝑌𝑌 |𝜃𝜃. = 𝜗𝜗. − 𝜏𝜏 , 𝜃𝜃 ,𝑊𝑊
 13 

Finally, we consider the case that the true conditional distribution of Yij given X. . , X. , 
and Wij is known a priori to be described by a main term logistical statistical model, such that  

𝐸𝐸 Y X. . , X. ,W =
1

1 + 𝑒𝑒𝑒𝑒𝑒𝑒 − 𝛽𝛽 + 𝛽𝛽 X. . + 𝛽𝛽 X. + 𝛽𝛽 𝑊𝑊
 14 

 We thus consider estimators 𝛽𝛽  for the contextual effect 𝛽𝛽  based on fitting a main term 
logistic regression according to model 14 across all analytic approaches (substituting 𝜃𝜃  for X.  
and 𝜃𝜃.  for X. .  for each analytic approach as noted in Table 2.1). 
	
  
Monte Carlo simulations 
 We undertake three sets of simulations to address the questions of interest using these six 
analytic approaches. Simulation set 1 assesses robustness to violation of underlying assumptions, 
set 2 explores analytic options for reducing bias due to systematic measurement error and 
confounding, and set 3 compares the performance of each analytic method under an alternative 
formative causal model. The general causal model for each set of simulations is shown in Figure 
2.2, panels A through C respectively.  
Figure	
  2.2:	
  Causal	
  models	
  underlying	
  simulation	
  study	
  
A:	
  Simulation	
  set	
  1,	
  reflective	
  /	
  group	
  to	
  individual	
   B:	
  Simulation	
  set	
  2,	
  reflective	
  model	
  with	
  covariates	
  

	
  

	
  

C:	
  Simulation	
  set	
  3,	
  formative	
  /	
  individual	
  to	
  group	
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 All simulations were intended to represent a feasible social epidemiologic study; we drew 
from a range of example studies to determine reasonable levels for the cross-simulation 
generating values (28,31,38,81,82). All simulations tested a balanced design with a large but 
attainable sample size: nj = 40 groups, ni = 40 individuals. To mimic a typical scale employed in 
large-scale surveys, nh = 7 items were generated with K = 4 step parameters (5 response options). 
Difficulty levels were selected to create items with plausible but varying response distributions; 
the step difficulty matrix and sample distributions for each item are shown in Appendix Table 
B.1 and Figure B.1. All responses were complete (no missing data). Although the details of 
latent variable 𝜃𝜃  varied across simulations, the ICC was held at 0.10 unless specified otherwise, 
a value in keeping with those observed in social epidemiologic studies. The generating value of 
reliability for analyses using plausible values is 0.81. 
 For all simulations, we explore a simplistic setting (A) where 𝛽𝛽 = 1 (link from 𝜃𝜃  to 𝜃𝜃  
in reflective causal models), 𝛽𝛽 = 0.3 (contextual effect of 𝜃𝜃  on Yij), and 𝛽𝛽 = 0 (individual-
level link from 𝜃𝜃  to Yij) and a more realistic setting (B) where 𝛽𝛽 = 1, 𝛽𝛽 = 0.3, and 𝛽𝛽 = 0.1. 
In both cases the contextual effect of 𝜃𝜃  on Yij is of modest magnitude in keeping with results 
from past social epidemiologic studies. We analyze data for each setting for all sets of simulation 
parameters detailed below. Given the large number of simulations undertaken and analytic 
methods employed, we use setting A as a screening method to identify the analytic approaches 
worth full presentation and discussion. Setting A results are summarized below and presented in 
full in the Appendix; setting B results are presented and discussed in full. 
 Conditions for all simulations are summarized in Table 2.2; cross-simulation conditions 
are discussed below and conditions for each set detailed subsequently.  
Table	
  2.2:	
  Simulation	
  characteristics	
  
	
   Relationship	
  of	
  

individual	
  perception	
  to	
  
group	
  latent	
  trait	
  

Item-­‐
generating	
  
model	
  

Distribution	
  of	
  
𝜃𝜃 	
  

Distribution	
  of	
  𝜃𝜃 	
   Wij	
  role	
  

No.	
   Reflective	
  
(from	
  

group	
  to	
  
individual)	
  

Formative	
  
(from	
  

individual	
  
to	
  group)	
  

1PL	
   2PL	
   Normal	
   Non-­‐
normal	
  

Normal	
   Non-­‐
normal	
  

Wij	
  
distorts	
  
𝜃𝜃 	
  
	
  

Wij	
  	
  
affects	
  
Yij	
  

𝑊𝑊. 	
  
affects	
  
𝜃𝜃 	
  

Simulation	
  set	
  1:	
  Robustness	
  checks	
  –	
  Figure	
  2.2A	
  
1.0	
   X	
   	
   X	
   	
   X	
   	
   X	
   	
   	
   	
   	
  
1.1	
   X	
   	
   	
   X	
   X	
   	
   X	
   	
   	
   	
   	
  
1.2	
   X	
   	
   X	
   	
   	
   X	
   X	
   	
   	
   	
   	
  
1.3	
   X	
   	
   X	
   	
   	
   X	
   X	
   	
   	
   	
   	
  
1.4	
   X	
   	
   X	
   	
   X	
   	
   	
   X	
   	
   	
   	
  
1.5	
   X	
   	
   X	
   	
   X	
   	
   	
   X	
   	
   	
   	
  
Simulation	
  set	
  2:	
  Role	
  of	
  third	
  variable	
  –	
  Figure	
  2.2B	
  
2.0	
   X	
   	
   X	
   	
   X	
   	
   X	
   	
   X	
   	
   	
  
2.1	
   X	
   	
   X	
   	
   X	
   	
   X	
   	
   X	
   X	
   	
  
2.2	
   X	
   	
   X	
   	
   X	
   	
   X	
   	
   X	
   X	
   X	
  
2.3	
   X	
   	
   X	
   	
   X	
   	
   X	
   	
   	
   X	
   X	
  
Simulation	
  set	
  3:	
  Applicability	
  of	
  SEMs	
  to	
  formative	
  indicator	
  model	
  –	
  Figure	
  2.2C	
  
3.0 	
   	
   X	
   X	
   	
   X	
   	
   X	
   	
   	
   	
   	
  
3.1 	
   	
   X	
   X	
   	
   X	
   	
   X	
   	
   	
   	
   	
  
†	
  The	
  difference	
  between	
  these	
  simulations	
  is	
  the	
  sampling	
  fraction:	
  0.50	
  in	
  3.0,	
  0.05	
  in	
  3.1.	
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Simulation set 1: Robustness checks under reflective causal model 
 The purpose of this group of simulations was to test the robustness of each analytic 
approach to violations of underlying assumptions in a simple setting without covariates. 
Specifically, after establishing a baseline comparison among methods, we vary the underlying 
item generating model, the distribution of 𝜃𝜃 , and the distribution of 𝜃𝜃 . Following the reflective 
causal model in Figure 2.2A, the baseline data-generating process under each setting (A: 𝛽𝛽 = 1, 
𝛽𝛽 = 0.3, and 𝛽𝛽 = 0, B: 𝛽𝛽 = 1, 𝛽𝛽 = 0.3, and 𝛽𝛽 = 0.1) is: 
 

Simulation	
  1.0:	
  Baseline	
  

𝑈𝑈 ~𝑁𝑁 0, 𝜏𝜏 ,	
  𝜏𝜏 = 1	
  
𝜃𝜃 = 𝑈𝑈 	
  
𝑈𝑈 ~𝑁𝑁 0,   𝜌𝜌 ,	
  𝜌𝜌 = 8	
  
𝜃𝜃 = 𝛽𝛽 𝜃𝜃 + 𝑈𝑈 	
  

Y ~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 1 1 + exp   − −2 + 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝜃𝜃 	
  1	
  
𝛼𝛼 = 1.00, 1.00, 1.00,1.00, 1.00, 1.00, 1.00 	
  
X ~𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑝𝑝 , 𝑥𝑥 = (0, 1, 2, 3, 4 )	
  	
  

𝑝𝑝 = 𝑃𝑃 𝑋𝑋 = 𝑥𝑥|𝜃𝜃 =
𝑒𝑒𝑒𝑒𝑒𝑒 𝜃𝜃 − 𝛿𝛿
𝑒𝑒𝑒𝑒𝑒𝑒 𝜃𝜃 − 𝛿𝛿

	
  

 
 We did not specify a total group size in this data-generating process, following the 
framework of the reflective causal model in assuming that indicators (individual observations) 
are a sample from an infinite population. Although this assumption is ubiquitous in such research 
and reasonable for most community-based studies, it bears further investigation in future work, 
particularly when considering smaller source populations such as schools, where a large fraction 
of observations can be sampled from a group of known and finite size (61,69).  
 This data-generating process could reflect the situation in which community social 
capital, itself an effect of historical processes, gave rise to individuals’ beliefs regarding their 
community’s capacity. Both the true social capital and perceptions of it shaped risk of anti-social 
behaviors such as heavy drinking. A subset of community residents were sampled and asked to 
rate the community capacity on a scale of items.  
  We predicted consistent performance in terms of bias for the three within-person analytic 
approaches since the underlying assumptions are met in this case; it is possible that each PV 
approach will show improved coverage of the 95% confidence interval due to incorporating 
measurement error in the variance calculation. Based on existing simulation studies of reflective 
causal models, the SEM approaches should reduce bias in estimation of the contextual effect 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 An alternative parameterization would be 𝑌𝑌 ~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 1 1 + 𝑒𝑒𝑒𝑒𝑒𝑒 −2 + 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝜃𝜃 − 𝜃𝜃 , in 

which case 𝛽𝛽  represents the total between group effect, 𝛽𝛽  the within-group effect, and 𝛽𝛽 -𝛽𝛽  the 
contextual effect of interest. Although the difference is not critical for simulation purposes provided the 
correct estimate of the contextual effect is extracted from results, it is essential in real analyses to 
carefully consider calculation of the measures used for 𝜃𝜃  in order to interpret the model coefficients 
correctly, especially in latent SEM models where the quantities used for 𝜃𝜃  are not directly calculated. 
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relative to MR approaches. The cost of this bias reduction is increased variability. We expect 
PV-SEM to outperform M-SEM and EAP-SEM due to increased capacity to control 
measurement error with multiple observations per person.  
 We permute this process in five ways for simulations 1.1 to 1.5. Each permutation shown 
below was specific to that simulation, such that all other elements of the data-generating process 
match simulation 1.0. 

Simulation	
  1.1:	
  Two	
  parameter	
  item	
  model	
  

𝛼𝛼 = −2.00,−1.25, −0.50, 0.25, 1.00, 1.75, 2.50 	
  
X ~𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑝𝑝 , 𝑥𝑥 = (0, 1, 2, 3, 4 )	
  	
  

𝑝𝑝 = 𝑃𝑃 𝑋𝑋 = 𝑥𝑥|𝜃𝜃 =
𝑒𝑒𝑒𝑒𝑒𝑒 𝛼𝛼 𝜃𝜃 − 𝛿𝛿
𝑒𝑒𝑒𝑒𝑒𝑒 𝛼𝛼 𝜃𝜃 − 𝛿𝛿

	
  

Simulation	
  1.2:	
  Non-­‐normal	
  𝜽𝜽𝒊𝒊𝒊𝒊,	
  Uniform 

𝑈𝑈 ~𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 −
96
2 ,

96
2 	
  

𝜃𝜃 = 𝛽𝛽 𝜃𝜃 + 𝑈𝑈 	
  
Simulation	
  1.3:	
  Asymmetric	
  non-­‐normal	
  𝜽𝜽𝒊𝒊𝒊𝒊,	
  Chi	
  squared	
  

𝑈𝑈 ~𝜒𝜒 (1)	
  

𝜃𝜃 = 𝛽𝛽 𝜃𝜃 + 𝑈𝑈 − 1 	
  
Simulation	
  1.4:	
  Non-­‐normal	
  𝜽𝜽𝒋𝒋,	
  Uniform	
  

𝑈𝑈 ~𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 − 12
2 ,

12
2 	
  

𝜃𝜃 = 𝑈𝑈 	
  
Simulation	
  1.5:	
  Asymmetric	
  non-­‐normal	
  𝜽𝜽𝒋𝒋,	
  Chi	
  squared	
  

𝑈𝑈 ~𝜒𝜒 (2) 

𝜃𝜃 = 𝑠𝑠𝑠𝑠𝑠𝑠 𝑈𝑈 	
  

 
 Simulation 1.1 deviates from baseline due to a more complex item model incorporating 
varying discrimination by item. This item model violates the assumption of i.i.d. items 
underlying the mean score. EAP and PV scores can appropriately reflect the more complex data-
generating model if a two-parameter item response model is fit to the data. We hypothesize that 
EAP and PV will reduce bias relative to the mean approach in both MR and SEM analyses.  
 Simulations 1.2 and 1.3 include a non-normal 𝜃𝜃  to test the sensitivity of the IRM-based 
approaches given the reliance of the EAP on a normal prior distribution. Simulation 1.2 is a 
uniform distribution and 1.3 a chi-squared distribution offset to ensure 𝐸𝐸 𝜃𝜃 = 𝜃𝜃 . Simulations 
1.4 and 1.5 return to a normally distributed 𝜃𝜃  but vary the distribution of 𝜃𝜃  to a uniform and a 
chi squared distribution respectively to assess the sensitivity of SEM estimation when the key 
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assumption of a normally distributed latent trait is violated.2 These variants were chosen to 
represent a plausible non-normal distribution (uniform) and an implausible, asymmetric 
distribution that will most strongly test analytic robustness. We predict increased bias in the four 
IRM-based approaches (EAP-MR, PV-MR, EAP-SEM, PV-SEM) in simulations 1.2 and 1.3 
relative to baseline. The M-MR and M-SEM analyses should be less sensitive. The magnitude of 
bias across analytic approaches should decline for simulation 1.3 given the higher ICC (see 
footnote). We anticipate performance of all SEM-based approaches to worsen relative to baseline 
in simulations 1.4 and 1.5, particularly the latter; MR approaches should be more robust.  
Figure	
  2.3:	
  Reflective	
  causal	
  models	
  with	
  covariates,	
  null	
  paths	
  removed	
  

A:	
  Simulation	
  2.0,	
  distorting	
  measurement	
   B:	
  Simulation	
  2.1,	
  distorting	
  measurement	
  and	
  
affecting	
  outcome	
  

	
   	
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
2 Note that the distributions of 𝑈𝑈  and 𝑈𝑈  were selected to ensure that 𝑣𝑣𝑣𝑣𝑣𝑣 𝑈𝑈 = 8.0 and 

𝑣𝑣𝑣𝑣𝑣𝑣 𝑈𝑈 = 1.0, maintaining 𝜎𝜎 = 9.0, ICC=0.10. The exception is simulation 1.3. ICC in this instance 

is 0.25 (𝜎𝜎 = 𝑣𝑣𝑣𝑣𝑣𝑣 𝑈𝑈 + 𝜏𝜏 = 2 + 1 = 3), as a low variance of 𝑈𝑈  is necessary to generate a strongly 
non-normal chi-squared distribution. 𝜃𝜃  in simulation 1.5 is scaled to have mean zero and variance 1.0 to 
maintain comparability across simulations (see Appendix Figure B.2 for the distribution of the resulting 
variable).  
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C:	
  Simulation	
  2.2,	
  shaping	
  exposure,	
  distorting	
  
measurement,	
  affecting	
  outcome	
  

D:	
  Simulation	
  2.3,	
  shaping	
  exposure	
  and	
  affecting	
  
outcome	
  

	
   	
  

Simulation set 2: Incorporation of third variable 
 The purpose of this group of simulations was to extend the reflective causal model tested 
above to include a third variable acting to distort measurement and/or affect the exposure – 
outcome relationship. For each simulation and each analytic approach, we compare the bias-
correcting strategies of controlling for covariate Wij in the measurement model if there is one and 
controlling for Wij and/or its group-level aggregate in the outcome model. The overall causal 
model is shown in Figure 2.2B; a different subset of the relationships between Wij and exposure, 
measurement, and outcome are set to null in each of the four scenarios tested here, detailed in the 
data-generating processes below and shown in Figure 2.3.  
 
As in simulation set 1, each simulation was run under setting A (𝛽𝛽 = 1, 𝛽𝛽 = 0.3, 𝛽𝛽 = 0) and 
B (𝛽𝛽 = 1, 𝛽𝛽 = 0.3, 𝛽𝛽 = 0.1). 
 

Simulation	
  2.0:	
  Covariate	
  affects	
  measurement	
  

𝑈𝑈 ~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(0.25)	
  
W = 𝑈𝑈 	
  

W. =
1
n W 	
  

𝑈𝑈 ~𝑁𝑁 0, 𝜏𝜏 ,	
  𝜏𝜏 = 1	
  
𝜃𝜃 = 𝛽𝛽 𝑊𝑊.𝑗𝑗+ 𝑈𝑈 ,	
  𝛽𝛽 = 0	
  

𝑈𝑈 ~𝑁𝑁 0,   𝜌𝜌 ,	
  𝜌𝜌 = 8	
  
𝜃𝜃 = 𝛽𝛽 𝜃𝜃 + 𝑈𝑈 	
  
𝜃𝜃∗ = 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝑊𝑊 ,	
  𝛽𝛽 = 1,	
  𝛽𝛽 = −2𝜌𝜌	
  

Y ~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 1 1 + exp   − −2 + 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝑊𝑊 ,	
  𝛽𝛽 = 0	
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𝛼𝛼 = 1.0, 1.0, 1.0,1.0, 1.0, 1.0, 1.0 	
  
X ~𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑝𝑝 , 𝑥𝑥 = (0, 1, 2, 3, 4 )	
  	
  

𝑝𝑝 = 𝑃𝑃 𝑋𝑋 = 𝑥𝑥|𝜃𝜃∗ =
𝑒𝑒𝑒𝑒𝑒𝑒 𝜃𝜃∗ − 𝛿𝛿
𝑒𝑒𝑒𝑒𝑒𝑒 𝜃𝜃∗ − 𝛿𝛿

	
  

Simulation	
  2.1:	
  Covariate	
  affects	
  measurement	
  and	
  outcome	
  
𝜃𝜃∗ = 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝑊𝑊 ,	
  𝛽𝛽 = 1,	
  𝛽𝛽 = 2𝜌𝜌	
  

Y ~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 1 1 + exp   − −2 + 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝑊𝑊 ,	
  
𝛽𝛽 = 0.45	
  

 
 In simulation 2.0, a third variable Wij alters individual perception of 𝜃𝜃  such that the 
measurable quantity 𝜃𝜃∗  is a function of both 𝜃𝜃  and Wij, but Wij is otherwise not influential. 
This situation is analogous to a survey where mode of administration, i.e. in person, by 
telephone, via a computer-assisted survey instrument, etc., may systematically influence 
individual responses on subjective questions such as neighborhood cohesion, but would not be 
expected to causally affect the outcome. Note that Wij distorts perception upwards by nearly two 
standard deviations of 𝜃𝜃  if Wij=1.3 We select a sizable distortion to ensure that any differences 
in analytic approaches are evident beyond the bias expected due to measurement error. Wij is not 
a confounder at the individual or group level as it is not a common cause of the exposure and 
outcome. Thus we would not expect controlling for Wij or W.  to improve estimation in the 
regression models or SEM models where Wij has not been incorporated into the individual 
measurement. However, where Wij has been included in the measurement model, controlling for 
Wij in the outcome model is expected to improve the accuracy of the overall estimation: 
including Wij in the measurement model should improve the accuracy of estimating 𝜃𝜃∗ ; 
controlling for Wij in the outcome model may help correct the estimated measure back to 𝜃𝜃 . 
 We increase the role of covariates in the next three simulations; the data generating-
processes noted include only those components that differ from simulation 2.0. In simulation 2.1 
(Figure 2.3B), Wij has a non-null effect on Yij in addition to distorting measurement.	
  Wij	
  could	
  
represent	
  being	
  in	
  an older age group that perceives community social capital differently and is at 
greater risk of disease. Although Wij is not a confounder of the relationships among 𝜃𝜃 , 𝜃𝜃 , and 
Yij, in the observed data it does confound the contextual effect due to its association with 𝜃𝜃∗ . Wij 
can be viewed as a confounder of the mediator – outcome relationship, where 𝜃𝜃∗  mediates the 
relationship between 𝜃𝜃  and Yij; controlling for Wij should thus be necessary to retrieve an 
unbiased estimate of the contextual effect (controlled direct effect of 𝜃𝜃  on Yij). We further 
hypothesize that incorporating Wij into the measurement model and adjusting for it in the 
outcome model will reduce bias due to improved estimation of 𝜃𝜃 .	
  	
   
 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
3 Although the effect of Wij on 𝜃𝜃  increases within-individual variability in simulations 3.1 – 3.3, the true 
reliability changes only fractionally from 0.815 to 0.814. 
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Simulation	
  2.2:	
  Covariates	
  affect	
  measurement,	
  outcome	
  and	
  exposure	
  
𝑈𝑈 ~𝑁𝑁 −1.85, 1.0 	
  
𝑈𝑈 ~𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 −3.0, 3.0 	
  
𝑈𝑈 = 𝑈𝑈 + 𝑈𝑈 	
  

W = 𝐵𝐵𝐵𝐵𝐵𝐵𝑜𝑜𝑜𝑜 1 1 + exp   −𝑈𝑈 	
  

W. =
1
n W 	
  

𝜃𝜃 = 𝑠𝑠𝑠𝑠𝑠𝑠 𝛽𝛽 𝑊𝑊. + 𝑈𝑈 ,	
  𝛽𝛽 = −4.0	
  
𝜃𝜃∗ = 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝑊𝑊 ,	
  𝛽𝛽 = 1,	
  𝛽𝛽 = −2𝜌𝜌	
  

Y ~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 1 1 + exp   − −2 + 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝑊𝑊 ,	
  
𝛽𝛽 = 0.45	
  

Simulation	
  2.3:	
  Covariates	
  affect	
  outcome	
  and	
  exposure	
  

𝑈𝑈 = 𝑈𝑈 + 𝑈𝑈 	
  

W = 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 1 1 + exp −𝑈𝑈 	
  

W. =
1
n W 	
  

𝜃𝜃 = 𝑠𝑠𝑠𝑠𝑠𝑠 𝛽𝛽 𝑊𝑊. + 𝑈𝑈 ,	
  𝛽𝛽 = −4.0	
  
𝜃𝜃∗ = 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝑊𝑊 ,	
  𝛽𝛽 = 1,	
  𝛽𝛽 = 0	
  

Y ~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 1 1 + exp   − −2 + 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝑊𝑊 ,	
  
𝛽𝛽 = 0.45	
  

 Simulation 2.2 (Figure 2.3C) alters the causal model underlying simulation 2.0 such that 
Wij affects exposure 𝜃𝜃  itself through aggregate W.  as well as the measurement of 𝜃𝜃  and the 
outcome Yij. An example of this scenario would be living in poverty, where the proportion of 
residents in poverty undermines social cohesion and, for a given individual, increases risk of 
disease. Note that across the full population, P(Wij)4=0.25 in keeping with the prior two 
simulations, but in this case the probability of Wij varies between groups. Wij is a confounder of 
the exposure – outcome relationship and affects the measured exposure; 𝑊𝑊.  is an ecologic 
confounder as it varies between groups and is associated with Y. , which also varies by group. 
Because in this case the effect of 𝑊𝑊.  on Yij is mediated entirely by Wij, control for Wij may be 
necessary and sufficient to retrieve an unbiased estimated of the effect of 𝜃𝜃 ; we further 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
4	
  The random variable 𝑈𝑈  is the sum of a normal distribution 𝑈𝑈 ~𝑁𝑁 𝜇𝜇, 𝜎𝜎  and a uniform distribution 
𝑈𝑈 ~𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝑎𝑎, 𝑏𝑏  as specified; its density is provided by the convolution 

𝑓𝑓(𝑢𝑢) = Ψ 𝑏𝑏 − 𝑢𝑢 /𝜎𝜎 − Ψ 𝑎𝑎 − 𝑢𝑢 /𝜎𝜎
𝑏𝑏 − 𝑎𝑎, where Ψ  is the distribution function of the normal 

distribution (83). We derived the parameters to obtain P(0.25) empirically rather than evaluating the 
expectation of 1 1 + exp −𝑈𝑈 ; we provide the empirical distribution of this quantity and of Wj in 
Appendix Figure B.3. 	
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hypothesize that incorporating Wij into the measurement model will improve estimation of 𝜃𝜃  
and hence reduce bias. 
 Simulation 2.3 (Figure 2.3D) follows 2.2 except that Wij no longer distorts measurement; 
it is designed to provide a check on appropriate control of confounding in a multilevel model. 
Controlling for Wij in the outcome model alone should minimize bias in this case. 
 
Simulation set 3: Formative (individual to group) causal model 
 For the final set of simulations, we alter the underlying causal model to a formative 
(individual to group) structure. This model, shown in Figure 2.2C, reflects the logic of the MR 
analytic approach: just as in MR a composite value is generated from equal contributions from 
each sampled observation, in the formative model a fixed population of individual values on the 
underlying social process combine to create the group value, which in turn affects disease status. 
Past research suggests that SEM approaches overcorrect in this type of setting, as individuals are 
not considered to be error-prone observations sampled from an infinite population, but instead 
are entities contributing equally to the composite group exposure (61). The degree of 
overcorrection and magnitude of bias in SEM analyses relative to the attenuation in mean-based 
approaches depended on the sampling fraction as well as the ICC and true group size. A small 
(<20%) proportion sampled from the fixed population introduced sufficient error to make SEM 
approaches reasonable options, while larger sampling fractions led to less bias in mean-based 
analyses. We test a sampling fraction of 0.50 in simulation 3.0, the upper bound of what one 
might expect in studies of small groups such as rural villages or schools, and of 0.05 in 
simulation 3.1, a reasonable to high estimate of that seen in social epidemiologic studies of 
neighborhoods and census tracts. To achieve these fractions, we generate data for ni.full=80 
individuals per group and ni.full=800 individuals per group following the data-generating process 
below; we then sample ni=40 observed individuals.	
  	
  
 

Simulation	
  3.0	
  and	
  3.1:	
  Formative	
  model	
  
𝑈𝑈1 ~𝑁𝑁 0, 0.5 	
  

𝑈𝑈2 ~𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 −
6
2 ,

6
2 	
  

𝑈𝑈 ~𝑁𝑁 0,   𝜌𝜌 ,	
  𝜌𝜌 = 8	
  
𝜃𝜃 = 𝑈𝑈1 + 𝑈𝑈2 + 𝑈𝑈 	
  

𝜃𝜃. =
1
𝑛𝑛 𝜃𝜃 	
  

𝑈𝑈 ~𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 −0.25, 0.25 	
  
Y ~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 1 1 + exp   − −2 + 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝜃𝜃 + 𝑈𝑈 	
  
𝛼𝛼 = 1.00, 1.00, 1.00,1.00, 1.00, 1.00, 1.00 	
  
X ~𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑝𝑝 , 𝑥𝑥 = (0, 1, 2, 3, 4 )	
  	
  

𝑝𝑝 = 𝑃𝑃 𝑋𝑋 = 𝑥𝑥|𝜃𝜃 =
𝑒𝑒𝑒𝑒𝑒𝑒 𝜃𝜃 − 𝛿𝛿
𝑒𝑒𝑒𝑒𝑒𝑒 𝜃𝜃 − 𝛿𝛿
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For these simulations, the variance of 𝜃𝜃  is 9.0 and variance of 𝜃𝜃.  is approximately 1.0, keeping 
the ICC at 0.10 as in previous simulations. We predict the mean approach to show negative bias 
and the SEM approach positive bias in simulation 3.0; if the results from prior studies hold, with 
a low ICC and high sampling fraction, the mean-based models may outperform SEM in terms of 
bias and particularly MSE. With the smaller sampling fraction in simulation 3.1, we hypothesize 
reduced bias in the SEM models relative to mean-based. 
 
Simulation analysis 

Following data generation for each simulation, we fit a partial credit model with constant 
item discrimination to the observed items, with the exception of simulation 1.1, where we fit a 
two-parameter generalized partial credit model. We generate 𝜃𝜃  using a default normally 
distributed prior; we generate 𝜃𝜃  for r={1,…, 5} around each EAP estimate. With the 
exception of simulation 1.1, we employ a non-parametric estimation approach for 𝜃𝜃  that 
utilizes the empirical distribution of observations in lieu of a normal distribution.5 This approach 
should provide greater robustness in the tests of a non-normal 𝜃𝜃 . Data were simulated in R 
3.1.3 (R Foundation for Statistical Computing); the Multidimensional Item Response package 
(mirt) was used to generate item responses from individual perception (84). Item fitting and 
person assessment were conducted with marginal maximum likelihood estimation using the Test 
Analysis Module (TAM) package version 1.5-2.0 (85) in R. 

Individual item responses were aggregated into mean score X. ; X. , 𝜃𝜃 , and each set 
of 𝜃𝜃  were averaged within group to create proxies for exposure X. . , 𝜃𝜃. , and 𝜃𝜃. . For MR 
analyses, individual outcome Yij was regressed on each exposure estimate in turn (including the 
5 sets of PV estimates) in generalized estimating equations (GEE) with a logit link and 
independent correlation structure, clustered by group. Simulations under setting B included the 
corresponding individual-level metric in the regression model. As a benchmark for each 
comparison, we also fit a GEE model on true 𝜃𝜃  (and true 𝜃𝜃  for setting B) clustered by group. 
We fit each SEM analysis using X. , 𝜃𝜃 , and all of 𝜃𝜃  respectively as individual-level 
ratings of an unmeasured group variable (see Appendix Figures B.4 and B.5 for schematics of 
the SEMs). Because X. .  or 𝜃𝜃  are not directly included in the SEM models, the coefficients 
returned are equal to the total between-group effect 𝛽𝛽 + 𝛽𝛽  and the pure within-group effect 
𝛽𝛽 . We therefore calculate the contextual effect as the difference between these coefficients. 

(In setting A, the within group effect is null, rendering this calculation unnecessary.) Estimated 
variance of 𝜃𝜃  -  𝜏𝜏  - is constrained to equal 1, matching the generating value 𝜏𝜏  so that the 
estimated contextual effect 𝛽𝛽  can be directly compared to true 𝛽𝛽 . Due to the multilevel nature 
of the model, the integration method is mode and curvature adaptive Gauss-Hermite quadrature 
with 3 integration points, although in cases where this model will not converge after 20 
iterations, the model is attempted with non-adaptive Gauss-Hermite quadrature instead.6 The 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
5	
  Fitting plausible values without the assumption of normality for this 2PL-based IRM should be possible 
in theory, but resulted in a technical error related to the iterative simulations in this case. Further attempts 
to resolve this issue for comparability will be undertaken in the future.	
  
6	
  A testing set of 50 simulations was run for all SEMs; for each of the analytic approaches, if fewer than 
10% converged with mode and curvature Gauss-Hermite quadrature with 3 integration points within 20 
iterations, non-adaptive Gauss-Hermite quadrature was employed for all simulations due to the time-
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latter method is less reliable but can be more likely to converge in some cases. Initial values 
equal to the true simulation settings were provided to expedite model convergence. The model 
with plausible values constrains the relationship of each plausible value to the latent trait to be 
equal; the error variance estimates 𝜀𝜀 for all plausible values are also constrained to be equal. In 
addition to the estimated coefficient and standard error, 𝜎𝜎  and 𝜀𝜀  are retained from each 
simulation to enable calculation of the estimated ICC and reliability, with nmeas=1 for models 
using X.  and 𝜃𝜃  and 5 for the model using 𝜃𝜃. .   

For simulation set 2, we explore approaches to controlling for covariates in the 
measurement model and at the individual and group levels of the outcome model to reduce 
systematic measurement error and confounding. We assess adjusting for Wij in a latent 
regression within the IRM for EAP and PV approaches. We combine this adjustment with three 
adjustment strategies in the outcome model: no adjustment, adjustment for Wij, and adjustment 
for aggregate W.  (see sample SEM schematics in Appendix Figures B.6 and B.7) Due to the 
large number of analytic permutations and the exploratory nature of this analysis, we confine our 
results to mean and plausible value-based approaches. In order to provide a reference for correct 
adjustment for the underlying causal relationships without the measurement and aggregation 
component, we regress Yij on the true exposure values in GEE models under each adjustment 
strategy. MR and SEM analyses were performed in Stata 13.0 and Stata 14.0 (StataCorp, Texas). 

Each simulation was conducted 500 times, retaining the estimated coefficient of 
contextual effect 𝛽𝛽  and its standard error. We also retained the between-person variance 
estimate 𝜎𝜎  and within-person variance estimate 𝜀𝜀  from each SEM analysis. For plausible value 
analyses, 𝛽𝛽  was calculated by pooling the 5 estimates; 𝑣𝑣𝑣𝑣𝑣𝑣(𝛽𝛽 ) incorporated variance between 
each of the 5 𝛽𝛽  as well as the estimated variance within each model. Confidence intervals 
around the pooled plausible value estimate were calculated following a t statistic with γ degrees 
of freedom, where, with r as the number of plausible values, varW the average of the estimated 
variance on the exposure coefficient within each regression, and varB as empirical variance 
across the m estimates: 

𝛾𝛾 = 𝑟𝑟 − 1 1 +  (86) 

The performance metrics reported for each analytic approach are defined in Table 2.3 
below. We additionally report the proportion of trials in which the estimator could not be 
calculated and the coverage probability of the 95% confidence interval among non-missing 
results.  
Table	
  2.3:	
  Performance	
  metrics	
  for	
  analytic	
  approaches	
  in	
  simulation	
  study	
  

Metric	
   Formula	
   Applicable	
  approaches	
  
Bias	
   𝛽𝛽 − 𝛽𝛽 	
   All	
  

Relative	
  bias	
   𝛽𝛽 − 𝛽𝛽
𝛽𝛽 	
  

All	
  

Empirical	
  variance	
   1
𝑛𝑛 𝛽𝛽 − 𝛽𝛽 	
  

All	
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
intensive nature of mode and curvature estimation. Even with these settings favoring speed over 
reliability to a greater extent than an applied analysis, total computer processing time for all simulations 
combined exceeded 3,000 hours. 	
  



 28 

Mean	
  squared	
  error	
  (MSE)	
   1
𝑛𝑛 𝛽𝛽 − 𝛽𝛽 	
  

All	
  

ICC	
   𝜏𝜏
(𝜏𝜏 + 𝜎𝜎 )

	
   M-­‐SEM,	
  EAP-­‐SEM,	
  PV-­‐SEM	
  

Reliability	
  	
  
𝜅𝜅 =

𝜏𝜏

𝜏𝜏 + 𝜎𝜎 𝑛𝑛 + 𝜀𝜀 𝑛𝑛 ∗ 𝑛𝑛
	
  

M-­‐SEM,	
  EAP-­‐SEM,	
  PV-­‐SEM	
  

 
Motivating example 
 To demonstrate the application of these approaches to real data, we analyze the 
association of village organizations and networks, a metric of social capital, with heavy episodic 
drinking (HED) among young men in rural South Africa. A cross-sectional sample of adults aged 
18 – 35 was drawn from 22 villages in Agincourt, South Africa; 600 women and 581 men 
provided data on personal characteristics and behavior as well as rating the contextual traits of 
their village (82). The role of organizations and networks was measured using an 8-item scale 
with 3 response options per question; an example item is ‘How important are cultural groups for 
improving the lives of villages here’ with response options ‘Not important / no such groups,’ ‘A 
little important,’ ‘Very important’. HED is defined as consuming 6 standard drinks or more in a 
single sitting at least monthly in the past year. Data are also available on village-level covariates 
such as percent of the village living in female-headed households (a metric of poverty, as these 
households are typically poorer (87)) and other individual characteristics such as age and marital 
status. The causal model underlying this analysis is depicted in Appendix Figure B.8. We 
hypothesize that both true group organizations and networks as well as the difference between 
individual perception and group average may affect the outcome due to the possibility that 
greater knowledge of local resources may result in greater engagement and hence less risky 
behavior. We therefore mean-center individual perception and regress HED on group average 
and individual difference from average; we subtract the resulting coefficients to estimate the 
contextual effect. We do not standardize the group averages in order to keep them on the same 
scale as the individual differences; as a result the estimates from the regression-based models and 
the SEM analysis are scaled differently and can be compared based on direction and significance 
rather than magnitude.  
 Perceived importance of organizations and networks was calculated for each individual 
using a mean item score and by fitting a partial credit model to generate EAP estimators and 
PVs; we employ both a one-parameter model and two-parameter generalized partial credit 
model, comparing model fit using weighted mean square (infit statistic) for individual items and 
the log likelihood test for global fit. These individual scores served as the basis for MR and SEM 
analyses. We tested for measurement distortion through latent regression of the one-parameter 
and two-parameter versions of the organizations and networks scales on two variables: gender 
and language of survey administration. Because we limited the analysis to men only (HED is 
quite rare in women in this context), we based the analysis on the assumption that neither gender 
nor survey language affects the outcome. All analyses were run with sampling weights to ensure 
representativeness of the study sample to the target population. Weights accounted for non-
response as well as number of eligible respondents per household, as only one individual could 
be selected in each household. Sampling weights were also included in measurement models for 
EAP and PV creation.  
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RESULTS 
 We present below the results addressing each question of interest in the corresponding 
simulation setting (robustness, incorporation of covariates, alternative causal model), followed 
by the applied example. Given the large number of results, in most cases we present full results 
from setting A (no individual-level effect: 𝛽𝛽 = 1, 𝛽𝛽 = 0.3, 𝛽𝛽 = 0) in the Appendix and focus 
on setting B (𝛽𝛽 = 1, 𝛽𝛽 = 0.3, 𝛽𝛽 = 0.1), with a particular emphasis on the most divergent 
analytic approaches (M-MR and PV-SEM) to illustrate the greatest observed contrasts.  
 
Simulation set 1: Robustness checks 
 Table 2.4 provides the results for the analytic approaches applied to the baseline 
condition (simulation 1.0) in both the simple setting A (no effect of 𝜃𝜃  on Yij) and the more 
realistic setting B. In setting A, SEM analyses relying on a single individual-level measurement 
experienced difficulties in convergence using the mode-and-curvature adaptive quadrature 
method: fewer than 10% of iterations converged of the testing set of 50. Switching to non-
adaptive Gauss-Hermite quadrature considerably improved convergence. Setting B similarly 
required the less reliable integration method, although approximately 10% of simulation runs 
failed to converge. All PV-SEM runs converged using mode-and-curvature adaptive quadrature 
with the exception of simulation 1.1, testing the two-parameter item-generating model. In setting 
B, 13.4% of runs required non-adaptive Gauss-Hermite quadrature to converge and 11.2% failed 
to converge under either integration method. 
 In setting A, MR results follow predictions from prior simulation studies: each estimate is 
attenuated by 10%, with approximately -4% undercoverage of the 95% CI due to this bias. 
Among the SEM approaches, M-SEM and EAP-SEM show even greater bias than the MR 
approaches (>-13.0%) as well as worse CI coverage, though the lower variance in these models 
results in equivalent MSE across all methods (0.009). The PV-SEM approach considerably 
reduced bias in estimation to -2.85% and provided accurate coverage of the 95% CI.  
 The same patterns pertain in setting B, with a glaring exception: M-SEM and EAP-SEM 
estimated extremely low variance within individuals, resulting in high and highly variable 
estimates of 𝛽𝛽 , which under this setting is necessary to move from the estimated total effect to 
the contextual effect 𝛽𝛽 . Alternative analytic specifications would be required to overcome this 
difficulty; given our goal of contrasting PV-SEM in particular with other approaches, we proceed 
without M-SEM and EAP-SEM results for setting B. Full results for these methods in setting A 
are presented in Appendix A.2 and referenced as relevant.  
Table	
  2.4:	
  Baseline	
  performance	
  of	
  analytic	
  approaches	
  applied	
  to	
  reflective	
  causal	
  model	
  
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  probability	
   Convergence	
  failure	
  
Simulation	
  1.0:	
  Baseline	
  model,	
  setting	
  A	
   	
  
True	
  𝜃𝜃 	
   -­‐0.003	
   -­‐0.94%	
   0.007	
   0.007	
   95.4%	
   NA	
  
M-­‐MR	
   -­‐0.030	
   -­‐10.06%	
   0.008	
   0.009	
   91.0%	
   NA	
  
M-­‐SEM	
   -­‐0.042	
   -­‐13.91%	
   0.007	
   0.009	
   89.4%	
   0.0%	
  
EAP-­‐MR	
   -­‐0.030	
   -­‐10.01%	
   0.008	
   0.009	
   90.6%	
   NA	
  
EAP-­‐SEM	
   -­‐0.039	
   -­‐13.00%	
   0.007	
   0.009	
   90.2%	
   2.4%	
  
PV-­‐MR	
   -­‐0.032	
   -­‐10.69%	
   0.008	
   0.009	
   91.6%	
   NA	
  
PV-­‐SEM	
   -­‐0.009	
   -­‐2.85%	
   0.009	
   0.009	
   95.0%	
   0.0%	
  
Simulation	
  1.0:	
  Baseline	
  model,	
  setting	
  B	
   	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.003	
   0.87%	
   0.008	
   0.008	
   93.4%	
   NA	
  
M-­‐MR	
   -­‐0.019	
   -­‐6.48%	
   0.009	
   0.009	
   89.2%	
   NA	
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M-­‐SEM	
   -­‐2.516	
   -­‐838.72%	
   5.502	
   11.820	
   96.6%	
   11.6%	
  
EAP-­‐MR	
   -­‐0.022	
   -­‐7.39%	
   0.009	
   0.009	
   89.6%	
   NA	
  
EAP-­‐SEM	
   -­‐1.746	
   -­‐581.97%	
   5.115	
   8.152	
   93.0%	
   9.2%	
  
PV-­‐MR	
   -­‐0.019	
   -­‐6.24%	
   0.009	
   0.009	
   90.6%	
   NA	
  
PV-­‐SEM	
   0.002	
   0.67%	
   0.010	
   0.010	
   94.4%	
   0.0%	
  
 
 Table 2.5 provides results for the robustness checks in setting B (results for setting A are 
in Appendix Table B.2; they are discussed only when contradictory to setting B results). All PV-
SEM models in this set of simulations converged using mode-and-curvature adaptive quadrature.  
 Simulation 1.1 tests the robustness of each approach to an alternative item model, which 
we expected would affect M-MR more than EAP or PV-based analyses. Results differ between 
the two settings. In setting A, M-MR performs poorly, underestimating the true association by -
20%. This is over twice the bias seen in EAP-MR and PV-MR, which were based on a two-
parameter analytic model matching the underlying model. Contrary to prediction, PV-MR does 
not provide better coverage of the 95% confidence interval (89.8% for EAP-MR and PV-MR). In 
setting B, against expectations, M-MR outperformed the IRM approaches in terms of bias (-3.6% 
versus -8.1% for EAP-MR and -6.08 for PV-SEM). Higher variability in M-MR leads to lower 
MSE for EAP-MR and PV-MR, as well as better coverage of the 95% CI (90.0% for the 
plausible values approach). This simulation was also the only one of all those tested that posed 
considerable convergence problems for the PV-SEM method, with only 75% of runs converging 
under the preferred integration approach. These results imply that a mismatch between item 
structure and the analytic model could lead to considerable bias, but this was not the case as 
uniformly as expected.  
 The next two simulations test violations of the assumption of normal person distribution 
underlying EAP generation. In simulation 1.2 results, relative bias of the EAP-MR approach was 
-6.55%, 1% more than the other MR approaches and actually less than the corresponding bias in 
the baseline simulation. MSE was nearly equivalent across approaches. The PV-SEM approach 
minimizes relative bias (<1%) and provides the best coverage of the 95% CI. Simulation 1.3 
shows a lower magnitude of bias across methods, as expected given the higher ICC used in this 
data-generating process. Again the EAP-MR and PV-SEM prove robust to the non-normal 
distribution of 𝜃𝜃 ; bias is highest in the PV-MR analysis (3.12%). Variance is higher in 
simulation 1.3 than 1.2; MSE is fractionally lower in the EAP-MR and PV-MR analyses (0.011) 
than M-MR and PV-SEM. Despite the strongly non-normal distribution, neither EAP nor PV-
based approaches showed considerable bias. Violating the assumption of a normal distribution of 
the individual-level trait seemed to affect all approaches similarly, suggesting that sensitivity to 
non-normal distributions is not a reason to select the mean over methods that explicitly assume 
normality. 
Table	
  2.5:	
  Robustness	
  results	
  for	
  analytic	
  approaches	
  applied	
  to	
  reflective	
  causal	
  model	
  

	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  probability	
  
Simulation	
  1.1:	
  Two-­‐parameter	
  item	
  model	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.000	
   -­‐0.06%	
   0.007	
   0.007	
   94.6%	
  
M-­‐MR	
   -­‐0.011	
   -­‐3.58%	
   0.010	
   0.010	
   87.4%	
  
EAP-­‐MR	
   -­‐0.024	
   -­‐8.14%	
   0.009	
   0.009	
   88.6%	
  
PV-­‐MR	
   -­‐0.020	
   -­‐6.80%	
   0.009	
   0.009	
   90.0%	
  
PV-­‐SEM	
   -­‐0.018	
   -­‐6.08%	
   0.013	
   0.014	
   88.5%	
  
Simulation	
  1.2:	
  Non-­‐normal	
  𝜃𝜃 	
  distribution:	
  uniform	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.000	
   -­‐0.15%	
   0.006	
   0.006	
   96.0%	
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M-­‐MR	
   -­‐0.017	
   -­‐5.65%	
   0.008	
   0.009	
   91.6%	
  
EAP-­‐MR	
   -­‐0.020	
   -­‐6.55%	
   0.008	
   0.009	
   91.8%	
  
PV-­‐MR	
   -­‐0.017	
   -­‐5.55%	
   0.008	
   0.008	
   93.2%	
  
PV-­‐SEM	
   0.003	
   0.89%	
   0.009	
   0.009	
   96.8%	
  
Simulation	
  1.3:	
  Non-­‐normal	
  𝜃𝜃 	
  distribution:	
  chi	
  squared,	
  ICC	
  =	
  0.25	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.004	
   1.48%	
   0.008	
   0.008	
   93.0%	
  
M-­‐MR	
   -­‐0.005	
   -­‐1.77%	
   0.012	
   0.012	
   93.2%	
  
EAP-­‐MR	
   -­‐0.004	
   -­‐1.18%	
   0.011	
   0.011	
   92.2%	
  
PV-­‐MR	
   0.009	
   3.12%	
   0.011	
   0.011	
   94.4%	
  
PV-­‐SEM	
   -­‐0.002	
   -­‐0.68%	
   0.012	
   0.012	
   94.6%	
  
Simulation	
  1.4:	
  Non-­‐normal	
  𝜃𝜃 	
  distribution:	
  uniform	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.006	
   2.16%	
   0.008	
   0.008	
   94.6%	
  
M-­‐MR	
   -­‐0.017	
   -­‐5.50%	
   0.007	
   0.007	
   94.6%	
  
EAP-­‐MR	
   -­‐0.019	
   -­‐6.34%	
   0.007	
   0.007	
   94.4%	
  
PV-­‐MR	
   -­‐0.015	
   -­‐5.06%	
   0.007	
   0.007	
   94.4%	
  
PV-­‐SEM	
   0.005	
   1.50%	
   0.008	
   0.008	
   96.2%	
  
Simulation	
  1.5:	
  Non-­‐normal	
  𝜃𝜃 	
  distribution:	
  chi	
  squared	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   -­‐0.003	
   -­‐0.86%	
   0.006	
   0.006	
   95.4%	
  
M-­‐MR	
   -­‐0.004	
   -­‐1.43%	
   0.013	
   0.013	
   82.0%	
  
EAP-­‐MR	
   -­‐0.010	
   -­‐3.26%	
   0.012	
   0.012	
   83.2%	
  
PV-­‐MR	
   -­‐0.006	
   -­‐1.90%	
   0.012	
   0.012	
   82.2%	
  
PV-­‐SEM	
   0.015	
   5.12%	
   0.013	
   0.013	
   90.4%	
  

 
The final two robustness checks concern the distribution of 𝜃𝜃 , which is particularly 

important for SEM-based methods. None of the MR approaches are strongly affected by the non-
normality in either 1.4 or 1.5; the magnitude of bias actually decreases relative to baseline, 
particularly for 1.5. Bias increases slightly for PV-SEM in simulation 1.4 relative to baseline, 
although it remains the least biased method, even including the true model results. This approach 
shows greater sensitivity to the strongly non-normal chi-squared distribution in simulation 1.5: 
bias increases to over 5%, making PV-SEM the most biased as well as the most variable of the 
methods in this setting. (This sensitivity was less pronounced in setting A, shown in Appendix 
Table B.2; otherwise results followed the pattern reported here.) Variance is higher across the 
methods in simulation 1.5 and coverage of the 95% CI quite low, from 82.0% for M-MR up to 
90.4% for PV-SEM; within each simulation the MSEs are similar. The PV-SEM analysis 
provided accurate estimation of the ICC and reliability in simulation 1.4 at 0.101 (SD 0.020) and 
0.811 (SD 0.036) respectively and slight underestimates in simulation 1.5: 0.094 (SD 0.036) and 
0.782 (SD 0.076).  

	
  
Simulation set 1 conclusions 
 The first set of simulations provided several insights into the performance of MR versus 
SEM approaches applied to a reflective causal model in conditions likely for a social 
epidemiologic study. At baseline, all MR-based approaches evidenced considerable attenuation, 
as predicted based on existing research. Of the SEM approaches, PV-SEM reduced the bias due 
to measurement error to near 0, although results were more variable under this method. The 
robustness of M-MR to a two-parameter item model was inconclusive, with one of two settings 
showing a high degree of bias; further testing is warranted. IRM-based results with the 
appropriate analytic model were robust to this change. Similarly, alterations to the distribution of 
𝜃𝜃  did not strongly perturb any analytic method, even those assuming a normal person 
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distribution. PV-SEM was robust to a uniform distribution of 𝜃𝜃  but did show moderate 
sensitivity to a strongly non-normal chi-squared distribution of 𝜃𝜃  in the more realistic setting. 
The results as a whole suggest that most methods are relatively robust to violations of their 
underlying assumptions, and that, with the exception of a fairly unrealistic distribution of 𝜃𝜃 , PV-
SEM offers the best bias correction of the methods applied. The MSE provides a less clear 
demarcation between methods, as little difference emerged within any simulation when 
considering both bias and variance.  
 
Simulation set 2: Role of third variable 
 The second set of simulations explores causal structures that include a third variable 
affecting measurement, exposure, and / or outcome. As in the prior set of simulations, the M-
SEM approach experienced considerable convergence challenges, requiring use of the less 
reliable Gauss Hermite integration, and revealed considerable bias and variability in estimation. 
We present M-SEM results for setting A alone (Appendix tables B.3 – B.6) and restrict our focus 
here to the better performing methods applied to setting B.  
 
Simulation 2.0: Covariate affects measurement 
 Simulation 2.0 tests adjustment approaches in the measurement and outcome models in 
the setting where Wij affects perception 𝜃𝜃  but is unassociated with Yij. The performance of each 
analytic and adjustment approach in this setting are summarized in Table 2.6. Using the true 
exposure 𝜃𝜃 , as expected there is no reduction in absolute bias by adjusting for Wij or for Wij and 
W. . 

MR results contradict our first hypothesis that unadjusted outcome models would 
outperform adjusted models in that bias is reduced by controlling for both Wij and W.  in the 
outcome model compared to neither or just Wij. Even with this adjustment, residual bias remains 
non-negligible in M-MR results, over -4%. Unadjusted PV-SEM models also show considerable 
residual bias (nearly 8.6%), while adjusting for Wij in the outcome model or both measurement 
and outcome models reduces bias to under -3%.  

The second hypothesis, that controlling for Wij in the outcome model would reduce bias 
if Wij had been included in the measurement model, is supported so long as the outcome model 
in MR approaches also controls for W. . Adjusting for Wij in the measurement model alone 
increases bias, at times considerably, in PV-SEM.  

Table	
  2.6:	
  Performance	
  of	
  adjustment	
  strategies	
  when	
  Wij	
  distorts	
  θθ ij,	
  simulation	
  2.0	
  
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  probability	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
  
Unadj.	
   -­‐0.007	
   -­‐2.31%	
   0.008	
   0.008	
   94.6%	
  
Adj.	
  for	
  Wij	
   -­‐0.007	
   -­‐2.23%	
   0.008	
   0.008	
   94.6%	
  
Adj.	
  for	
  Wij	
  &	
  W.j	
   -­‐0.007	
   -­‐2.31%	
   0.008	
   0.008	
   94.8%	
  
M-­‐MR	
  
NA	
  /	
  Unadj.	
   -­‐0.017	
   -­‐5.82%	
   0.009	
   0.009	
   87.2%	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.040	
   -­‐13.36%	
   0.009	
   0.010	
   86.0%	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.012	
   -­‐4.10%	
   0.010	
   0.010	
   89.6%	
  
PV-­‐MR	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.017	
   -­‐5.70%	
   0.009	
   0.009	
   89.8%	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.038	
   -­‐12.80%	
   0.008	
   0.010	
   88.2%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.008	
   -­‐2.64%	
   0.010	
   0.010	
   91.6%	
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Adj.	
  /	
  Unadj.	
   -­‐0.020	
   -­‐6.71%	
   0.009	
   0.009	
   87.6%	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.046	
   -­‐15.32%	
   0.008	
   0.010	
   86.6%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.005	
   -­‐1.54%	
   0.010	
   0.010	
   92.4%	
  
PV-­‐SEM	
  
Unadj.	
  /	
  Unadj.	
   0.026	
   8.59%	
   0.010	
   0.011	
   94.6%	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.005	
   -­‐1.60%	
   0.010	
   0.010	
   94.6%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.019	
   6.36%	
   0.011	
   0.011	
   95.4%	
  
Adj.	
  /	
  Unadj.	
   0.206	
   68.74%	
   0.008	
   0.050	
   28.4%	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.008	
   -­‐2.69%	
   0.011	
   0.011	
   92.6%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.024	
   8.04%	
   0.011	
   0.012	
   94.4%	
  
 
 The MSE is similar across all methods (0.009 to 0.011) except when using M-SEM or 
adjusting in the measurement model only in PV-SEM, where it is considerably higher (0.51 in 
setting A for example). The approaches that minimize bias and MSE while optimizing CI 
coverage to within 1% of 95% are PV-SEM models that are adjusted for Wij in outcome 
regression alone or adjusted for Wij in outcome regression and measurement. Only this last 
approach adheres to expectations that bias will be minimized by not controlling for anything or 
by controlling for Wij in both measurement and outcome models. The ICC and reliability 
estimates from the plausible values / SEM models are attenuated (ICC: 0.060, SD 0.018 and 
reliability: 0.701, SD 0.071). This attenuation is likely due to Wij increasing the variance of 𝜃𝜃∗  
relative to 𝜃𝜃 ; no adjustment strategy corrected for this effect. These results suggest that 
systematic measurement error has multiple effects on analytic accuracy, and that adjustment in 
the measurement model alone results in severely biased estimation. Furthermore, existing 
graphical causal models may not provide sufficient guidance in selecting an adjustment 
approach.  
 
Simulation 2.1: Covariate affects measurement and outcome 
 As shown in Table 2.7, models using the true 𝜃𝜃 	
  and	
  𝜃𝜃 	
  show minimal bias (<-2.0%) 
regardless of adjustment approach, as expected given that Wij is not a confounder of the 
relationships among 𝜃𝜃 , 𝜃𝜃 , and Yij. 
 The observed data results follow the pattern of simulation 2.0: adjusting for Wij in the 
outcome model does not reduce bias unless W.  is also controlled for, with the exception of PV-
SEM models. Adjusting for Wij in the measurement model increases bias in most cases, 
particularly in SEM analysis with an unadjusted outcome model. However, the smallest 
magnitude of bias across all methods is in the PV-SEM approach adjusting for Wij in both 
measurement and outcome (relative bias 0.5%), and the MR approaches adjusting for both Wij 
and W.  (relative bias -0.9% for M-MR, 0.8% for PV-MR).   

Table	
  2.7:	
  Performance	
  of	
  adjustment	
  strategies	
  when	
  Wij	
  distorts	
  θθ ij	
  and	
  affects	
  Yij,	
  simulation	
  2.1 
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  probability	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
  
Unadj.	
   -­‐0.005	
   -­‐1.69%	
   0.007	
   0.007	
   93.4%	
  
Adj.	
  for	
  Wij	
   -­‐0.006	
   -­‐1.85%	
   0.007	
   0.007	
   93.6%	
  
Adj.	
  for	
  Wij	
  &	
  W.j	
   -­‐0.004	
   -­‐1.28%	
   0.007	
   0.007	
   93.4%	
  
M-­‐MR	
  
NA	
  /	
  Unadj.	
   -­‐0.030	
   -­‐10.13%	
   0.009	
   0.009	
   88.4%	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.028	
   -­‐9.25%	
   0.009	
   0.010	
   89.4%	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.003	
   -­‐0.93%	
   0.010	
   0.010	
   91.6%	
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PV-­‐MR	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.029	
   -­‐9.82%	
   0.008	
   0.009	
   90.6%	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.029	
   -­‐9.51%	
   0.008	
   0.009	
   91.2%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.002	
   0.80%	
   0.009	
   0.009	
   93.0%	
  
Adj.	
  /	
  Unadj.	
   -­‐0.031	
   -­‐10.40%	
   0.008	
   0.009	
   89.0%	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.036	
   -­‐11.98%	
   0.008	
   0.010	
   88.8%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.008	
   2.65%	
   0.010	
   0.010	
   93.0%	
  
PV-­‐SEM	
  
Unadj.	
  /	
  Unadj.	
   0.007	
   2.41%	
   0.010	
   0.010	
   95.0%	
  
Unadj.	
  /	
  Adj.	
  Wij	
   0.005	
   1.51%	
   0.010	
   0.010	
   95.2%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.027	
   9.13%	
   0.011	
   0.012	
   94.6%	
  
Adj.	
  /	
  Unadj.	
   0.183	
   60.96%	
   0.008	
   0.041	
   36.2%	
  
Adj.	
  /	
  Adj.	
  Wij	
   0.001	
   0.45%	
   0.010	
   0.010	
   95.0%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.033	
   11.02%	
   0.011	
   0.012	
   94.8%	
  
 
 The MSE again clusters around 0.010 for most analytic options, with unadjusted MR 
approaches tending to minimize the MSE due to the larger variance of the SEM analyses. 
Coverage of the 95% CI is roughly 90% across all approaches except for the PV-SEM, where it 
is at least 94% except in the analyses adjusted in the measurement model alone. The estimated 
ICC from the PV-SEM analysis is inaccurate, at 0.059 (SD 0.019); reliability is underestimated, 
at 0.698 (SD 0.076). As a whole, these results suggest that considerable bias remains in the MR 
approaches unless both Wij and W.  are adjusted for in the outcome model. The PV-SEM 
approach results follow predictions more closely, with the analysis adjusted for Wij in both 
measurement and outcome models minimizing bias and optimizing CI coverage, despite the 
similarity of the MSE between this model and the least biased of the MR results.  
 
Simulation 2.2: Covariates affect exposure, measurement, and outcome 
 In simulation 2.2, Wij acts as a true confounder, affecting 𝜃𝜃  through W.  and Yij directly. 
As expected, controlling for Wij reduces the bias due to the confounding when regressing Y on 
true 𝜃𝜃  and 𝜃𝜃  (Table 2.8). Adjusting for W.  in addition minimally reduces bias, but increases 
the variance such that the MSE is worse when controlling for both forms of W than neither 
(0.009 versus 0.007). 
 In the observed data analyses, traditional rules of confounder control pertain. Within each 
analytic strategy, controlling just for Wij in the regression model minimizes bias; control for Wij 
in the measurement model has minimal effect. MR approaches continue to be attenuated by 
nearly 10% even with the appropriate adjustment, however. As in most prior simulations, the 
PV-SEM model with adjustment as predicted by the causal graph (for Wij in the regression 
model alone in this case) shows the least bias, although at nearly -6% the residual bias is non-
negligible. Adjusting for Wij in both models provides nearly identical results. 

Table	
  2.8:	
  Performance	
  of	
  analytic	
  and	
  adjustment	
  strategies	
  when	
  Wij	
  distorts	
  θθ ij	
  and	
  affects	
  θθ j	
  and	
  
Yij,	
  simulation	
  2.2	
  
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  probability	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
  
Unadj.	
   -­‐0.036	
   -­‐12.09%	
   0.007	
   0.009	
   90.4%	
  
Adj.	
  for	
  Wij	
   -­‐0.004	
   -­‐1.28%	
   0.007	
   0.007	
   93.4%	
  
Adj.	
  for	
  Wij	
  &	
  W.j	
   -­‐0.004	
   -­‐1.22%	
   0.009	
   0.009	
   93.8%	
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M-­‐MR	
  
NA	
  /	
  Unadj.	
   -­‐0.042	
   -­‐14.01%	
   0.009	
   0.010	
   86.4%	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.030	
   -­‐10.11%	
   0.009	
   0.009	
   89.8%	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.056	
   18.82%	
   0.017	
   0.020	
   92.2%	
  
PV-­‐MR	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.041	
   -­‐13.70%	
   0.009	
   0.010	
   87.6%	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.027	
   -­‐9.07%	
   0.009	
   0.009	
   89.6%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.068	
   22.50%	
   0.017	
   0.021	
   92.4%	
  
Adj.	
  /	
  Unadj.	
   -­‐0.041	
   -­‐13.72%	
   0.009	
   0.010	
   87.6%	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.027	
   -­‐9.08%	
   0.009	
   0.009	
   89.4%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.068	
   22.73%	
   0.017	
   0.022	
   91.6%	
  
PV-­‐SEM	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.019	
   -­‐6.17%	
   0.010	
   0.010	
   92.2%	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.016	
   -­‐5.34%	
   0.010	
   0.010	
   92.6%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.073	
   24.41%	
   0.018	
   0.023	
   95.0%	
  
Adj.	
  /	
  Unadj.	
   0.415	
   138.48%	
   0.014	
   0.187	
   1.0%	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.016	
   -­‐5.39%	
   0.010	
   0.010	
   93.0%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.073	
   24.45%	
   0.018	
   0.024	
   95.0%	
  
 
	
   The MSE is minimized when MR approaches are adjusted for Wij in the outcome model 
or both models, despite the high bias in these results. MSE is fractionally higher (0.010 versus 
0.009) in the PV-SEM approaches that minimize bias. CI coverage is near 90% for MR models 
and approximately 92% for plausible values / SEM. The average estimated ICC and reliability 
are overestimated, at 0.122 (SD 0.030) and 0.838 (SD 0.037). Given the continued effect of Wij 
in increasing the variance of 𝜃𝜃∗ , it is interesting to note improved estimation of the ICC and 
reliability relative to the prior two simulations, although still inaccurate. As a whole, the results 
confirm that adjustment for Wij in the outcome model is necessary to reduce bias. Adjustment for 
Wij in the measurement model shows minimal impact. Although the plausible values / SEM 
approach is the best option for minimizing bias, even the least biased models remain notably 
attenuated. 
 
Simulation 2.3: Covariates affect exposure and outcome   
	
   The final simulation of this set tests how the analytic strategies applied when Wij distorts 
measurement of 𝜃𝜃  perform when Wij does not affect measurement but does act as a confounder 
of 𝜃𝜃  and Yij. One run of the completely unadjusted PV-SEM approach failed to converge. As 
shown in Table 2.9, results of regressing Y on true 𝜃𝜃  and 𝜃𝜃  are quite similar to simulation 2.2, 
reflecting the shared causal structure underlying Wij, 𝜃𝜃  and 𝜃𝜃  in these two simulations. 
Relative bias is minimal and nearly equivalent when controlling for Wij or for both Wij and W. ; 
MSE is minimized in the former analysis (0.007) due to higher variance with additional 
adjustment. 
 Within each method applied to the observed data, failure to adjust for Wij results in 
considerable bias, over -17.0% in the MR approaches. As expected, adjusting for Wij in the 
outcome model reduces bias; additional adjustment for W.  is counterproductive. Across 
methods, the PV-SEM approach minimizes bias when adjusted for Wij (relative bias < -2.0%), 
with a further fractional reduction in bias if the measurement model also includes Wij. 
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Table	
  2.9:	
  Performance	
  of	
  analytic	
  and	
  adjustment	
  strategies	
  when	
  Wij	
  affects	
  θθ j	
  and	
  Yij,	
  simulation	
  
2.3	
  
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  probability	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
  
Unadj.	
   -­‐0.035	
   -­‐11.74%	
   0.007	
   0.008	
   93.0%	
  
Adj.	
  for	
  Wij	
   -­‐0.004	
   -­‐1.26%	
   0.007	
   0.007	
   96.0%	
  
Adj.	
  for	
  Wij	
  &	
  W.j	
   -­‐0.002	
   -­‐0.63%	
   0.009	
   0.009	
   95.8%	
  
M-­‐MR	
  
NA	
  /	
  Unadj.	
   -­‐0.054	
   -­‐17.93%	
   0.008	
   0.010	
   85.4%	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.027	
   -­‐8.89%	
   0.008	
   0.009	
   92.0%	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.038	
   -­‐12.56%	
   0.010	
   0.011	
   90.0%	
  
PV-­‐MR	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.052	
   -­‐17.40%	
   0.007	
   0.010	
   87.6%	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.025	
   -­‐8.42%	
   0.008	
   0.008	
   92.6%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.037	
   -­‐12.35%	
   0.009	
   0.011	
   90.6%	
  
Adj.	
  /	
  Unadj.	
   -­‐0.052	
   -­‐17.25%	
   0.007	
   0.010	
   87.8%	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.025	
   -­‐8.26%	
   0.008	
   0.008	
   92.4%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.037	
   -­‐12.17%	
   0.009	
   0.011	
   90.8%	
  
PV-­‐SEM	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.034	
   -­‐11.35%	
   0.008	
   0.010	
   94.0%	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.005	
   -­‐1.73%	
   0.009	
   0.009	
   95.8%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.021	
   -­‐6.88%	
   0.011	
   0.011	
   95.4%	
  
Adj.	
  /	
  Unadj.	
   0.288	
   95.87%	
   0.008	
   0.091	
   4.4%	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.005	
   -­‐1.59%	
   0.009	
   0.009	
   96.4%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.020	
   -­‐6.72%	
   0.010	
   0.011	
   95.4%	
  
	
  
 Higher variance in the SEM analyses leads to the MSE of 0.009 in the properly adjusted 
PV-SEM analyses fractionally exceeding that of the least biased MR approach, PV-MR adjusted 
for Wij in at least the outcome model (MSE = 0.008). Coverage of the 95% CI reaches 92.6% in 
the best performing MR approach; SEM models show accurate or slightly conservative coverage 
except for the highly biased analysis when Wij is included in the measurement model alone. The 
PV-SEM analysis accurately estimates the ICC and reliability, at 0.099 (SD 0.026) and 0.805 
(SD 0.046) respectively. This simulation acts as a confirmation that when Wij does not distort 
individual perception, traditional confounder rules apply. Moreover, the results of the first set of 
simulations pertain: properly adjusted MR approaches show considerable negative bias and 
modest undercoverage of the 95% CI. PV-SEM offers considerable bias reduction and improved 
CI coverage, at the cost of increased variability and hence nearly equivalent MSE.  

 
Simulation set 2 conclusions 
 This exploratory assessment of analytic approaches to systematic measurement error and 
confounding yielded several insights and questions for further investigation. On the technical 
side, SEM models with a single individual metric encountered considerable convergence 
challenges; convergence problems for PV-SEM remained infrequent. In analytic models 
excepting PV-SEM, empirical results suggested that predictions for appropriate control of Wij 
were inaccurate. Specifically, when Wij affected measurement but was not a true confounder, 
controlling for both Wij and W.  reduced bias in several simulations, particularly when Wij was 
also included in the measurement model. We explore this further in the discussion section. When 
Wij was a true confounder, adjusting for it in the outcome model still improved estimation, but 
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substantial bias remained. In contrast, the PV-SEM approach required less adjustment to reduce 
bias, such that controlling for Wij in the outcome model was most useful when Wij was a true 
confounder. Controlling for Wij in the measurement model improved estimation slightly when 
Wij distorted measurement, although this required its inclusion in the outcome model as well. 
The reduction in bias resulting from including Wij in the measurement model was considerably 
smaller than that achieved through the PV-SEM approach, despite the relatively large magnitude 
(nearly 2 SD of 𝜃𝜃 ) of the distortion from Wij. Combining plausible values with SEM continued 
to provide the best option for minimizing bias and optimizing CI coverage, although the higher 
variance of these approaches led to similar MSE to the better performing of the MR approaches. 
ICC and reliability were accurately estimated in the plausible values / SEM model except when a 
third variable affected measurement, increasing person-level variance in a manner that was not 
corrected for in any adjustment. Further consideration of ways to address this phenomenon and 
of the implications of the reduction of bias when controlling for W.  is warranted. 
 
Simulations set 3: Alternative causal model 
 This set of simulations compared analytic performance under a formative (individual-to-
group) causal model, which should favor the MR approaches, particularly when sampling 
fraction is high in simulation 3.0. The low (0.05) sampling fraction in simulation 3.1 may induce 
sufficient sampling error to allow the error correction of SEM to perform better than the MR 
approaches. Results from analysis of the true latent values show minimal bias in both settings 
(Table 2.10).  
Table	
  2.10:	
  Performance	
  of	
  MR	
  versus	
  SEM	
  approaches	
  under	
  a	
  formative	
  causal	
  model	
  
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  probability	
  
Simulation	
  3.0:	
  Large	
  sampling	
  fraction	
  (0.50)	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.003	
   1.13%	
   0.007	
   0.007	
   95.0%	
  
M-­‐MR	
   0.011	
   3.63%	
   0.008	
   0.008	
   93.0%	
  
EAP-­‐MR	
   0.008	
   2.78%	
   0.008	
   0.008	
   93.2%	
  
PV-­‐MR	
   0.012	
   4.09%	
   0.008	
   0.008	
   93.6%	
  
PV-­‐SEM	
   0.031	
   10.18%	
   0.009	
   0.010	
   95.8%	
  
Simulation	
  3.1:	
  Small	
  sampling	
  fraction	
  (0.05)	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.002	
   0.59%	
   0.008	
   0.008	
   93.6%	
  
M-­‐MR	
   -­‐0.015	
   -­‐5.04%	
   0.008	
   0.009	
   91.6%	
  
EAP-­‐MR	
   -­‐0.018	
   -­‐6.01%	
   0.008	
   0.009	
   91.2%	
  
PV-­‐MR	
   -­‐0.014	
   -­‐4.69%	
   0.008	
   0.008	
   91.8%	
  
PV-­‐SEM	
   0.004	
   1.39%	
   0.009	
   0.009	
   96.0%	
  
 
 The analytic results hew to predictions. In the setting where the aggregate characteristics 
of a fixed population affect the outcome and where 50% of individuals are sampled per group, 
use of the MR approach with any method within individuals reduces bias (to a minimum of 2.9% 
for the EAP-MR analysis). In contrast, the PV-SEM approach shows increased bias (10.2%) due 
to over-correction of 𝜃𝜃 . However, when the sampling fraction is low, the correction against 
attenuation in the PV-SEM approach reduces bias relative to the attenuated estimates from MR 
models: relative bias for PV-SEM is 1.4% compared to -4.7% for the next best approach, PV-
MR. 

The higher bias and greater variability of the PV-SEM analyses in simulation 3.0 result in 
the largest MSE (0.010). However, PV-SEM continues to provide excellent coverage of the 95% 
CI and to retrieve the ICC and reliability nearly exactly (0.102, SD 0.024 and 0.810, SD 0.042 
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respectively) in this simulation. In simulation 3.1, the slightly larger variance of PV-SEM leads 
an equivalent MSE to the more biased M-MR analyses (0.009); PV-MR minimizes MSE at 0.008 
in this simulation. PV-SEM is conservative with respect to the 95% CI, with the MR approaches 
undercover the CI. The estimated ICC of 0.100 (SD 0.024) is accurate; estimated reliability is 
similarly close to the truth (0.808, SD 0.043). 

 
Simulation set 3 conclusions 
 This set of simulations addressed the question of how MR and SEM approaches would 
perform when the underlying causal model matched the logic of MR analyses but sampling 
fraction varied. When sampling fraction is high, and thus the mean of sampled individuals is a 
reliable estimate of the true group composite, MR approaches outperform SEM, as expected. 
When sampling fraction is low, as is often the case in social epidemiologic research, the 
measurement-error correction of the SEM analyses proves useful in reducing bias. In keeping 
with prior results, higher variance of SEM analyses leads to fairly equivalent MSE across 
methods; PV-SEM does the best job of providing accurate coverage of the 95% CI.  
 
Motivating example: Community organizations and heavy episodic drinking 
 We applied the insights from the simulation studies to the question of whether village 
social capital shapes individual drinking behavior among young men in rural South Africa. All 
1181 survey respondents provided complete responses to the 8-item organizations and networks 
scale. They were most likely to consider church groups important in improving villagers’ lives, 
with 846 (71.6%) considering church groups very important, and least likely to endorse men’s 
groups as existing or important for the village (187 responding very important, 15.8%). Item 
location and fit are shown in full in Appendix Tables B.8 (1PL) and B.9 (2PL). Individual item 
fit statistics fall well within an acceptable range (0.75 to 1.33) in the one-parameter model, 
although the log likelihood test reveals improved global fit with a two-parameter model: 
deviance improves from 13861.3 to 12532.3.3 for a chi square statistic of 1329.0 with 15 degrees 
of freedom, p<0.001. For illustrative purposes, we proceed with both models; see the discussion 
for consideration of the content and statistical considerations around choice of measurement 
model. Both language and gender proved significantly associated with all versions of the 
organizations and networks scale (raw score, 1PL model, 2PL model) in separate linear 
regressions (results not shown). We therefore control for these variables in generating the final 
EAP and PV for analysis and include them at the individual-level and group-level in the outcome 
models. Villages ranged in size from 800 to several thousand people; the sampling fraction 
among young men is thus under 20% even in the smallest villages. Although we assume 
individual perception of organizations and networks function as reflective indicators, latent 
variable approaches would be justified in this setting for formative indicators as well, given the 
low sampling fraction per group.   
 Of the 581 young men in the survey, 118 (20.3%) reported HED in the past 12 months. 
Table 2.11 presents the association of village organizations and networks with HED among 
young men using the analytic strategies applied in the simulation studies. PV-SEM models 
converged using mode-and-curvature adaptive quadrature with 7 integration points when these 
models were fit drawing initial values from a non-adaptive Gauss-Hermite quadrature model; the 
mean / SEM model converged using non-adaptive Gauss-Hermite quadrature with 3 integration 
points. ICC and reliability estimates were obtained from models not adjusted for confounders, 
coefficient estimates and CIs from models with the confounders adjusted in the outcome model.  
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Table	
  2.11:	
  Comparison	
  of	
  analytic	
  approaches	
  of	
  adjusted	
  association	
  of	
  village	
  organizations	
  and	
  
networks	
  with	
  heavy	
  episodic	
  drinking	
  among	
  young	
  men	
  (N=581)	
  
	
   β	
  (95%	
  CI)	
   Estimated	
  ICC	
   Estimated	
  reliability	
  
Mean	
  /	
  mean	
   -­‐1.35	
  (-­‐2.52,	
  -­‐0.19)	
   NA	
   NA	
  
Mean	
  /	
  SEM	
   -­‐8.64	
  (-­‐48.38,	
  31.10)	
   0.98	
   1.00	
  
1PL	
  PV	
  /	
  mean	
   -­‐0.85	
  (-­‐1.63,	
  -­‐0.08)	
   NA	
   NA	
  
2PL	
  PV	
  /	
  mean	
   -­‐1.13	
  (-­‐2.04,	
  -­‐0.22)	
   NA	
   NA	
  
1PL	
  PV	
  /	
  SEM	
   0.32	
  (0.03,	
  0.62)	
   0.13	
   0.80	
  
2PL	
  PV	
  /	
  SEM	
   0.41	
  (0.11,	
  0.71)	
   0.13	
   0.80	
  
1PL	
  PV	
  /	
  SEM*	
   -­‐0.32	
  (-­‐0.62,	
  -­‐0.03)	
   0.13	
   0.80	
  
2PL	
  PV	
  /	
  SEM*	
   -­‐0.41	
  (-­‐0.71,	
  -­‐0.11)	
   0.13	
   0.80	
  
*These	
  models	
  were	
  run	
  with	
  initial	
  values	
  provided	
  by	
  models	
  where	
  the	
  loading	
  of	
  each	
  plausible	
  value	
  onto	
  𝜃𝜃 	
  
and	
  𝜃𝜃 	
  was	
  constrained	
  to	
  1.0.	
  
 All of MR approaches indicate a negative and significant association between 
organizations and networks and HED, regardless of underlying item model. The M-SEM 
analysis returns extremely high variance and hence an insignificant result. On initial fit, the two 
PV-SEM models differ from all other models in returning positive and significant estimates. 
However, these model results returned negative coefficients for PV loading onto the latent traits; 
providing positive starting values for the link from the measurement to latent traits7 resulted in 
negative, significant estimates for the association of organizations and networks and HED that 
are the inverse of the initial model. Given the similarity of these estimates to the MR results and 
the plausibility of a positive measurement model, we consider the negative coefficients more 
likely to represent the direction of the true causal effect. As in the simulation studies, the M-SEM 
result is an outlier that is likely to be unreliable. The concordance of the results from the other 
models adds credibility to the interpretation of a modest negative association between village 
organizations and networks and young men’s HED. In light of the simulation studies suggesting 
greater accuracy in the PV-SEM approach, we advocate for the use of the estimates from this 
approach as the best option for reporting. More broadly, the results demonstrate some of the 
challenges in applying SEM to complex data, despite its advantages in the simulation studies. 
 
DISCUSSION 
 This work represents the first comprehensive assessment of analytic approaches for 
estimation of contextual effects of latent variables in the context of social epidemiologic 
research. We compared frequently employed mean and regression approaches to latent variable 
models incorporating IRM and SEM, with a specific exploration of the novel application of 
plausible values from IRM in multilevel SEM. Simulation studies mimicked social 
epidemiologic research in terms of group size and number as well as use of a scale of 
polytomous items. As predicted based on existing research, MR methods consistently 
underestimated the contextual effect of interest. The PV-SEM approach minimized bias and 
optimized accurate inference (coverage of the 95% CI) in most settings, including when 
underlying assumptions were violated, although it showed some sensitivity to strong non-
normality of the latent trait. However, the PV-SEM approach was more variable than MR 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
7	
  It is not uncommon to constrain the measurement model such that the coefficients relating the measures 
to the latent group variable are set to 1.0. An exploratory simulation of 125 runs suggests such constraints 
reduce the bias-correcting capacity of the plausible value / SEM approach and result in incorrect ICC 
estimation, although further testing is warranted.	
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analyses, such that these methods were often equivalent when balancing bias and variance. SEM 
approaches with a single individual score or estimator did not improve bias in a simple setting; 
efforts to refine these methods for more plausible causal structures may not be warranted. MR 
approaches are suitable for samples capturing a large portion of the target population if the 
underlying causal model is formative, implying individual latent traits precede the group latent 
trait. SEM analyses outperformed MR approaches under a formative model if the sampling 
fraction was small. Finally, testing of the role of a third variable led to several conclusions: 
adjusting for a variable in the measurement model must be accompanied by adjustment in the 
outcome model to avoid introducing significant bias; MR approaches are susceptible to bias that 
can be partially corrected through the inclusion of the aggregate value of the third variable in 
some settings, while PV-SEM did not require this adjustment to reduce bias; and the impact of 
adjusting for a distorting covariate in the measurement model was small relative to bias 
improvement across methods. As in the robustness checks, PV-SEM outperformed other 
approaches in terms of bias reduction and CI coverage but was more variable and hence 
generally equivalent in overall accuracy.  
 Taken as a whole, these results demonstrate the feasibility of a number of two-stage 
approaches to the estimation of contextual effects of social factors, particularly latent variable 
methods that directly incorporate the error inherent in the measurement of latent traits. The two-
stage approaches may be particularly appealing as measurement models and outcome models 
grow more complex, rendering the application of a single full SEM technically challenging. The 
individual-level scores and estimators to summarize items applied here enabled use of linear 
models within individuals, a far simpler estimation problem for SEMs than categorical items 
(88). Moreover, modeling group constructs measured by a large number of polytomous items or 
by multiple sub-scales requires a considerable number of individuals and groups even before 
considering factors distorting measurement or covariates required for the outcome model. 
Nonetheless, some researchers caution against the potential bias and loss of information when 
scale scores or estimators replace items in estimation (60). Future research should consider the 
comparison of these methods to the full SEM approach in a range of applied contexts to test the 
bias-variance tradeoff achieved here against the potential of the full SEM analysis, as well as 
their suitability to data sets of varying size. An additional avenue worth exploring given the high 
variance of the PV-SEM analyses is a partially latent SEM in which for instance plausible values 
are modeled within individuals and the group average of those values is modeled within clusters; 
prior research suggests the reduced variance of this approach can compensate for increased bias 
relatively to the fully latent model in situations of small sample size or low ICCs (74).  
 Beyond choice of specific analytic approach, this work illuminates the need for greater 
consideration of the hypothesized causal model underlying the measurement of latent traits in 
epidemiologic research. As shown in prior research and confirmed here, which analytic method 
is most suitable varies based on the assumption of a reflective causal model or a formative causal 
model. This consideration is particularly critical for studies with large sampling fractions, 
although these are less common in epidemiologic research than education studies. Additional 
work on the implications of sampling fractions on analytic performance under a reflective causal 
model would address one of the remaining gaps in the literature (61). The broader question of 
how plausible these causal models are also warrants consideration in particular content 
applications. Imposing a reflective causal model to the measurement of a latent group trait such 
as collective efficacy of a geographic neighborhood implies that historical processes, including 
actions of past residents, created the group social capital at a given point in time, and that this 
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construct in term informed the perceptions of the current residents. An alternative view more 
akin to a formative model would be that a trait such as collective efficacy does not inherently 
exist outside of individual perceptions of it, so that a group’s collective efficacy at any given 
time is the product of the individual actions and views of current residents. These two options 
represent the ends of a spectrum rather than mutually exclusive categories. Intermediate models, 
such as a reflective model without the assumption that individual perspectives are homogenous 
by definition but instead might truly differ by an observed covariate, are worth exploring. Social 
epidemiologists are just beginning to grapple with the stability of constructs such as collective 
efficacy over time, the potential contributions of structural versus more transient individual 
characteristics in creating such constructs, and the implications of neighborhood change over 
time for outcomes research (73,89). Linking these debates to the implications for measurement 
would enrich future research endeavors. Non-parametric SEM with more flexible definitions of 
group constructs, such as a vector of individual processes rather than a single summary like the 
mean, may represent a useful tool to apply in this endeavor.  
  Our results suggest that defining the causal model in terms of the role of covariates also 
has implications for analytic approach, with somewhat different implications than in analyses 
without measurement concerns. Introducing a covariate that distorted measurement led to 
considerable bias in MR approaches, some of which could be corrected by controlling for the 
aggregate of that confounder. We propose an explanation of the need to control for 𝑊𝑊.  in 
Appendix Figure B.9; this finding represents an important avenue of further research. Future 
studies should examine the magnitude of the bias when 𝑊𝑊.  is not controlled in settings with 
more modest levels of distortion, as this could represent an important and to-date unrecognized 
source of bias in epidemiologic analysis of contextual effects. Moreover, this result suggests that 
the single-level causal graphs employed in practice (90) may be an oversimplification leading to 
erroneous decisions for analytic adjustment when constructs are measured across multiple levels. 
The multilevel structural causal model approach employed in the appendix provides a more 
informative approach; methods of consulting both causal graphs and hierarchical causal models 
could present another option to explore. The fact that SEM approaches, which did not include an 
aggregated value of exposure in the model, did not require adjustment by 𝑊𝑊.  when Wij distorted 
measurement provides another reason to consider such analyses if measurement distortion is a 
possibility in a given analysis. Finally, limited benefit was observed from including the covariate 
in the measurement model if it was also controlled in the regression model; the main implication 
of these results is that if a latent regression is necessary, for example as a strategy for dealing 
with differential item functioning (DIF), including the covariate from latent regression in the 
outcome model is necessary to correct the bias introduced. 
 On a more technical level, the simulation study and applied example raise the question of 
utilizing the appropriate measurement model in any IRM-based analyses, as the choice of 
measurement model can affect resulting parameter estimates. Under a construct measurement 
approach, models imposing constant discrimination provide conceptual benefits by creating a 
common metric of item difficulty across all measured individuals. In this theoretical framework, 
invariant discrimination is a prerequisite to a useful scale; responsible measurement entails 
revising items to meet this requirement rather than modifying the statistical model to 
accommodate variant items (63). Practically, however, this raises a question for researchers 
using established scales that have not been designed to ensure invariance or that display varying 
discrimination in a particular usage. Simulation study results indicate that the estimation of other 
relationships can be biased if the measurement model does not match the underlying data 
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generating process, for instance in the simple setting when a mean model was used for items 
with truly variant discrimination. It is thus important to identify in advance the key criteria – 
conceptual and statistical – for determining an optimal measurement model when the goal is 
accurate estimation of a contextual effect. For instance, in the applied example on social 
cohesion, there is no theoretical reason to select a two-parameter model over the constraints of a 
one-parameter model: the items were developed to cover a range of person locations with equal 
discrimination. The reasonable item fit statistics of the one-parameter analysis do not provide 
compelling evidence of statistical misfit, although the global fit does suggest that as a whole the 
two-parameter model better fits the data. Without strong evidence of individual item misfit, one 
could prioritize coherent measurement and use solely the results based on a one-parameter 
model. If specific items showed poor fit, they could be removed from the analysis to enforce 
uniform discrimination, though at the cost of precision of measurement. Alternatively, a 
conservative approach would be to use the two-parameter model as a sensitivity check and 
consider comparable results indicative of a robust association, with conflicting results 
inconclusive. This option at least provides a means of moving forward with imperfect measures 
while acknowledging the conceptual as well as statistical considerations involved in this 
decision.  
 This research was intended to ground latent variable analyses in the context of social 
epidemiologic research, to assess the suitability of latent variable analyses to social 
epidemiologic research compared to more commonly used methods, and to bring to bear 
epidemiological concern with confounding to the question of measurement. We conclude that the 
most novel approach attempted here, combining IRM-based plausible values with multilevel 
SEM, offers promise in reducing bias across a range of simulation settings, although it rarely 
outperforms mean and regression approaches in terms of both bias and variance. Although 
implementation of SEMs is technically challenging and can require more data than many social 
epidemiologic studies provide, these methods provide a means of addressing the attenuated 
effects observed in mean and regression approaches and hence preventing promulgation of false 
negatives in social epidemiologic research. Epidemiologists should extend their consideration of 
the causal model to incorporate measurement when latent variables are assessed, as the 
hypothesized model can help determine the most appropriate analytic method. There appear to be 
benefits to working through equations for structural causal models across multiple levels rather 
than single-level graphical simplifications in terms of identifying appropriate covariates for 
analytic control. Extensions to this work, including attempts to reduce the variability of the PV-
SEM analyses and comparison to a full SEM approach, provide avenues for further exploration 
in translating such methods for applied epidemiologic work. 	
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Chapter 3: Collective Efficacy, Alcohol Outlet Density, and Young 
Adults’ Alcohol Use in Rural South Africa 

ABSTRACT 

 Alcohol use contributes to morbidity and mortality in developing countries by increasing 
the risk of trauma and disease, including alcohol dependence. Limited research addresses 
determinants of alcohol use beyond the individual level in sub-Saharan Africa. We test the 
association of community collective efficacy and alcohol outlet density with young men’s 
drinking in a cross-sectional, locally representative survey conducted in rural northeast South 
Africa. Informal social control and cohesion show protective associations with men’s heavy 
drinking, while alcohol outlet density is associated with more potential problem drinking. These 
findings provide initial support for intervening at the community level to promote alcohol 
reduction.   
 
INTRODUCTION 
Alcohol use in South Africa 

The harmful use of alcohol is a growing global public health priority. Alcohol 
consumption contributes to over 200 health conditions, including injury and both communicable 
and non-communicable diseases (7). Although the causal pathways are not fully elucidated, 
alcohol-related harms can be occasioned by the volume of alcohol consumed as well as through 
the particular pattern of drinking (91). The broad effects of alcohol on risk of injury as well as 
communicable and non-communicable diseases are of particular salience in developing countries 
where other component causes of such outcomes are prevalent. Although levels of drinking tend 
to be lower in developing countries, the associated harms of alcohol use are disproportionately 
high (92).  

In South Africa, heavy alcohol consumption poses a serious risk to public health (93). 
Although over 40% of men in South Africa report abstinence from alcohol, consumption is high 
among drinkers; those who drink consume an average of over 30 liters of pure alcohol (ethanol) 
per year (7), which is equivalent to nearly 3.5 U.S. pints of 5% alcohol-by-volume beer every 
day. This concentrated use results in considerable morbidity and mortality, particularly among 
men. As of 2012, an estimated 39,000 deaths were attributable to alcohol in South Africa (6.4% 
of all deaths), the vast majority of them among men (10). The contribution of alcohol use to 
alcohol use disorder (AUD), road traffic accidents, and liver cirrhosis alone accounted for 
approximately 5% of disability-adjusted life years (DALYs) among South African males in 2012 
(11). This represents only three of the health outcomes for which alcohol is a component cause 
and does not address morbidity and mortality from HIV, although increasing evidence of a role 
for alcohol in HIV transmission and progression to AIDS suggests that heavy alcohol 
consumption may be worsening South Africa’s ongoing epidemic of HIV and AIDS (7,94–97). 
Preventing alcohol-related harms and dependence is therefore a critical means of improving 
population health in South Africa.  
 
Determinants of alcohol use 
 Alcohol use is a product of factors ranging from national historical context to individual 
genetic predisposition. Globally, level of alcohol consumption is associated with greater 
economic development between countries and higher socioeconomic status within countries (7). 
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National and local policies on alcohol cost and availability as well as sanctions for alcohol-
related offenses can shape individual consumption (98). Individual-level characteristics 
consistently associated with alcohol use include age and gender; in South Africa as well as 
globally, alcohol consumption tends to increase with age and is much more common in men than 
women (99). Between national policy interventions and individual characteristics lie a number of 
potentially modifiable community factors, such as social norms around alcohol consumption, 
that may shape individual drinking. Although there is a long history of community-based 
prevention strategies in developed countries (100), the relevance of this research to sub-Saharan 
Africa is only beginning to be assessed. Researchers recognize the need for prevention 
interventions that act on social and structural risk factors at the community level, particularly 
related to HIV (101–103). A more complete understanding of community causes of alcohol use 
in sub-Saharan Africa would facilitate effective population-level prevention of harmful alcohol 
use. We briefly review existing evidence, globally and in sub-Saharan Africa, of two potential 
community-level determinants of alcohol use: community collective efficacy and alcohol 
availability.  

 
Collective efficacy and drinking 

Motivated by theoretical work such as social disorganization theory, researchers have 
investigated links between community social context and drinking behavior (104). Social 
disorganization theory posits that neighborhood structural conditions such as poverty and 
residential instability shape health outcomes through social factors like collective efficacy (105). 
Two elements comprise collective efficacy: working trust among community members (social 
cohesion) and, based on that trust, a mutual expectation to take action for shared interests 
(informal social control) (28,106). Although social factors have been linked to adolescent 
drinking, limited research addresses collective efficacy and adult alcohol use (104). One study 
identified a protective association between informal social control and binge drinking among 
adults in Los Angeles, but found no association with cohesion (38). There is little research on 
this topic outside of the United States (104).  

In South Africa, initial examinations of social disorganization theory have produced 
mixed results. A small number of studies on the context of adolescent alcohol use support the 
relevance of community factors such as neighborhood dereliction in drinking behavior 
(107,108), with one study documenting a potential protective association between community 
affirmation and adolescent consumption of home-brewed alcohol (109). Direct study of 
collective efficacy to date is scarce: a study in KwaZulu Natal employed a two-item measure of 
social cohesion that was correlated with lower social disorder (e.g., crime) and was associated 
with lower rates of adolescent sexual initiation, particularly for males (39). However, social 
cohesion was weakly positively correlated with neighborhood disadvantage in this study, 
contrary to theoretical predictions. Cain et al. measured perceived collective efficacy among men 
and women in Cape Town as an individual’s belief in their community’s capacity to prevent HIV 
and found this to be associated with reduced frequency and quantity of alcohol use (40). It 
remains to be determined if community collective efficacy shapes alcohol use in South Africa.   
 
Alcohol availability and drinking 

Structural conditions such as alcohol availability comprise a second major focus of 
investigation into community-level determinants of alcohol use. Alcohol outlet density increases 
physical access to alcohol, which may lower alcohol prices and shape social behavior around 
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drinking (110). Ecologic studies from developed countries have shown overall alcohol 
consumption and alcohol-related harms to be higher in areas with greater outlet density (25). 
Findings have been mixed when assessing individual alcohol consumption, with studies in New 
Zealand and the United States finding no association between density of off-premise alcohol 
outlets (i.e. liquor stores) and average individual consumption (26,27). A systematic review on 
availability of alcohol found the overall body of evidence to be inconclusive (111). Nonetheless, 
the U.S. Guide to Community Preventive Services deems regulation of alcohol outlets a useful 
public health tool (112).  

It is not yet known whether alcohol outlet density affects alcohol use in South Africa, 
where a majority of alcohol is sold at informal taverns, or shebeens, as opposed to licensed on-
premise (bar and restaurant) and off-premise alcohol outlets (113). A study from the Western 
Cape province found that socioeconomic deprivation is associated with a higher concentration of 
unlicensed outlets and fewer licensed outlets (114), suggesting that, as in existing studies of 
outlet density, surrounding poverty may act as a confounder (26,27,115). Few studies address 
both social and physical environmental predictors of alcohol use within communities, and none 
to our knowledge has addressed these questions in South Africa.  

 
Study aims 

We examine the relationship of community social and physical environmental factors 
with heavy alcohol consumption and potential problem drinking in a population-based sample of 
young men in rural South Africa. Heavy drinking is most consistently linked with alcohol-related 
morbidity and mortality, while the pattern and circumstances of drinking that comprise potential 
problem drinking are indicative of greater risk for future AUD. Figure 3.1 shows the proposed 
causal model underlying this study. As posited by social disorganization theory, village structural 
determinants of poverty and instability can undermine collective efficacy, while lower collective 
efficacy may increase individual alcohol use. Similarly, village poverty may affect the location 
of alcohol outlets; outlet density in each village plausibly increases individual drinking. The 
probability that an individual lives in a given village and hence is exposed to the local alcohol 
outlet density and collective efficacy is a function of individual characteristics such as age and 
education, which also affect alcohol consumption. Other individual characteristics, such as 
psychosocial factors, are excluded from the model due to the assumption they do not affect 
individual selection into a village and hence are independent of exposure.  

We test whether 1) collective efficacy and 2) alcohol outlet density affect individual 
heavy drinking and potential problem drinking. We hypothesize a protective association between 
collective efficacy and drinking outcomes, particularly potential problem drinking due to its 
inclusion of elements beyond the individual (e.g., expressions of concern about one’s drinking). 
We hypothesize a harmful association between alcohol outlet density and drinking outcomes, 
especially heavy drinking since outlet density facilitates access to alcohol. This research can 
inform structural interventions at the community level, like those being implemented for HIV 
reduction in this region. If social factors such as collective efficacy do impact drinking behavior, 
interventions at the community level provide an optimal platform for addressing alcohol use. If 
alcohol availability plays a critical role in consumption patterns, policy interventions or 
community action should be targeted at limiting or better regulating alcohol outlets. The efforts 
undertaken by the South African government to confront alcohol-related harms at the national 
level (113,116) could be complemented by community-level approaches if modifiable factors 
associated with alcohol use are identified. 
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Figure	
  3.1:	
  Causal	
  framework	
  of	
  contextual	
  factors	
  affecting	
  alcohol	
  use	
  
Causal	
  model	
  of	
  structural	
  conditions,	
  individual	
  characteristics,	
  and	
  village	
  factors	
  shaping	
  alcohol	
  use.	
  Individual	
  
characteristics	
  are	
  shown	
  as	
  antecedents	
  of	
  village	
  factors	
  following	
  the	
  convention	
  that	
  selection	
  factors	
  affecting	
  
individual	
  probability	
  of	
  living	
  in	
  a	
  particular	
  village	
  and	
  being	
  exposed	
  to	
  village	
  characteristics	
  can	
  be	
  depicted	
  
analogously	
  to	
  traditional	
  confounders	
  (90).	
  U=Unmeasured	
  causes.	
  

 
 
MATERIALS AND METHODS  
Study site 
The study is situated in the rural Agincourt sub-district of the Mpumalanga province of South 
Africa, where the Medical Research Council and University of the Witswatersrand Rural Public 
Health and Health Transitions Research Unit (Agincourt) has been running a Health and Socio-
demographic Surveillance System (HDSS) since 1992. At the time of this study, the area had 
approximately 90,000 people in 27 villages (117). Mozambican immigrants comprise a sizable 
minority of the population, many of them from the Shangaan ethnic group predominant among 
native-born residents (87). Unemployment is high, with only 29% of working age adults 
reporting employment in 2007 (118). HIV prevalence peaks at over 45% for 35-39 year old 
adults (119).  
 
Study procedures 
 This study combines data from community and individual sources collected as part of a 
cluster randomized trial of an intervention called “One Man Can,” which aims to reduce HIV 
risk among young men and women through community mobilization strategies (52). In 2010, a 
community asset mapping exercise took place as part of formative research prior to initiation of 
the trial. Key informants convened in each village and identified and mapped current physical 
infrastructure throughout the village, including schools, clinics, sports fields, and alcohol outlets. 
In 2012, a population-representative cross-sectional survey was conducted as the baseline for the 
trial. It consisted of a random sample of approximately 55 young adults (ages 18 – 35) per 
village from 22 of the sub-district villages, limited to one respondent per household. Individuals 
who had spent fewer than six months of the prior year as an area resident were ineligible. Visits 
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were made to 1,826 households of a total of 2,252 sampled for participation (81.1%); sample size 
was reached in some villages before the sample was exhausted. Sixty-nine percent (n=1,256) of 
households contacted included an eligible resident; 1181 of those eligible consented to enroll 
into the study (94.0%), 600 women and 581 men. Interviews were administered in English or 
Xitsonga (Shangaan) via computer-assisted personal interviews (CAPI) at the respondent’s 
home. Sampling weights are applied to each response to account for probability of household 
selection and respondent selection within household. 
 The study was reviewed and approved by institutional review boards (IRBs) at the 
University of California, San Francisco; the University of North Carolina at Chapel Hill; and the 
University of the Witwatersrand, South Africa. The Mpumalanga Department of Health and 
Social Development Research Committee also approved the study. The analysis of de-identified 
data reported here was designated non-human subjects research by the IRB at the University of 
California, Berkeley. 
 
Measures 

Informal social control and cohesion were measured on the baseline survey using items 
based on Sampson’s collective efficacy scales (28); items were added or adapted for local 
relevance, pilot tested, and revised to their final form (Table 3.1). Responses were coded from 
zero to two, with higher values representing increased likelihood on informal social control items 
and increased agreement with social cohesion items. Individual scores were calculated on each 
measure as the sum of standardized item responses; scores for respondents within each village 
were averaged to create continuous village-level metrics. We conducted sensitivity analyses 
using two alternative definitions of social exposures. First, to reduce the possibility of reverse 
causation due to drinkers perceiving village characteristics differently from others, village scores 
were recalculated excluding heavy drinkers and separately excluding potential problem drinkers. 
Second, to incorporate potential nonlinear response patterns, individual estimators for all 
respondents were created using the expected a posteriori (EAP) estimate from a generalized 
partial credit item response model for each measure with sampling weights included (77). This 
model extends the two-parameter logistic model to polytomous data; it allows both the step size - 
the probability of choosing a more highly coded response option (such as ‘Agree’ rather than 
‘Somewhat agree’) – and discrimination - to vary within and across items. The flexibility of this 
model would accommodate nonlinear response patterns more easily than a simple mean score 
does; we chose the two-parameter model for sensitivity analysis because of this contrast with the 
mean score, despite the greater interpretability of a more restricted one-parameter model.  

Two types of alcohol outlets were identified during the community mapping: taverns 
(both licensed and shebeens) and bottle stores. However, because bottle stores often function as 
informal gathering places for alcohol consumption in these villages, we calculate outlet density 
as the total of both types of outlets divided by village area in square kilometers (km2).  
 Alcohol use was measured using the World Health Organization’s Alcohol Use Disorders 
Identification Test (AUDIT), a well validated, 10-item screening tool for harmful and hazardous 
alcohol use that includes domains of alcohol consumption, symptoms of dependence, and related 
harms (120,121). Each question is scored from zero to four points. In accordance with past 
studies using the AUDIT in South Africa and elsewhere, we defined heavy drinking as a score of 
four or more on the subset of questions related to consumption alone (the AUDIT-C) and 
potential problem drinking as a score of eight or above on the full AUDIT (122–126). Other 
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alcohol variables included location respondents typically drank, such as at a tavern, restaurant, or 
home.  
 Additional covariates included age, education, marital status, being born outside of South 
Africa, and two metrics of individual poverty: earning no income in the past three months and 
experiencing food insecurity in the past 30 days. Individual risk behavior relevant to HIV was 
measured by querying respondents on up to three recent sexual relationships; concurrent sexual 
relationships were defined as at least one month of overlapping relationships in the past year. 
HDSS census data were used to determine percent of village residents who were temporary 
migrants, defined as having spent under six months in the area over the previous year; percent 
employed, and percent of households with a female head. The percent of residents who were 
temporary migrants was used as a proxy for residential instability in this population; percent 
employed and percent of female-headed household were used to capture village poverty level. 
Female-headed households are more likely to be poor (87). 
Table	
  3.1:	
  Items	
  used	
  to	
  measure	
  collective	
  efficacy	
  
Informal	
  social	
  control:	
  Would	
  you	
  say	
  it	
  is	
  very	
  likely,	
  somewhat	
  likely,	
  or	
  unlikely	
  that	
  your	
  neighbors	
  could	
  be	
  
counted	
  on	
  to	
  intervene	
  in	
  various	
  ways	
  if:	
  

Children	
  were	
  skipping	
  school	
  and	
  hanging	
  out	
  on	
  a	
  street	
  corner?	
  	
  
Children	
  were	
  breaking	
  windows	
  on	
  a	
  local	
  building/destroying	
  public	
  property?	
  
Children	
  were	
  showing	
  disrespect	
  to	
  an	
  adult?	
  	
  
A	
  fight	
  broke	
  out	
  at	
  the	
  pension	
  point?	
  
The	
  local	
  school	
  closed	
  down	
  the	
  feeding	
  scheme?	
  
A	
  family	
  didn’t	
  have	
  enough	
  food?	
  
The	
  neighborhood	
  water	
  tank	
  was	
  broken?	
  
An	
  elderly	
  person	
  was	
  robbed?	
  	
  

Social	
  cohesion:	
  For	
  each	
  of	
  the	
  following	
  statements,	
  please	
  tell	
  us	
  if	
  you	
  agree	
  a	
  lot,	
  somewhat	
  agree,	
  or	
  do	
  not	
  
agree	
  at	
  all	
  with	
  the	
  statement:	
  

People	
  in	
  this	
  village	
  are	
  willing	
  to	
  help	
  their	
  neighbors.	
  	
  
This	
  is	
  a	
  close-­‐knit	
  village.	
  
People	
  in	
  this	
  village	
  can	
  be	
  trusted.	
  
People	
  in	
  this	
  village	
  generally	
  get	
  along	
  well	
  with	
  each	
  other.	
  
People	
  in	
  this	
  village	
  share	
  the	
  same	
  values.	
  
People	
  in	
  this	
  village	
  look	
  out	
  for	
  each	
  other.	
  

 
Analysis 
 We assessed correlation of the collective efficacy sub-scales to determine whether they 
reflected a single underlying construct and correlation of collective efficacy with outlet density 
to determine whether the physical environment and social context were interrelated. For the IRM 
approach, three models were tested: a unidimensional model treating all items as indicators of a 
single collective efficacy construct, a two-dimensional model assuming informal social control 
and cohesion are dimensions within a single construct, and a consecutive model treating each 
sub-scale as its own construct. Model fit was compared using the likelihood ratio test for 
difference in deviance within nested models and by calculating the Akaike Information Criterion 
(AIC), the deviance plus two times the number of parameters. The AIC provides a means of 
penalizing model complexity as well as of comparing non-nested models. The conceptual 
validity of the selected dimensionality was assessed using the correlation matrix of between-
dimension relationships. IRM models were fit using marginal maximum likelihood estimation 
assuming a normal distribution of the latent variable(s) in the sampled population. Monte Carlo 
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integration was used unless otherwise specified; final estimation employed a convergence 
criterion of change in deviance <0.001.  

Descriptive analysis included calculation of summary statistics of village characteristics 
and separate comparisons of characteristics of heavy-drinkers and potential problem drinkers 
respectively to all others using Chi square tests. To compare the relevance of each drinking 
outcome to HIV risk, we assessed relative importance of heavy drinking against current drinking 
and at-risk drinking in predicting concurrent sexual partnerships. Both exposure and outcome are 
measured at the individual level for this analysis; we accounted for clustering by village as a 
result of the sampling strategy to ensure appropriate variance estimates. As a measure of variable 
importance, we used the predicted change in percent of men reporting concurrent partnerships 
associated with each alcohol measure after adjusting for demographic covariates (age, marital 
status, education, recent income, food insecurity, immigrant status), which is a non-causal 
equivalent of the average treatment effect (127). Estimation of the predicted difference in 
concurrency associated with each drinking metric employed targeted maximum likelihood 
estimation (TMLE) to achieve the optimal bias-variance tradeoff for this parameter (128). TMLE 
is a double-robust estimation method that is asymptotically unbiased if either the outcome 
(concurrency) or exposure (alcohol measure) is modeled correctly. We employed machine 
learning to reduce dependence on correct model specification, using a library with a number of 
algorithms to provide a flexible approach to fitting models for both the exposure and the 
outcome. These included generalized linear models (logistic regression, step-wise logistic 
regression, logistic regression with interaction among covariates), generalized additive models, 
adaptive regression splines (earth), and random forest classification and regression. Cross-
validation was used to identify a weighted combination of these algorithms that minimized the 
mean squared error in predicting the outcome being modeled (129).  

We examined the association of each village-level exposure with heavy drinking and 
potential problem drinking as indicated in the causal framework. We adjusted the association 
between each collective efficacy sub-scale and drinking for village-level confounders suggested 
by social disorganization theory (poverty and residential instability); the associations of outlet 
density with alcohol outcomes controlled for village poverty. All analyses included individual 
characteristics likely to affect drinking and selection into a village: age, education, marital status, 
nationality, and poverty. We modeled age as years greater than 18 and as a quadratic term to best 
capture the nonlinear relationship between age and each drinking outcome. Analyses employed 
logistic regression with sampling weights and robust clustered standard errors as well as 
parametric g computation for marginal modeling. We did not use machine learning in this 
portion of the analysis because confidence intervals (CIs) generated using bootstrap resampling 
following g computation with machine learning rely on assumptions of normality for appropriate 
coverage. While TMLE does provide theory-based CIs using the influence curve of the estimator 
in question, there is not yet software to implement this analysis when the exposure of interest is 
continuous. 

Marginal modeling enables estimation of an additive association that is interpretable in 
terms of population health (130). We estimated the expected difference in prevalence of each 
drinking outcome for one standard deviation (SD) difference in each collective efficacy sub-scale 
by setting the exposure measures for all villages to one-half SD above and below the grand mean 
and using the regression model to predict outcomes under each setting to capture this contrast. 
We used the same procedure for outlet density, manipulating density to capture a difference of 
one outlet per square kilometer. Bias-corrected CIs were generated from a clustered bootstrap 
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with 10,000 resamples (131). Regression and marginal modeling analyses were also run for 
sensitivity analyses incorporating alternative metrics for collective efficacy exposures.  

We conducted one post-hoc analysis: we tested effect measure modification by 
computing the relative excess risk due to interaction (RERI) (132). The RERI translates 
statistical interaction to the additive scale; a significant RERI may be indicative of causal 
interaction (133). We consider p<0.20 statistically significant interaction. Analyses were 
conducted using the Test Analysis Module (TAM) package (85) in R 3.1.2 (R Foundation for 
Statistical Computing) for generating collective efficacy estimates using item response modeling, 
the TMLE and SuperLearner packages (134,135) in R 3.1.0 for variable importance analysis, and 
Stata 11.0 (StataCorp, College Station, TX, USA) for all other results. 
 
RESULTS 

Village characteristics 
Village size ranged from 0.72 km2 to 6.48 km2, with populations between 800 and 9,000 

at the time of the study. Taverns were more common than bottle stores, with up to six taverns or 
shebeens per village compared to no more than two bottle stores. Villages contained an average 
of 1.37 alcohol outlets (range 0 to 3.24) per km2. Census data affirmed the high level of poverty 
in this region, with an average of 41.6% (SD 3.2%) of households headed by a female and only 
19.7% of adults employed (SD 1.77%). An average of 17.7% of residents were temporary 
migrants (SD 2.6%). 

For the household survey, contact was made with 1812 households of a total of 2159 
sampled for participation and visited by the team (83.9%). Seventy-two percent (n=1313) of 
households included an eligible resident; 1181 of those eligible consented to enroll into the study 
(89.9%). All respondents provided complete responses to the collective efficacy sub-scales. 
Cronbach’s alpha was 0.88 for informal social control and 0.81 for social cohesion. The 22 
villages ranged from -0.28 to 0.36 on the standardized informal social control scale and from -
0.39 to 0.38 on the standardized cohesion scale. Though the two sub-scales are theorized as 
dimensions of collective efficacy, they were not strongly related in this context: correlation was 
0.34 at the village level. In the IRM analysis, the two-dimensional model fit significantly better 
than the unidimensional model (likelihood ratio test statistic 2239.3.8 with one degree of 
freedom, p<0.001) but showed no better fit based on AIC than separate models. Each sub-scale 
was thus considered an independent village characteristic and analyzed individually. EAP 
reliability was 0.86 for informal social control and 0.78 for social cohesion in separate models 
(63). Alcohol outlet density was not correlated with either collective efficacy subscale.  

 
Individual characteristics 

Nineteen of 600 women were classified as heavy drinkers (3.2%) and six as potential 
problem drinkers (1%); due to the rarity of these drinking outcomes among women, all 
multivariate analyses are limited to men. Of the 581 men in the baseline sample, 343 (59.0%) 
reported any lifetime alcohol use (Table 3.2). Two hundred and one men (34.6%) were heavy 
drinkers and 140 (24.1%) were potential problem drinkers. The youngest men were least likely to 
be heavy drinkers; heavy drinking increased with higher educational attainment and with recent 
income, but was not significantly related to marital status. Just over half (110 of 201, 54.7%) of 
heavy drinking men were potential problem drinkers. As shown in Table 3.2B, similar traits 
distinguished potential problem drinkers: men under 20 were less likely to be problem drinkers, 
as were those who had never been married and those earning no income in the past three months. 
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Both heavy drinkers and potential problem drinkers were more likely to report concurrent sexual 
partnerships than men without these alcohol outcomes, with similar estimates of variable 
importance (or standardized difference in probability of concurrency) for heavy and problem 
drinkers. As shown in Table 3.3, the standardized probability of concurrency was 24.2% higher 
(95% confidence interval [CI] 13.3, 35.1) among individuals who were heavy drinkers and 
21.4% higher (95% CI 12.5, 30.3) among individuals who were potential problem drinkers 
compared to individuals who were neither heavy nor problem drinkers, after adjusting for 
individual confounders.  
Table	
  3.2:	
  Characteristics	
  of	
  young	
  men	
  by	
  current	
  drinking	
  status	
  (N=581)	
  
A.	
  Heavy	
  drinkers	
  compared	
  to	
  non-­‐drinkers	
  and	
  light	
  drinkers	
  
	
   Non-­‐drinker	
  or	
  light	
  

drinker	
  (n=380)	
  
N	
  (col	
  %)	
  

Heavy	
  drinker	
  
(n=201)	
  
N	
  (col	
  %)	
  

Chi	
  square	
  test	
  p	
  
value	
  

Age	
   	
   	
   	
  
18-­‐20	
   193	
  (50.8)	
   69	
  (34.3)	
   	
  
21-­‐25	
   109	
  (28.7)	
   74	
  (36.8)	
   	
  
26-­‐30	
   45	
  (11.8)	
   39	
  (19.4)	
   	
  
31-­‐35	
   33	
  (8.7)	
   19	
  (9.5)	
   0.001	
  

Education	
   	
   	
   	
  
Primary	
  or	
  less	
   45	
  (11.8)	
   18	
  (9.0)	
   	
  

Some	
  secondary	
   239	
  (62.9)	
   108	
  (53.7)	
   	
  
Completed	
  secondary	
  or	
  above	
   96	
  (25.3)	
   75	
  (37.3)	
   0.009	
  

Marital	
  status	
   	
   	
   	
  
Never	
  married	
   324	
  (85.3)	
   163	
  (81.1)	
   	
  

Married	
  (legal	
  or	
  traditional)	
   41	
  (10.8)	
   23	
  (11.4)	
   	
  
Separated,	
  divorced	
  or	
  widowed	
   15	
  (4.0)	
   15	
  (7.5)	
   0.176	
  
Born	
  outside	
  South	
  Africa	
   43	
  (11.3)	
   18	
  (9.0)	
   0.377	
  
Earned	
  no	
  income	
  within	
  3	
  
months	
  

278	
  (73.2)	
   128	
  (63.7)	
   0.018	
  

Experienced	
  food	
  insecurity	
  
within	
  30	
  days	
  

11	
  (2.9)	
   8	
  (4.0)	
   0.484	
  

Concurrent	
  sex	
  partners	
  in	
  past	
  
year	
  

108	
  (28.4)	
   108	
  (53.7)	
   <0.001	
  

Ever	
  used	
  drugs	
   22	
  (5.8)	
   34	
  (16.9)	
   <0.001	
  
Potential	
  problem	
  drinker	
   30	
  (7.9)	
   110	
  (54.7)	
   <0.001	
  
	
   	
   	
   	
  
B.	
  Potential	
  problem	
  drinkers	
  compared	
  to	
  non-­‐drinkers	
  and	
  non-­‐problem	
  drinkers	
  
	
   Non-­‐drinker	
  or	
  non-­‐

problem	
  drinker	
  
(n=441)	
  
N	
  (col	
  %)	
  

Potential	
  problem	
  
drinker	
  (n=140)	
  
N	
  (col	
  %)	
  

Chi	
  square	
  test	
  p	
  
value	
  

Age	
   	
   	
   	
  
18-­‐20	
   218	
  (49.4)	
   44	
  (31.4)	
   	
  
21-­‐25	
   132	
  (29.9)	
   51	
  (36.4)	
   	
  
26-­‐30	
   54	
  (12.2)	
   30	
  (21.4)	
   	
  
31-­‐35	
   37	
  (8.4)	
   15	
  (10.7)	
   0.001	
  

Education	
   	
   	
   	
  
Primary	
  or	
  less	
   45	
  (10.2)	
   18	
  (12.9)	
   	
  

Some	
  secondary	
   276	
  (62.6)	
   71	
  (50.7)	
   	
  
Completed	
  secondary	
  or	
  above	
   120	
  (27.2)	
   51	
  (36.4)	
   0.044	
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Marital	
  status	
   	
   	
   	
  
Never	
  married	
   378	
  (85.7)	
   109	
  (77.9)	
   	
  

Married	
  (legal	
  or	
  traditional)	
   47	
  (10.7)	
   17	
  (12.1)	
   	
  
Separated,	
  divorced	
  or	
  widowed	
   16	
  (3.6)	
   14	
  (10.0)	
   0.009	
  
Born	
  outside	
  South	
  Africa	
   51	
  (11.6)	
   10	
  (7.1)	
   0.137	
  
Earned	
  no	
  income	
  within	
  3	
  
months	
  

326	
  (73.9)	
   80	
  (57.1)	
   <0.001	
  

Experienced	
  food	
  insecurity	
  
within	
  30	
  days	
  

13	
  (3.0)	
   6	
  (4.3)	
   0.438	
  

Concurrent	
  sex	
  partners	
  in	
  past	
  
year	
  

139	
  (31.5)	
   77	
  (55.0)	
   <0.001	
  

Ever	
  used	
  drugs	
   29	
  (6.6)	
   27	
  (19.3)	
   <0.001	
  
 
Table	
  3.3:	
  Standardized	
  probability	
  of	
  concurrent	
  sex	
  partners	
  among	
  men	
  by	
  drinking	
  outcome	
  
(N=581)	
  

Drinking	
  outcome	
   Probability	
  of	
  concurrency	
  a	
  (95%	
  CI)	
  
Current	
  drinker	
   19.9%	
  (10.4,	
  29.4)	
  
Heavy	
  drinker	
   24.2%	
  (13.3,	
  35.1)	
  
Potential	
  problem	
  drinking	
   21.4%	
  (12.5,	
  30.3)	
  
a	
  Variable	
  importance	
  quantified	
  as	
  average	
  treatment	
  effect	
  controlled	
  for	
  age,	
  education,	
  marital	
  status,	
  
birthplace,	
  recent	
  income,	
  food	
  insecurity	
  
 
Collective efficacy 
 As shown in Table 3.4, village informal social control was significantly associated with 
lower odds of heavy drinking after adjusting for both village-level confounders and individual 
covariates (β=-1.18, 95% confidence interval [CI] -2.26, -0.09). Village social cohesion similarly 
showed a significant association with heavy drinking: β=-1.07 (95% CI -1.82, -0.31). However, 
neither informal social control nor cohesion was associated with potential problem drinking.  
Table	
  3.4:	
  Multivariate	
  logistic	
  models	
  of	
  the	
  relationship	
  between	
  collective	
  efficacy	
  measures	
  and	
  
alcohol	
  use	
  among	
  men	
  (N=581) 
A.	
  Heavy	
  drinking	
  
	
   Coeff.	
  (95%	
  CI)	
   Coeff.	
  (95%	
  CI)	
  
Informal	
  social	
  control	
  	
   -­‐1.18	
  (-­‐2.26,	
  -­‐0.09)	
   -­‐-­‐-­‐-­‐-­‐	
  
Cohesion	
  	
   -­‐-­‐-­‐-­‐-­‐	
   -­‐1.07	
  (-­‐1.82,	
  -­‐0.31)	
  
Age	
  (years	
  over	
  18)	
   0.18	
  (0.01,	
  0.36)	
   0.18	
  (0.00,	
  0.36)	
  
Age	
  squared	
   -­‐0.01	
  (-­‐0.02,	
  0.00)	
   -­‐0.01	
  (-­‐0.02,	
  0.00)	
  
Education	
   	
   	
  

Primary	
  or	
  less	
   REF	
   REF	
  
Some	
  secondary	
   -­‐0.26	
  (-­‐1.10,	
  0.59)	
   -­‐0.25	
  (-­‐1.07,	
  0.58)	
  

Completed	
  secondary	
  or	
  above	
   0.26	
  (-­‐0.58,	
  1.10)	
   0.30	
  (-­‐0.52,	
  1.12)	
  
Marital	
  status	
   	
   	
  

Never	
  married	
   REF	
   REF	
  
Married	
  (legal	
  or	
  traditional)	
   0.24	
  (-­‐0.55,	
  1.02)	
   0.19,	
  (-­‐0.61,	
  0.99)	
  

Separated,	
  divorced,	
  widowed	
   -­‐0.06	
  (-­‐1.05,	
  0.93)	
   0.00	
  (-­‐1.00,	
  1.00)	
  
Born	
  outside	
  South	
  Africa	
   -­‐0.01	
  (-­‐0.84,	
  0.82)	
   0.09	
  (-­‐0.70,	
  0.89)	
  
Earned	
  no	
  income	
  within	
  3	
  months	
   -­‐0.36	
  (-­‐0.77,	
  0.05)	
   -­‐0.32	
  (-­‐0.73,	
  0.08)	
  
Experienced	
  food	
  insecurity	
  within	
  30	
  days	
   0.64	
  (-­‐0.69,	
  1.98)	
   0.56	
  (-­‐0.80,	
  1.92)	
  
Village	
  %	
  female-­‐headed	
  households	
   0.03	
  (-­‐0.06,	
  0.11)	
   -­‐0.02	
  (-­‐0.08,	
  0.05)	
  
Village	
  %	
  employed	
   -­‐0.05	
  (-­‐0.25,	
  0.16)	
   -­‐0.09	
  (-­‐0.26,	
  0.08)	
  
Village	
  %	
  migrant	
   0.12	
  (-­‐0.04,	
  0.27)	
   0.17	
  (0.07,	
  0.27)	
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Intercept	
   -­‐3.25	
  (-­‐6.59,	
  0.09)	
   -­‐1.48	
  (-­‐3.85,	
  0.90)	
  
	
   	
   	
  
B.	
  Potential	
  problem	
  drinking	
  
	
   Coeff.	
  (95%	
  CI)	
   Coeff.	
  (95%	
  CI)	
  
Informal	
  social	
  control	
  	
   0.43	
  (-­‐1.42,	
  2.28)	
   -­‐-­‐-­‐-­‐-­‐	
  
Cohesion	
  	
   -­‐-­‐-­‐-­‐-­‐	
   0.46	
  (-­‐1.00,	
  1.92)	
  
Age	
  (years	
  over	
  18)	
   0.16	
  (0.01,	
  0.31)	
   0.16	
  (0.01,	
  0.31)	
  
Age	
  squared	
   -­‐0.01	
  (-­‐0.02,	
  0.00)	
   -­‐0.01	
  (-­‐0.02,	
  0.00)	
  
Education	
   	
   	
  
Primary	
  or	
  less	
   REF	
   REF	
  
Some	
  secondary	
   -­‐1.02	
  (-­‐2.24,	
  0.20)	
   -­‐1.02	
  (-­‐2.26,	
  0.21)	
  
Completed	
  secondary	
  or	
  above	
   -­‐0.42	
  (-­‐1.49,	
  0.65)	
   -­‐0.44	
  (-­‐1.50,	
  0.62)	
  
Marital	
  status	
   	
   	
  
Never	
  married	
   REF	
   REF	
  
Married	
  (legal	
  or	
  traditional)	
   -­‐0.24	
  (-­‐1.26,	
  0.78)	
   -­‐0.22	
  (-­‐1.29,	
  0.85)	
  
Separated,	
  divorced,	
  widowed	
   0.67	
  (-­‐1.05,	
  2.40)	
   0.65	
  (-­‐1.10,	
  2.41)	
  
Born	
  outside	
  South	
  Africa	
   -­‐0.54	
  (-­‐1.75,	
  0.68)	
   -­‐0.58	
  (-­‐1.78,	
  0.62)	
  
Earned	
  no	
  income	
  within	
  3	
  months	
   -­‐0.19	
  (-­‐0.76,	
  0.37)	
   -­‐0.20	
  (-­‐0.75,	
  0.35)	
  
Experienced	
  food	
  insecurity	
  within	
  30	
  days	
   0.16	
  (-­‐0.93,	
  1.24)	
   0.18	
  (-­‐0.92,	
  1.28)	
  
Village	
  %	
  female-­‐headed	
  households	
   0.06	
  (-­‐0.06,	
  0.18)	
   0.08	
  (-­‐0.02,	
  0.18)	
  
Village	
  %	
  employed	
   -­‐0.02	
  (-­‐0.29,	
  0.25)	
   0.00	
  (-­‐0.21,	
  0.21)	
  
Village	
  %	
  migrant	
   0.01	
  (-­‐0.21,	
  0.23)	
   -­‐0.01	
  (-­‐0.16,	
  0.14)	
  
Intercept	
   -­‐3.22	
  (-­‐7.72,	
  1.29)	
   -­‐3.87	
  (-­‐7.32,	
  -­‐0.41)	
  

 
Table 3.5 displays the marginal modeling results for collective efficacy. A one SD higher 

level of community informal social control was associated with a -4.3% difference in prevalence 
of heavy drinking (95% CI -10.0, 0.7). One SD higher level of cohesion was associated with a 
difference in prevalence of -4.2% (-9.6, -0.4) in heavy drinking among men across all villages. 
Sensitivity analyses comparing different measurement strategies for the village-level variables 
supported these findings. The magnitude of the association of heavy drinking with informal 
social control remained robust and near significance after removing heavy drinkers from 
exposure assessment and employing an item response model (results not shown). The magnitude 
and significance of the association with cohesion were also unchanged.  

Marginal modeling results suggest non-significant differences of 1.3% (95% CI -6.5, 8.1) 
and 1.5% (-4.2, 8.3) in prevalence of potential problem drinking associated with one SD higher 
levels of informal social control and cohesion respectively. These associations remained 
negligible and non-significant in both sensitivity analyses (not shown). 
Table	
  3.5:	
  Predicted	
  population	
  prevalence	
  of	
  alcohol	
  use	
  by	
  level	
  of	
  collective	
  efficacy	
  
	
   Heavy	
  drinking	
  	
   Potential	
  problem	
  drinking	
  

Exposure:	
   Informal	
  social	
  
control	
  

Cohesion	
   Informal	
  social	
  
control	
  

Cohesion	
  

High	
  (0.5	
  SD	
  above	
  mean)	
   30.2%	
   29.8%	
   23.8%	
   24.1%	
  
Mean	
  	
   32.3%	
   31.9%	
   23.1%	
   23.3%	
  

Low	
  (0.5	
  SD	
  below	
  mean)	
   34.5%	
   34.0%	
   22.5%	
   22.6%	
  
Difference	
  (95%	
  CI)	
   -­‐4.3%	
  (-­‐10.0,	
  0.7)	
   -­‐4.2%	
  (-­‐9.6,	
  -­‐0.4)	
   1.3%	
  (-­‐6.5,	
  8.1)	
   1.5%	
  (-­‐4.2,	
  8.3)	
  

 
Alcohol outlet density 
 Results from multivariate regression of drinking outcomes on alcohol outlet density are 
shown in Table 3.6. Alcohol outlet density was not associated with heavy drinking in either 
multivariate regression analyses (Table 3.6) or in marginal modeling (Table 3.7). However, 
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higher outlet density was associated with increased risk of potential problem drinking. In 
multivariable regression analyses, we assessed whether this risk differed between men who 
primarily drank at alcohol establishments and all other men. We found that drinking location 
modified the association between outlet density and probability of problem drinking (RERI for 
interaction of outlet density and primarily drinking at taverns = 10.18, p=0.122). As a result, we 
present regression results stratified by drinking location in the right-hand panel of Table 3.6. 
Outlet density was positively associated with potential problem drinking only among the 281 
men who drank in taverns (β=0.96, 95% CI 0.40, 1.52). Accounting for this interaction, the 
estimated prevalence of potential problem drinking was 27.6% under high alcohol outlet density 
and 18.4% under low density (Table 3.7). The marginal difference in potential problem drinking 
associated with a difference of one outlet per km2 in all villages is therefore 9.2% (95% CI 2.2%, 
16.7%). 
Table	
  3.6:	
  Multivariate	
  logistic	
  models	
  of	
  the	
  relationship	
  between	
  alcohol	
  outlet	
  density	
  and	
  alcohol	
  
use	
  (N=581)	
  
	
   Heavy	
  drinking	
   Potential	
  problem	
  drinking	
  
	
   	
   Tavern	
  drinkers	
  

(N=281)	
  
Non-­‐tavern	
  drinkers	
  

(N=292)	
  
	
   Coeff.	
  (95%	
  CI)	
   Coeff.	
  (95%	
  CI)	
   Coeff.	
  (95%	
  CI)	
  
Alcohol	
  outlet	
  density	
   -­‐0.13	
  (-­‐0.64,	
  0.39)	
   0.96	
  (0.40,	
  1.52)	
   -­‐0.36	
  (-­‐1.19,	
  0.46)	
  
Age	
  (years	
  over	
  18)	
   0.18	
  (0.02,	
  0.35)	
   0.04	
  (-­‐0.13,	
  0.20)	
   0.25	
  (-­‐0.10,	
  0.59)	
  
Age	
  squared	
   -­‐0.01	
  (-­‐0.02,	
  0.00)	
   0.00	
  (-­‐0.01,	
  0.01)	
   -­‐0.01	
  (-­‐0.03,	
  0.02)	
  
Education	
   	
   	
   	
  

Primary	
  or	
  less	
   REF	
   REF	
   REF	
  
Some	
  secondary	
   -­‐0.03	
  (-­‐0.84,	
  0.78)	
   -­‐1.09	
  (-­‐2.42,	
  0.23)	
   -­‐1.17	
  (-­‐2.96,	
  0.61)	
  

Completed	
  secondary	
  or	
  above	
   0.46	
  (-­‐0.35,	
  1.27)	
   -­‐0.36	
  (-­‐1.32,	
  0.61)	
   -­‐1.01	
  (-­‐2.91,	
  0.88)	
  
Marital	
  status	
   	
   	
   	
  

Never	
  married	
   REF	
   REF	
   REF	
  
Married	
  (legal	
  or	
  traditional)	
   0.10	
  (-­‐0.72,	
  0.92)	
   0.14	
  (-­‐1.45,	
  1.73)	
   -­‐2.51	
  (-­‐5.57,	
  0.55)	
  

Separated,	
  divorced,	
  widowed	
   -­‐0.16	
  (-­‐1.15,	
  0.83)	
   0.86	
  (-­‐0.91,	
  2.63)	
   -­‐1.23	
  (-­‐4.68,	
  2.23)	
  
Born	
  outside	
  South	
  Africa	
   0.07	
  (-­‐0.76,	
  0.90)	
   -­‐0.85	
  (-­‐1.72,	
  0.02)	
   -­‐1.25	
  (-­‐3.87,	
  1.38)	
  
Earned	
  no	
  income	
  within	
  3	
  months	
   -­‐0.23	
  (-­‐0.63,	
  0.17)	
   -­‐0.16	
  (-­‐0.92,	
  0.59)	
   -­‐0.10	
  (-­‐1.71,	
  1.51)	
  
Experienced	
  food	
  insecurity	
  within	
  30	
  days	
   0.64	
  (-­‐0.65,	
  1.93)	
   0.52	
  (-­‐1.25,	
  2.30)	
   a	
  

Village	
  %	
  female-­‐headed	
  households	
   0.03	
  (-­‐0.08,	
  0.14)	
   0.19	
  (0.05,	
  0.34)	
   0.01	
  (-­‐0.13,	
  0.15)	
  
Village	
  %	
  employed	
   0.01	
  (-­‐0.16,	
  0.19)	
   -­‐0.12	
  (-­‐0.31,	
  0.07)	
   0.03	
  (-­‐0.18,	
  0.25)	
  
Intercept	
   -­‐2.53	
  (-­‐6.76,	
  1.69)	
   -­‐6.65	
  (-­‐13.52,	
  0.21)	
   -­‐3.09	
  (-­‐8.49,	
  2.31)	
  
a	
  Variable	
  omitted	
  due	
  to	
  collinearity	
  with	
  outcome	
  

Table	
  3.7:	
  Predicted	
  population	
  prevalence	
  of	
  alcohol	
  use	
  by	
  alcohol	
  outlet	
  density	
  
	
   Heavy	
  drinking	
   Potential	
  problem	
  drinking	
  	
  

High	
  (0.5	
  outlets/km2	
  above	
  mean)	
   30.1%	
   27.6%	
  
Mean	
  	
   31.4%	
   22.8%	
  

Low	
  (0.5	
  outlets/km2	
  below	
  mean)	
   32.7%	
   18.4%	
  
Difference	
  (95%	
  CI)	
   -­‐2.6%	
  (-­‐12.6,	
  10.2)	
   9.2%	
  (2.2,	
  16.7)	
  

 
DISCUSSION 
 This population-based study provides evidence that community social and physical 
environmental factors shape alcohol consumption and potential problem drinking respectively in 
South Africa. As expected based on existing research on alcohol use and HIV, both heavy 
drinking and potential problem drinking were associated with concurrent sexual partnerships, 
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underscoring the importance of alcohol use as an element of the HIV risk environment (136). To 
our knowledge, no prior research has addressed the impact of both social and structural 
community characteristics on alcohol use within an adult population in South Africa. These 
results help to address this gap as well as the broader lack of research on community causes of 
alcohol use in low- and middle-income countries (104,111).  

The association of collective efficacy measures with heavy drinking but not with 
potential problem drinking suggests that social disorganization theory may be relevant in 
explaining alcohol consumption in this context, albeit less relevant to alcohol dependence and 
harms. The association of each measure of collective efficacy with heavy drinking is unusual in 
research to date. Two studies in the United States and the Netherlands found some evidence of a 
protective association between moderate social cohesion and heavy drinking (81,137), while a 
study in among adults in Los Angeles identified a protective association of informal social 
control against binge drinking, but no association of social cohesion (38). In contrast, studies of 
collective efficacy among adolescents in the United States (138–140) and of social cohesion 
among adults in New Zealand (141) have found no direct association with alcohol use. It is 
difficult to determine whether differing results reflect an effect that varies by context or 
methodological variation in measurement and analysis across these studies. The lack of 
association between collective efficacy measures and potential problem drinking in our study 
indicates that social factors offer at best a partial explanation of drinking behavior. However, it is 
possible that the influence of the community social environment on young men is stronger in 
these rural villages, where employment opportunities are scarce compared to more urban, 
interconnected areas studied elsewhere. In addition, the community mapping exercise affirmed 
that village residents consider the village their community, ensuring that the units of analysis 
closely approximate individual perception of group identity and norms in the present study. 

Further research on the application of social disorganization theory in this context is 
warranted. As part of the community mobilization intervention, study investigators have noted 
that the social cohesion measure fit their overall framework of mobilization, while informal 
social control was identified as a distinct construct (52). The ongoing community mobilization 
intervention provides an opportunity to test whether cohesion and social control change together 
or separately. Post-intervention assessment will enable testing of any relation of such changes to 
alcohol use. Moreover, some elements of the original social disorganization theoretical 
framework do not function identically in this setting. For example, regional patterns of migration 
and return are complex and have implications beyond residential turnover, such as the provision 
of remittances (87,142). The measure employed in this study may not capture the full range of 
influences of residential instability. As noted in other applications of social disorganization 
theory in South Africa, specific predictions based on theories developed in the United States may 
not hold true even if community factors do play a role in health behaviors (39). Refinement of 
the conceptual framework tested here would strengthen future research in understanding the role 
of community factors. 

Alcohol outlet density was associated with potential problem drinking but not with heavy 
drinking in this study; men who drank primarily in taverns were responsible for the observed 
association. In other words, among men who primarily drink in taverns, those with greater access 
to alcohol outlets report more dangerous drinking behaviors. These findings indicate that while 
individual levels of consumption may not be associated with increased availability of alcohol 
within villages, symptoms of dependence and alcohol-related harms may be. Similar results were 
obtained in a nationally representative study in New Zealand, where outlet density was related to 
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alcohol-related harms without being associated with average consumption (26). One potential 
explanation for the lack of association between village outlet density and consumption is 
regional alcohol availability outside of taverns and liquor stores: one major site of drinking is 
weekly muchongolo (traditional) dance events, which rotate throughout the villages and at which 
residents of many villages congregate. Home-brewed alcohol as well as alcohol provided by 
informal vendors are available at the dances (143), providing a source of consumption 
independent of outlet density in one’s home village.  

The association of outlet density with potential problem drinking suggests that formal and 
informal taverns may shape social behavior around drinking in ways that result in greater 
perceived dependence and harms. A difference of just one outlet per square kilometer was 
associated with a meaningful difference in prevalence of potential problem drinking. This 
evidence bolsters the existing focus on shebeens in South Africa as critical sites of individual 
risk and of potential intervention (144,145). Additional metrics of drinking behavior and direct 
measurement of alcohol-related harms would provide greater insight on these relationships.  
 Several limitations should be considered in interpreting study findings. The measured 
confounders are unlikely to represent all shared antecedents of exposures and individual 
drinking. Results would be biased if outlet density or collective efficacy in one village affected 
drinking behavior in other villages in the study; such contamination is more plausible for outlet 
density than collective efficacy, as an individual could choose to travel to a village with greater 
availability of alcohol. Alcohol outlet density was measured prior to the individual survey; 
reverse causality could thus explain the association with alcohol use only if potential problem 
drinkers had relocated preferentially to villages with greater alcohol availability prior to the 
study. Collective efficacy was measured simultaneously with drinking. The observed association 
could therefore be due to reverse causation, with drinking behavior eroding collective efficacy. 
The sensitivity analysis excluding heavy drinkers from the calculation of the collective efficacy 
measure does account for how their perceptions of the village could impact results, but not for 
any effect heavy drinkers have on neighbors’ perceptions or for their relocation to less cohesive 
villages.  

Measurement error could bias the findings in a number of ways. Village collective 
efficacy is based on perceptions only of those aged 18 – 35. This age group was selected because 
the parent intervention study focuses on changing the social environment shaping sexual health 
for young women and their partners; however, it may result in incomplete measurement of 
village characteristics. The AUDIT is a screening tool and hence imperfectly sensitive and 
specific for heavy drinking (123). Self-report of alcohol use may be affected by social 
desirability bias and by uncertainty around standard drink size when consumption occurs in less 
formal settings. Site-specific research into drink size and patterns of consumption would 
strengthen future research (146). However, there is little reason to believe that responses to the 
AUDIT differ systematically by village factors, decreasing the chance of misclassification 
biasing the estimates unpredictably. Finally, the aggregation and regression-based approach 
employed here for the analysis of collective efficacy can lead to conservative estimates of the 
effect of latent social factors due to measurement error (74). Latent variable methods such as 
multilevel SEM offer promise in reducing this attenuation, at the cost of greater variability.  
 This study builds on several design and analysis strengths to provide new insight into the 
community context of drinking behavior. The results presented draw on a representative sample 
from a population-based sampling frame, rendering the findings more generalizable than data 
from studies using clinic-based populations or convenience samples. Alcohol outlet density was 
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assessed through community mapping in order to capture a full picture of drinking 
establishments, both licensed and unlicensed, in this region. Moreover, measures of collective 
efficacy employed were grounded in the theoretical work undertaken in the United States and 
adapted to this context to provide comprehensive, reliable metrics for use at the community level 
(52). The results proved robust to sensitivity analyses of potential reverse causality and exposure 
misclassification. Marginal modeling enabled calculation of population estimates of the 
difference in drinking corresponding to changes in exposure that could plausibly be effected 
through public health interventions, such as the one currently underway at the site. Estimates of 
potential change can help to guide choice of intervention components. This is particularly salient 
given the association of each drinking outcome with risky sexual behavior: both policy 
interventions and structural interventions seeking to modify social environments may offer 
promise as methods of reducing alcohol-related HIV risk.  

The findings presented here provide the first evidence of associations between 
community social and physical environmental factors and young men’s alcohol use in South 
Africa. They suggest that community social factors such as cohesion and perhaps informal social 
control are related to men’s heavy drinking. Moreover, the results suggest that a modest 
difference in density of drinking establishments is associated with a substantial amount of 
potential problem drinking. Both drinking outcomes were correlated with high-risk sexual 
behavior. Identifying upstream factors that could mitigate direct harm from alcohol use as well 
as potentially affect HIV risk for young men and women opens new opportunities to improve 
population health in South Africa.  
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Chapter 4: Effects of a Randomized Community Mobilization 
Intervention on Alcohol Use in South Africa 

 

ABSTRACT 
Background: HIV prevention efforts in sub-Saharan Africa increasingly include modification of 
structural factors underlying the risk environment, such as inequitable gender norms. Alcohol 
use, particularly heavy use and drinking in the context of sexual activity, is a risk behavior 
related to hypermasculine gender norms that may fuel HIV transmission. We assess the impact 
of a randomized community mobilization intervention targeting gender norms and related 
behaviors on prevalence of alcohol outcomes in Agincourt, South Africa. We examine potential 
nonlinearity in the relation between intervention engagement levels and alcohol outcomes, which 
could be evidence of spillover effects on those who do not engage directly in the intervention.  
Methods: Eleven of 22 villages in the study were randomized to receive a version of the One 
Man Can (OMC) campaign that focuses on mobilizing young men to modify gender norms and 
reduce risky behaviors. Volunteer mobilizers organized OMC activities such as street theater and 
soccer tournaments around specific risk domains, including alcohol use. A population-
representative survey including 575 men aged 18 to 35 was conducted following the two-year 
intervention. Respondents were deemed to have engaged in OMC if they reported knowledge of 
the intervention and participation in at least two intervention activities. The survey measured 
heavy drinking and potential problem drinking with the Alcohol Use Disorder Identification Test 
(AUDIT) and queried alcohol use prior to most recent sex with each sexual partner. We assessed 
the effect of intervention assignment on village prevalence of heavy drinking, potential problem 
drinking, and drinking prior to sex among young men using targeted maximum likelihood 
estimation (TMLE). We tested a dose-response relationship between level of engagement among 
young men per village crossing specified thresholds (15%, 40%) and each outcome to assess 
nonlinearity in this association.  
Results: The OMC intervention was not significantly related to any of the alcohol outcomes. 
High engagement with OMC was associated with higher prevalence of heavy drinking (estimated 
prevalence of 30.3%, 14.4% greater than estimated prevalence under moderate engagement, 95% 
confidence interval [CI] 4.7%, 24.2%) and of potential problem drinking (estimated prevalence 
18.4%, 9.4% more than under moderate engagement, 95% CI 1.6%, 17.2%). These associations 
appeared nonlinear, as the differences between low and moderate engagement were negative and 
non-significant. Alcohol use before sex did not show a clear dose-response relationship with 
intervention engagement; moderate engagement was associated with lower prevalence of this 
outcome relative to both low and high engagement (11.9% versus 20.9% and 15.5% 
respectively). These differences were not statistically significant.  
Conclusions: This study of a cluster-randomized community mobilization trial provided no 
evidence of a protective effect of the modified OMC intervention on men’s alcohol use before 
sex at the community level, although the small study size of 22 villages led to imprecise 
estimates. Surprisingly, high dose of intervention engagement was associated with increased 
prevalence of heavy drinking and potential problem drinking among young men. No nonlinear 
dose effect was found for alcohol use before sex in ecological analyses. Individual-level 
assessment is warranted to substantiate this finding.  
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INTRODUCTION 
South Africa has long been one of the countries most profoundly affected by the HIV 

epidemic, with the highest global burden of disease and an estimated adult prevalence of 17.9% 
(96). Prevention strategies increasingly include efforts to modify the social, economic, political, 
and environmental factors that structure risk and vulnerability (5,6,103,147). Understanding the 
structural elements that modify risk is thus an important element of successful prevention of 
HIV. Among social factors, gender inequality has been identified as a major driver of HIV 
transmission in sub-Saharan Africa, particularly the existence of a hegemonic masculinity that 
emphasizes dominance and aggression (44,148). While far from the only form of masculinity, 
enactment of this cultural ideal can entail violence, pursuit of multiple sexual partners and risky 
behaviors such as substance use, all of which contribute to HIV transmission (42,43,148,149). 
Qualitative and quantitative research from South Africa supports an association between 
individuals holding gender inequitable beliefs and engaging in sexual violence, partner violence, 
multiple concurrent partnerships, and heavy alcohol use (41–43).  

Alcohol use is closely tied to the ideal of masculinity in South Africa in particular. 
Historically, alcohol use has been promoted as a masculine good and has been explicitly linked 
to male labor force participation through the tot system, where agricultural laborers were 
provided alcohol as a salary, and through the provision of taverns to miners as an implicit reward 
for labor (150). Moreover, the severely limited economic opportunities for Black South Africans 
under apartheid and the ongoing high unemployment rates for young men have rendered alcohol 
use as an attainable emblem of masculinity in a setting where other such indicators, like material 
possessions and the ability to support a family, are out of reach for many (42,144,151). Drinking 
patterns in South Africa are in keeping with the hypothesis that a subset of men pursue an ideal 
of masculinity that promotes excessive drinking. Although over 40% of men in South Africa 
report abstinence from alcohol, consumption is high among drinkers. Data from 2008 to 2010 
indicate that men who drink consume an average of over 30 liters of pure alcohol (ethanol) per 
year (7), the equivalent of nearly 3.5 U.S. pints of 5% alcohol-by-volume beer every day and one 
of the highest levels of per-drinker consumption in the world (10).  

Growing evidence indicates heavy alcohol use contributes to the HIV risk environment. 
A recent meta-analysis suggested an elevated HIV prevalence among those reporting using 
alcohol in sexual situations in Sub-Saharan Africa (97). This association could plausibly be due 
to both biological and behavioral mechanisms (94,95). Biologically, alcohol consumption 
disrupts immune function; animal models of HIV suggest that alcohol can increase viral 
replication and hasten the progression of disease (12). Evidence for a behavioral link between 
alcohol and HIV risk includes the association of drinking with multiple sexual partnerships, 
unprotected sex, coerced sex, and poor medication adherence among those on treatment 
(20,94,95,97,152). However, consideration of views of masculinity as a common cause of these 
outcomes is limited in this research. Alcohol use prior to sex, in particular, is associated with 
higher risk sexual encounters, including casual or transactional sex, and with diminished 
effectiveness of safe sex practices (e.g., increased chance of condom failure) (15). The 
recognition of alcohol’s catalytic role in the HIV epidemic, especially in South Africa, has led to 
calls to increase intervention activities addressing the social factors giving rise to the dangerous 
use of alcohol, with gender inequity prominent among them (101).  

Researchers have begun accruing evidence on the effectiveness of interventions designed 
to modify male gender norms to reduce the risks of inequity and hypermasculinity. A range of 
gender-transformative interventions have shown promise in modifying attitudes and behaviors, 
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although assessment of alcohol use as an outcome is uncommon (45,153). One study that did 
consider both gender norms and alcohol as elements of the HIV risk environment compared an 
individual-level intervention on gender norms to one on alcohol use (47). A short term impact on 
perpetration of gender-based violence and on alcohol use before sex was identified for each 
study arm respectively; the authors recommended future efforts to integrate alcohol and gender 
norms in HIV risk reduction counseling to optimize prevention impact. The Stepping Stones 
intervention is a community-based program comprising communication tools, relationship 
strategies, and life skills training with an emphasis on HIV prevention and reproductive well-
being that has been implemented in sub-Saharan Africa and Asia (154). It includes a specific 
session on alcohol to emphasize the links from alcohol to violence and unsafe sex. A program 
evaluation identified reduced self-reported alcohol consumption in Ghana, Tanzania, and 
Uganda; bar owners in Uganda reported fewer alcohol-related harms, including serious 
drunkenness, violence, and casual sex in bars, following the intervention (154). When tested in a 
cluster-randomized trial, Stepping Stones resulted in a decrease in problem drinking among male 
participants one year post-baseline, although the difference was not sustained at two years (48).  

The version of Stepping Stones implemented in the trial focused on the individual-level 
intervention for pragmatic reasons, although evidence from gender-based programming as a 
whole suggests that engaging the broader community may heighten program impact (45). A 
similar intervention program called One Man Can (OMC) was developed in South Africa in 
2006 to transform men’s gender norms in order to increase their involvement in children’s lives 
– both their own and orphaned and vulnerable children in the community – and bolster their roles 
as advocates for gender equity and HIV prevention (44). OMC goals include drawing men’s 
attention to the links between masculine ideals and harmful health behaviors such as heavy 
drinking, although content on alcohol is not a core component of the original intervention (153). 
OMC combines individual workshops with community-based activities in an attempt to effect 
change at multiple levels (46). Evaluations to date indicate that individual participants, 
particularly older men, alter their perceptions around masculine identities and relationships 
through the gender-transformative exercises (44). Participants also identified elements of 
hegemonic masculinity that are at odds with men’s roles as family leaders, such as drinking to 
excess and shirking family responsibilities as a result (44). Whether fostering this existing 
recognition of an alternative masculinity has an effect on alcohol use is not yet known. To date, 
no study has rigorously assessed the impact of a community-based gender-transformative 
intervention on alcohol use. 

We assess the effects of a randomized, community-based mobilization intervention 
employing OMC to modify gender norms in rural South Africa on alcohol use, including 
drinking prior to sex. Prior research using baseline trial data confirm an association between 
individual gender norms and HIV risk behaviors, including concurrent partnership, intimate 
partner violence, and alcohol abuse (42). The intervention was designed to modify the gender 
norms of individual men as well as equity between men and women in each village as a whole. 
Past research suggests a threshold of 15% of a target group engaging with an intervention as a 
critical mass for diffusion of behavior change messages (155). This intervention was intended to 
engage 40% of young men so that broader changes in norms would be effected, shaping health 
behaviors even among non-participants. We therefore test the total effect of the intervention on 
men’s alcohol use at the village-level as well as the response of men’s alcohol use to increasing 
levels of intervention engagement within the village; a nonlinear effect signals the potential for 
spillover effects on those who do not engage directly in the intervention.  
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MATERIALS AND METHODS 

Study site 
 This intervention study took place in 22 villages in the Agincourt region of Mpumalanga 
province, approximately 300 miles northeast of Johannesburg, South Africa. The region is host 
to the Agincourt Health and Socio-Demographic Surveillance Site (HDSS) and was home to 
approximately 90,000 people at study onset (117). HIV is endemic in this region, reaching a 
prevalence of over 45% for adults aged 35 to 39 (119).   
 
Study procedures 
 The intervention procedures are described in full elsewhere (82). Briefly, 11 of the 22 
villages were randomized to a community mobilization intervention intended to increase 
awareness of the link from gender inequities to HIV and to engage community members, 
especially young men, in actions to reduce gender inequity and HIV risk. The intervention was 
modeled on OMC and developed in partnership with Sonke Gender Justice, the organization that 
designed the original OMC campaigns. Trained volunteer community mobilizers ran intervention 
activities, which included intensive workshops, community outreach, and the training of 
community action teams (CATs). Each activity was designed to bolster a particular element of 
community mobilization (e.g., cohesion, shared concern around HIV, collective action (52)) and 
to address at least one of seven content areas: 1) gender, power, and health; 2) gender and 
violence; 3) alcohol; 4) gender, HIV and AIDS; 5) healthy relationships; 6) human rights; and 7) 
actions for change. In addition to specific content on alcohol use, some intervention activities 
took place at shebeens (unlicensed drinking establishments) to maximize outreach to the target 
population. To extend the impact of the intervention beyond the individuals who directly 
engaged with it, mobilizers and community action teams organized community activities such as 
soccer tournaments, home visits, and film screenings. Due to the relative proximity of the 
intervention and control villages, mass media was not employed as a mobilization method. 
 The target population for the intervention was adults aged 18 to 35 (approximately 
25,000 individuals), with a particular focus on men. The intervention goal was to reach 40% of 
men through at least one intervention activity within two years. However, all community 
members, including residents of other villages, were welcome to participate in intervention 
activities. The most recent Agincourt HDSS household census was used to create sampling 
frames for males and females aged 18-35 to enable population-representative sampling of 
approximately 1,200 young adults at baseline (March to June 2012) and again following 
intervention completion (July to September 2014). The target enrollment for each of the 22 
communities was 55, with approximately 28 respondents of each gender. One individual was 
sampled per home. Individuals were eligible if they lived primarily at that home (spent a 
majority of nights each week there), were 18-35 at the time of the survey, were the gender for 
which the household was sampled, and had lived in the study area for the past year. Written 
informed consent was obtained from all participants in the survey. The survey was interviewer-
administered in the local language Shangaan or English using a computer-assisted personal 
interview (CAPI) in which the interviewer directly entered responses into a tablet computer.  

The study was reviewed and approved by institutional review boards (IRBs) at the 
University of California, San Francisco; the University of North Carolina at Chapel Hill; and the 
University of the Witwatersrand, South Africa. The Mpumalanga Department of Health and 
Social Development Research Committee also approved the study. The analysis of de-identified 
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data reported here was designated non-human subjects research by the IRB at the University of 
California, Berkeley.  
 
Measures 
 Villages randomized to the intervention are defined as exposed for the total effect 
analysis; no mobilization activities were undertaken in control villages, although residents of 
these villages were able to engage with intervention activities in other villages of their own 
volition. Individual engagement with the intervention was assessed through a series of survey 
questions ranging from, “Have you heard of OMC or seen the OMC logo?” to “Are you a 
member of a community action team?”. See Appendix Table C.1 for full scale and response 
options. We employed item response analysis to fit a one-parameter (partial credit) model to the 
engagement questions in order to assess item fit and scale reliability. The final scale showed 
good item fit (only one item indicating misfit) and reasonable reliability, with expected a 
posteriori [EAP] separation reliability of 0.812. Individuals with a total score of at least three out 
of a possible 20 were considered to have engaged with the intervention; this score would indicate 
having heard of OMC (a pre-condition for a positive response to subsequent items) and any two 
other forms of engagement, such as speaking with an OMC representative or attending a video 
presentation. A cut-point of exposure to at least one intervention activity had been proposed prior 
to study implementation; individuals who met this threshold were most likely to report seeing an 
OMC mural as their form of engagement. We chose a higher threshold of two forms of 
engagement to ensure that at least one would be an active undertaking with greater potential to 
influence health behaviors such as alcohol use that comprise indirect pathways to HIV risk.  
 We assess three alcohol-related outcomes that could plausibly be affected by the OMC 
intervention. Overall alcohol use was measured on the baseline and follow-up survey using the 
Alcohol Use Disorders Identification Test (AUDIT), a validated 10-item screening tool for 
harmful and hazardous alcohol use (120,121). The AUDIT enables identification of heavy 
drinkers (individuals with scores of four or above out of a possible twelve on questions related to 
frequency and intensity of alcohol consumption) (122–124,126) as well as individuals at risk of 
alcohol use disorder (potential problem drinkers), defined as those with a score of eight or above 
out of the 40 possible points on the full AUDIT (125,156). AUDIT questions on alcohol 
consumption were asked of individuals’ current typical usage; questions on dependence and 
harms used a timeframe of the past year. Alcohol use in the context of sex was measured as part 
of a series of questions on each individual’s three most recent sexual partners. For each partner, 
individuals were asked whether they or their partner had used any amount of alcohol just before 
their most recent sexual encounter (157). For this outcome, we restricted analysis to men with at 
least one reported sexual encounter in the three months prior to the interview to reduce recall 
errors and to maximize the time period between intervention start and outcome measurement. 
Each of these outcomes represents specific high-risk alcohol-related behaviors that could be 
modified by the OMC intervention.  
 In addition to the AUDIT scale, survey responses pre- and post-intervention also included 
individual demographic data that we aggregated by village, namely age, educational attainment, 
marital status, recent income, and experiencing food insecurity. Village-level covariates were 
obtained from two additional data sources. Agincourt HDSS census data were used to determine 
percent of village residents who were temporary migrants, defined as having spent under six 
months in the area over the previous year, percent of residents who were employed, and percent 
of households with a female head. We employed percent employed and percent of female-headed 
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household to capture village poverty level, as female-headed households are more likely to be 
poor (87). Secondly, a pre-randomization community mapping exercise led by key informants in 
each village provided information on infrastructure in each village, including alcohol outlets 
(bottle stores and shebeens). We calculated alcohol outlet density per kilometer squared (km2) as 
a metric of alcohol availability by village.  
  
Causal model 
 The questions of interest are whether the intervention affected alcohol use outcomes per 
protocol and whether there is evidence of spillover, whereby increasing engagement of 
individuals in a village achieved a catalytic (nonlinear) effect in reducing alcohol use. This 
section reviews causal models that enable translation of these questions into quantities that can 
be estimated from the observed data.  
 
Notation 
 Variables measured at the village level are indexed j for j=1, 2, … nj=22 villages; 
individual-level variables are indexed ij for the ni individuals in village j. We defined the 
following variables: 

 Wj: baseline covariates for village j, such as percent of female-headed households and 
density of alcohol outlets 

 Wij: covariates measured at follow-up for individual i in village j, such as age 
 Aj: indicator that village j was assigned to intervention 
 Zij: indicator that an individual male respondent engaged in the intervention 
 Y1ij: indicator that individual i in village j reported heavy drinking 
 Y2ij: indicator that individual i in village j screened positive for potential problem 

drinking 
 Y3ij: indicator that individual i in village j reported alcohol use before sex with at least 

one sexual partner in the three months prior to the survey 
 
 Vectors of individual variables are denoted through bold text. The mean of individual 
observations within a group j is indicated with an overbar, such that the proportion of men with 
the outcome in question (such as a sexually active man reporting pre-sex alcohol use, 𝑌𝑌3 = 1) 
is 𝑌𝑌3. . We defined exogenous variables 𝑈𝑈 = 𝑈𝑈 : 𝑗𝑗 = 1,…22 ~𝑃𝑃 , with 
𝑈𝑈 = 𝑈𝑈 ,𝑈𝑈 , 𝑈𝑈 , 𝑈𝑈 , 𝑈𝑈  encompassing the unmeasured factors that contributed to each 
measured covariate. UA was assumed independent from the other unmeasured variables due to 
randomization of treatment; we consider implications of dependence among other U in the 
discussion. For each outcome, we assumed the following causal relationships among the 
variables defined: 

For j ={1, …, 22}, 𝑊𝑊 = 𝑓𝑓 𝑈𝑈 ; 𝐴𝐴 = 𝑓𝑓 𝑈𝑈  

For i ={1, …, ni}, 𝑊𝑊 = 𝑓𝑓 𝑊𝑊 ,𝑈𝑈 ;  𝑍𝑍 = 𝑓𝑓 𝐴𝐴 ,𝑊𝑊 ,𝑊𝑊 ,𝑈𝑈 ; 
𝑌𝑌 = 𝑓𝑓 𝐴𝐴 ,𝑊𝑊 ,𝑊𝑊 , 𝑍𝑍 , 𝑈𝑈  

 
 Figure 4.1 presents two related causal models of the relationships among these variables; 
arrows indicate causal relationships while dashed curved connectors represent correlation 
potentially explained by unmeasured common causes. Panel A is a multilevel model including 
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nodes at the village level, such as Aj, as well as individual-level nodes such as Yij. The 
individual-level nodes are dependent within groups (shown here through common cause Ugroup), 
meaning this model cannot be manipulated like a single-level directed acyclic graph to inform 
analytic choices. However, this figure is helpful in directly illustrating two hypothesized paths 
from intervention to outcome: via individual engagement Zij and via engagement by other village 
residents Zi’j, representing the intended spillover effect of the intervention. We limited the causal 
relationship between intervention and alcohol outcomes to these two paths. However, the 
spillover effect violates the assumption that a given individual’s outcome is not affected by 
another individual’s exposure status, known as the stable unit treatment value assumption 
(SUTVA). This assumption is required to cleanly identify individual-level effects, whether that 
be the total effect or the proportion of effect mediated through individual engagement (158).  
Figure	
  4.1:	
  Causal	
  models	
  of	
  intervention	
  effects	
  on	
  engagement	
  and	
  alcohol	
  outcomes	
  
A:	
  Multilevel	
  level	
   B:	
  Village	
  level	
  

	
  
	
  

 
 
 An alternative means of addressing the questions of interest is to summarize individual 
variables to the village level, as shown in panel B. Defining the village as the unit of interest 
results in plausibly independent and identically distributed (i.i.d.) observations, albeit a small 
number of them. Note that in this depiction, the entirety of the intervention effect on village-level 
outcomes is mediated by village-level engagement Z.j (i.e., as in panel A, we excluded the 
possibility of a direct effect of Aj on Y). Summarizing engagement to the village level combines 
the effects mediated by direct individual engagement with effects due to peer engagement; it 
permits assessment of the nonlinearity of this relationship as a test of potential spillover effects. 
We followed this village-level analytic strategy as an initial investigation. Let Y. 𝑎𝑎  denote the 
counterfactual value that Y.  would take setting Aj to aj. We assessed the total effect of the 
intervention on each alcohol outcome by pursuing the target parameter 𝐸𝐸 Y. 1 − Y. 0 , the 
expected change in village prevalence of the alcohol outcome among men (limited to sexually 
active men for pre-sex alcohol use) when setting exposure to receiving the intervention for all 
villages versus not receiving it for all villages. Under the causal model in Figure 4.1B, this causal 
parameter can be estimated through the statistical parameter 𝐸𝐸 Y. |𝐴𝐴 = 1 − Y. |𝐴𝐴 = 0 . 
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 We assessed the presence of a nonlinear synergistic effect of increasing engagement with 
the OMC campaign by summarizing Z.j into proportion of individuals engaged and using two 
thresholds of interest - the level suggested for critical mass of a community intervention (15%) 
and the target identified for this specific intervention (40%) – to categorize this proportion into 
low (𝑍𝑍. ≤ 0.15), moderate (0.15 < 𝑍𝑍. ≤ 0.40  ), and high (𝑍𝑍. > 0.40) engagement. We created 
indicators for each category of intervention dose, denoted 𝑋𝑋 , 𝑋𝑋 , and 𝑋𝑋 . 
 We estimated the expected prevalence of each outcome Y.  if all villages were set to each 
category of intervention dose and plotted these estimates to depict the shape of the relationship. 
Lastly, we considered the relative location of each estimate as an indicator of dose-response 
between increasing levels of OMC engagement and alcohol outcomes among young men. We 
defined the target parameters 𝐸𝐸 𝐸𝐸 𝑌𝑌. 𝑋𝑋 = 1 − 𝐸𝐸 𝑌𝑌. 𝑋𝑋 = 1  and 𝐸𝐸 𝐸𝐸 𝑌𝑌. 𝑋𝑋 =

1 − 𝐸𝐸 𝑌𝑌. 𝑋𝑋 = 1  to quantify the difference in outcome prevalence setting all villages to 
moderate versus low engagement and high versus moderate engagement respectively. 
 
Analysis 
 We conducted descriptive analyses of village characteristics pre-randomization and of the 
demographic characteristics and alcohol outcomes of the follow-up survey respondents. To 
estimate the target parameters of interest, we employed targeted maximum likelihood estimation 
(TMLE), a semi-parametric estimation approach that employs models for both exposure and 
outcome to reduce bias (128). TMLE is implemented by estimating the outcome conditional on 
exposure and covariates (QY) and then drawing on the treatment mechanism (GA) to update8 the 
fit of the initial QY to minimize the bias of the specific parameter of interest (159). TMLE offers 
several advantages in this context: it is robust to mis-specification of the model for exposure or 
outcome, it provides theoretically justified variance estimation even after model-fitting 
procedures by relying on the asymptotic theory of the efficient influence curve, and it is highly 
efficient, a particular benefit given the small sample size. In this analysis, TMLE is guaranteed to 
be consistent in the total effect estimation because GA is known: each village had a fixed 50% 
probability of being randomized to intervention. As a substitution estimator, TMLE respects the 
bounds of the original parameter. The use of TMLE enabled us to perform model selection 
without over-fitting or understating the resulting variance.  
 Given the small sample size and hence limited capacity to adjust for confounders, we 
undertook data-adaptive selection of covariates for adjustment from a list of candidates 
considered to be confounders based on the causal model. For total effect estimation, we tested 
whether inclusion of a covariate associated with the outcome could render estimation more 
efficient by performing leave-one-out cross-validation (160). Specifically, we removed one 
village at a time from the dataset and used the remaining nj-1 (21) villages to fit linear regression 
models of each outcome on intervention initially unadjusted and then combined with each 
candidate covariate in turn (alcohol outlet density per village; the proportion of houses in the 
village headed by women; the proportions of village residents who are migrants, employed, or 
born outside South Africa; the proportions of baseline respondents who are high school 
graduates, married, or earning income; and the proportion of male baseline respondents classified 
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  In this case, the update will be 0 when estimation of total effects is not adjusted for covariates. GA is 
known for all total effect estimates, and in the absence of covariates, QY is a linear regression of Y on the 
exposure.	
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as heavy drinkers and potential problem drinkers). We predicted the outcomes on the village held 
out from this initial fit and calculated the mean squared error (MSE) comparing the true outcome 
to the prediction in this validation sample. Final TMLE estimation employed the adjustment 
approach with the lowest average MSE across 22 validation sets. We defined the treatment 
mechanism as P(A=0.5) due to randomization and did not estimate GA.  
 For the dose-response analysis, we repeated the leave-one-out cross validation using a 
logistic regression model with each dose indicator (𝑋𝑋 , 𝑋𝑋 , 𝑋𝑋 ) as the outcome in turn to select 
the best covariate for control in each treatment model. We assessed each dose indicator alone and 
with each candidate covariate to identify the most efficient (optimal bias-variance tradeoff) 
outcome models for heavy drinking, potential problem drinking, and pre-sex alcohol use. The 
identified covariates were included in the treatment mechanism and outcome model in TMLE. 
(Note that due to our hypothesized causal structure, intervention status is an instrumental 
variable rather than a confounder of the engagement – alcohol use relationship, and hence is not 
included in this portion of the analysis.) We predicted the estimated prevalence of each outcome 
setting all villages to low, moderate, and high dose in turn and plotted the three estimates 
together to assess linearity of the relationship between increasing intervention engagement and 
prevalence of each alcohol outcome. We calculated the ATE for moderate versus low 
engagement and high versus moderate engagement by subtracting the estimated prevalence at the 
lower threshold from the next higher. For all estimates, we calculated 95% confidence intervals 
(CI) using the influence curve-based standard error and a t distribution with 21 degrees of 
freedom.  
 As a means of assessing sensitivity to measurement error, we repeated total effect and 
dose-response analyses of alcohol use prior to sex excluding men who reported pre-sex drinking 
but no lifetime alcohol use. All analyses were conducted in R 3.1.3 (R Foundation for Statistical 
Computing) using the longitudinal TMLE (ltmle) package 0.9-5 (161).  
 
RESULTS 
 At baseline, 2,252 households were sampled for participation; 1,826 (81.1%) were visited 
before the sample size per village was attained. Sixty-nine percent (n=1,256) of households 
contacted included an eligible resident; 1181 of those eligible consented to enroll into the study 
(94.0%), 600 women and 581 men. Baseline characteristics of these young adults and of the 
villages as a whole indicate balanced covariates in the control and intervention arms, although 
alcohol consumption, particularly heavy drinking, was more common among men in control 
villages than intervention villages (Table 4.1).  
Table	
  4.1:	
  Characteristics	
  of	
  villages	
  at	
  baseline,	
  by	
  randomization	
  group	
  
	
   Control	
  (N=11)	
  

Mean	
  ±	
  SD	
  
Intervention	
  (N=11)	
  
Mean	
  ±	
  SD	
  

Percent	
  female-­‐headed	
  households∧	
   41.2	
  ±	
  3.7	
   42.0	
  ±	
  2.7	
  
Percent	
  migrants∧	
   18.3	
  ±	
  2.9	
   17.2	
  ±	
  2.3	
  
Alcohol	
  outlet	
  density	
  (per	
  km2)∨	
   1.59	
  ±	
  0.85	
   1.14	
  ±	
  0.73	
  
Respondent	
  age	
  	
   24.4	
  ±	
  5.4	
   24.1	
  ±	
  5.3	
  
Percent	
  respondents	
  completing	
  secondary	
  school	
   31.8	
  ±	
  8.5	
   34.7	
  ±	
  10.9	
  
Percent	
  respondents	
  currently	
  married	
   23.9	
  ±	
  8.4	
   21.1	
  ±	
  6.7	
  
Percent	
  respondents	
  reporting	
  recent	
  income	
   32.9	
  ±	
  9.1	
   36.5	
  ±	
  6.5	
  
Percent	
  respondents	
  reporting	
  ever	
  consuming	
  alcohol	
   36.5	
  ±	
  7.1	
   32.9	
  ±	
  7.1	
  
Percent	
  male	
  respondents	
  classified	
  as	
  heavy	
  drinkers	
   39.3	
  ±	
  12.9	
   30.3	
  ±	
  11.1	
  
Percent	
  male	
  respondents	
  classified	
  as	
  potential	
  problem	
  drinkers	
   26.8	
  ±	
  11.6	
   21.8	
  ±	
  9.9	
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∧Measures	
  obtained	
  from	
  Agincourt	
  Health	
  and	
  Socio-­‐demographic	
  Surveillance	
  System	
  (DHSS)	
  census	
  
prior	
  to	
  study	
  initiation	
  
∨Calculated	
  based	
  on	
  pre-­‐randomization	
  community	
  mapping	
  exercise	
  to	
  identify	
  all	
  alcohol	
  outlets,	
  
including	
  taverns,	
  unlicensed	
  taverns	
  and	
  bottle	
  stores,	
  which	
  often	
  function	
  as	
  gathering	
  places. 
 
 The community survey following intervention was based on an initial sampling frame of 
2,384 individuals, of whom 1,167 were ineligible (due to eligibility criteria such as age or the 
enrollment of a co-resident in the survey), 38 declined to participate, and 4 were deceased. A 
total of 1,175 young adults (96.5% of the eligible sample) enrolled in the survey: 575 men and 
600 women. Respondents indicated high levels of poverty, with the majority earning no income 
within three months and nearly 10% of women reporting food insecurity in the past month 
(Table 4.2). Engagement in the OMC intervention was high, with 36.2% of men and 22.2% of 
women reporting knowledge of the intervention and exposure to at least two other intervention 
elements. As intended, proportion of men engaging in the intervention was significantly higher 
in intervention villages, ranging from 36.0% to 81.0%, compared to 0.0% to 20.0% in control 
villages (Figure 4.2). Nine villages were categorized as low dose, three as moderate, and 10 as 
high.  
Table	
  4.2:	
  Characteristics	
  of	
  respondents	
  in	
  follow-­‐up	
  survey	
  
	
   Men	
  (N=575)	
  

N	
  (Col.	
  %)	
  
Women	
  (N=600)	
  
N	
  (Col.	
  %)	
  

Age	
   	
   	
  
18-­‐20	
   213	
  (37.0)	
   114	
  (19.0)	
  
21-­‐25	
   178	
  (31.0)	
   173	
  (28.8)	
  
26-­‐30	
   113	
  (20.0)	
   153	
  (25.5)	
  
31-­‐35	
   71	
  (12.4)	
   160	
  (26.7)	
  

Education	
   	
   	
  
Primary	
  or	
  less	
   74	
  (12.9)	
   110	
  (18.3)	
  

Some	
  secondary	
   314	
  (54.6)	
   285	
  (47.5)	
  
Completed	
  secondary	
  or	
  above	
   187	
  (32.5)	
   205	
  (34.2)	
  

Marital	
  status	
   	
   	
  
Never	
  married	
   507	
  (88.2)	
   377	
  (62.8)	
  

Married	
  (legal	
  or	
  traditional)	
   58	
  (10.1)	
   194	
  (32.3)	
  
Separated,	
  divorced	
  or	
  widowed	
   10	
  (1.7)	
   29	
  (4.8)	
  

Born	
  outside	
  South	
  Africa	
   16	
  (2.8)	
   23	
  (3.8)	
  
Earned	
  no	
  income	
  within	
  three	
  months	
   429	
  (74.6)	
   397	
  (66.2)	
  
Experienced	
  food	
  insecurity	
  within	
  30	
  days	
   34	
  (5.9)	
   58	
  (9.7)	
  
Engaged	
  in	
  OMC	
  intervention	
   208	
  (36.2)	
   133	
  (22.2)	
  
Reported	
  ever	
  consuming	
  alcohol	
   288	
  (50.1)	
   63	
  (10.5)	
  
Heavy	
  drinker	
   141	
  (24.5)	
   17	
  (2.8)	
  
Potential	
  problem	
  drinker	
   92	
  (16.0)	
   13	
  (2.2)	
  
Reported	
  any	
  sexual	
  partner	
  in	
  past	
  3	
  months	
   388	
  (67.5)	
   430	
  (71.7)	
  
Reported	
  consuming	
  alcohol	
  prior	
  to	
  sex	
  in	
  past	
  3	
  
months	
  (N=388	
  /	
  N=430)	
   66	
  (17.0)	
   62	
  (14.4)	
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Figure	
  4.2:	
  Men’s	
  engagement	
  in	
  One	
  Man	
  Can	
  by	
  randomized	
  intervention	
  status	
  (N=22	
  villages)	
  

  
  As expected, men were far more likely than women to report ever drinking alcohol (50% 
versus 10%) as well as heavy drinking and potential problem drinking (24.5% versus 2.8% and 
16.0% versus 2.2% respectively). Of the 818 individuals reporting at least one sexual 
relationship in the three months before the follow-up survey, 128 (15.6%) reported consuming 
alcohol prior to most recent sex. In contrast to other alcohol outcomes, men and women were 
equally likely to report pre-sex alcohol use. However, a majority of women (48, 77.4%) 
reporting that they drank prior to most recent sex provided a conflicting response of no lifetime 
alcohol use on the AUDIT questionnaire. Ten of 66 men (15.2%) similarly provided discrepant 
responses. The sizable proportion of women providing conflicting responses on lifetime drinking 
versus pre-sex alcohol use and the low prevalence of other drinking outcomes in women 
reinforce our decision to focus on men’s outcomes in the outcome analyses.   
 The optimal strategies for estimation of the total effect of the intervention on heavy 
drinking, potential problem drinking, and alcohol use before sex (main and sensitivity analyses) 
selected through the cross-validation analysis were: unadjusted, adjusted for baseline prevalence 
of potential problem drinking, and adjusted for alcohol outlet density respectively. Post-
intervention outcome prevalence and the results of total effect estimation are shown in Table 4.3. 
Heavy drinking and potential problem drinking were more common in intervention villages, 
though also more variable. The prevalence of alcohol use before sex was equivalent across 
intervention and control villages, with a high degree of variability. Limiting this outcome to men 
reporting lifetime alcohol use decreased the prevalence by two to three percent.  
 Both AUDIT-based metrics were positively but not statistically significantly associated 
with the intervention, with an average of 9.2% greater prevalence of heavy drinking (95% CI -
0.5%, 18.9%) and 3.3% greater prevalence of potential problem drinking (95% CI -3.6%, 10.3%) 
among men if all villages had been assigned to the intervention versus all villages set to the 
control condition. Alcohol use before sex showed the more expected negative association with 
intervention assignment (-5.5%), although this association also did not reach statistical 
significance. Results did not differ in the sensitivity analysis. As a whole, the total effect 
analyses did not reveal any statistically significant impacts of the intervention on alcohol 
outcomes at the village level.  

0 1

0.
0

0.
5

1.
0

Control vs. intervention village

Pr
op

or
tio

n 
m

en
 e

ng
ag

ed



 69 

Table	
  4.3:	
  Difference	
  in	
  prevalence	
  of	
  alcohol	
  outcomes	
  associated	
  with	
  OMC	
  intervention	
  
	
   Outcome	
  prevalence,	
  unadjusted	
   Average	
  treatment	
  effect	
  

(95%	
  CI)	
  	
   Intervention	
  villages	
  
(N=11)	
  

Mean	
  ±	
  SD	
  

Control	
  villages	
  
(N=11)	
  

Mean	
  ±	
  SD	
  
Heavy	
  drinking	
   0.289	
  ±	
  0.140	
   0.197	
  ±	
  0.075	
   0.092	
  (-­‐0.005,	
  0.189)	
  
Potential	
  problem	
  drinking	
   0.184	
  ±	
  0.107	
   0.135	
  ±	
  0.065	
   0.033	
  (-­‐0.036,	
  0.103)	
  
Alcohol	
  use	
  before	
  sex	
  a	
   0.168	
  ±	
  0.127	
   0.187	
  ±	
  0.154	
   -­‐0.055	
  (-­‐0.162,	
  0.052)	
  
Alcohol	
  use	
  before	
  sex,	
  sensitivity	
  
analysis	
  b	
  

0.149	
  ±	
  0.114	
   0.158	
  ±	
  0.157	
   -­‐0.051	
  (-­‐0.150,	
  0.049)	
  

a	
  Among	
  those	
  sexually	
  active	
  in	
  past	
  three	
  months	
  
b	
  Among	
  those	
  sexually	
  active	
  in	
  past	
  three	
  months	
  reporting	
  lifetime	
  alcohol	
  use	
  
 
 The baseline covariates that minimized MSE in estimating exposure models for each 
level of intervention dose were prevalence of potential problem drinking for low dose, proportion 
of employed respondents for moderate dose, and proportion of respondents earning income for 
high dose. Baseline adjustment variables for the outcome models matched those in the total 
effects analysis with several exceptions: heavy drinking with low dose (prevalence of potential 
problem drinking), heavy drinking and alcohol use before sex with moderate dose (proportion 
female-headed households) and potential problem drinking with moderate dose (unadjusted).  
 The relationships between intervention dose and estimated prevalence of each outcome 
are shown in Figures 4.3 and 4.4. Increasing engagement in the OMC intervention showed a 
slightly nonlinear but harmful association with both AUDIT-based measures, contrary to 
expectation (Figure 4.3). The estimated prevalence of heavy drinking was 19.4% at low 
engagement, 15.9% at moderate engagement, and 30.3% at high engagement. As shown in Table 
4.4, the contrast between high and moderate engagement was positive and statistically significant 
at 14.4% (95% CI 4.7%, 24.2%). Potential problem drinking followed the same pattern, with a 
decrease from an estimated prevalence of 13.6% at the lowest dose to 9.0% at the moderate dose 
but a peak of 18.4% at high engagement. This difference of 9.4% across the 40% threshold was 
statistically significant (95% CI 1.6%, 17.2%). The nonlinear relationship between intervention 
engagement and each of these outcomes could indicate a threshold effect or a spillover effect 
such that high engagement is associated with considerably greater prevalence of harmful alcohol 
use than low and moderate engagement.  



 70 

Figure	
  4.3:	
  Dose-­‐response	
  relationship	
  of	
  intervention	
  engagement	
  with	
  heavy	
  drinking	
  and	
  potential	
  
problem	
  drinking	
  

	
  
Table	
  4.4:	
  Difference	
  in	
  prevalence	
  of	
  alcohol	
  outcomes	
  across	
  thresholds	
  of	
  intervention	
  engagement	
  
	
   Moderate	
  versus	
  low	
  

engagement	
  
ATE	
  (95%	
  CI)	
  

High	
  versus	
  moderate	
  
engagement	
  
ATE	
  (95%	
  CI)	
  

Heavy	
  drinking	
   -­‐0.035	
  (-­‐0.112,	
  0.042)	
   0.144	
  (0.047,	
  0.242)	
  
Potential	
  problem	
  drinking	
   -­‐0.046	
  (-­‐0.111,	
  0.019)	
   0.094	
  (0.016,	
  0.172)	
  
Alcohol	
  use	
  before	
  sex	
   -­‐0.090	
  (-­‐0.209,	
  0.028)	
   0.036	
  (-­‐0.060,	
  0.132)	
  
Alcohol	
  use	
  before	
  sex,	
  sensitivity	
  
analysis	
  

-­‐0.049	
  (-­‐0.164,	
  0.065)	
   0.003	
  (-­‐0.085,	
  0.090)	
  

  
 In keeping with the total effect results, degree of engagement did not show a statistically 
significant association with alcohol use before sex. The ATE for moderate versus low 
engagement was -9.0% (estimated prevalence of 11.9% versus 20.9%), although this difference 
was not significant (Table 4.4, row 3). This protective effect did not obtain when contrasting 
high engagement (15.5% estimated prevalence of alcohol use before sex) against moderate (ATE 
3.6%, 95% CI -6.0%, 13.2%). The sensitivity analysis followed the same pattern. These results 
are suggestive of a nonlinear relationship in that a protective association diminished at higher 
levels of engagement, but the confidence intervals are too wide to draw firm conclusions on the 
existence or shape of this relationship. 	
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Figure	
  4.4:	
  Dose-­‐response	
  relationship	
  of	
  intervention	
  engagement	
  with	
  alcohol	
  use	
  before	
  sex	
  

	
  
 
DISCUSSION 

 This population-based study of a randomized community mobilization intervention 
identified no protective effects of the intervention as well as evidence of a potentially harmful 
association between intervention uptake and alcohol consumption at the village level. In this 
analysis, the OMC intervention itself and having over 15% of the target audience of young men 
engaged with the intervention were negatively but not statistically significantly associated with 
the proportion of men reporting alcohol use prior to recent sex. Moderate (15% - 40%) 
engagement was associated with the lowest prevalence of all outcomes, although the small 
number of villages observed in this category limit inference from this result. However, high 
collective engagement in the intervention was associated with higher prevalence of men’s heavy 
drinking and potential problem drinking. There are a number of possible explanations for this 
finding. It could represent a truly harmful effect of the intervention, potentially mediated by 
OMC activities occurring in alcohol-serving establishments as well as including large gatherings 
such as soccer tournaments that provide a milieu for greater alcohol consumption. Reverse 
causation could also contribute to the observed association, such that individuals who consume 
more alcohol were drawn to the social activities within the OMC campaign, increasing 
intervention engagement in villages with more drinkers. A third possibility is a change less in 
behavior than in perception, that reporting of alcohol consumption might differ among those 
exposed to the intervention and more aware of harmful repercussions of alcohol use. This 
hypothesis is perhaps more plausible for potential problem drinking, which includes symptoms 
of alcohol dependence such as hearing from a friend or relative that one’s drinking is a cause for 
concern. Increased peer awareness of dangerous alcohol use could in particular help explain the 
sharp increase in potential problem drinking at the highest threshold of intervention engagement. 
Finally, the results may be due to random or systematic error. Avenues of further research to 
disentangle these competing explanations are discussed subsequently.  
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 Inferring causality from these results require several conditions to hold: temporality, 
ignorability, SUTVA, and positivity (158,162–165). We consider the plausibility of these 
assumptions separately for the total effect and dose-response analyses. Temporality requires 
exposure to precede the outcome; we limited reports of alcohol use before sex to the three 
months prior to survey date to ensure temporal ordering of the OMC campaign and this outcome. 
However, the AUDIT-based measures are less clearly indexed in time: the heavy drinking metric 
assesses typical drinking while potential problem drinking includes both typical consumption 
and alcohol-related consequences in the past 12 months, making analyses of these outcomes 
more vulnerable to bias due to reverse causation. Ignorability, or the absence of unmeasured 
confounders, is reasonably likely to be met in the total effects analysis given that exposure is 
randomized. Randomization is the gold standard method of minimizing confounding, although 
the small sample size precludes complete confidence in the balance of unmeasured covariates 
between study arms. Although we limit our analyses to the village level to negate individual-
level interference and maintain SUTVA, spillover between villages did occur: residents from 
control villages were able to and did participate in OMC activities in small numbers. This 
contamination could bias total effect estimates towards the null by rendering control and 
intervention villages more similar. Finally, positivity is the condition that each level of treatment 
is possible for any combination of observed covariates; non-positivity requires truncating data or 
extrapolating over areas that are not supported in the observed data (166). The randomized 
intervention fulfills the requirement of positivity because the probability of each village being 
randomized to either condition is equal (50%) regardless of baseline covariates.  
 Our analysis of the dose-response relationship between intervention engagement and 
alcohol outcomes requires stronger assumptions since the exposure is observed rather than 
randomized. The considerations noted above for temporality pertain in this analysis as well. 
Ignorability is a serious concern, as we were forced to limit adjustment for measured 
confounders due to our small sample size in order to avoid overfitting; it is possible that 
important confounders affecting both the level of engagement and the prevalence of alcohol 
outcomes remain unmeasured and/or uncontrolled. The major threat to positivity in the dose-
response analysis would be intervention assignment itself, given the strong relationship between 
intervention and proportion of engagement. However, because we assert no direct effect of 
intervention assignment on alcohol outcomes at the village level unmediated by engagement, 
intervention is not a confounder and does not require analytic control. This assertion can be 
called into question, particularly as our implementation of the causal model relies on the 
proportion of respondents engaged as a single summary of the complex vector of individual 
engagement. It is possible that intervention effects are mediated by engagement in ways not 
captured by the proportion, such as through engagement of specific highly influential 
individuals. To the extent this is the case, intervention assignment may operate as a confounder. 
All other measured covariates show relatively even distributions across each dose threshold, as 
might be expected given the baseline balance following randomization. Other summary measures 
could be considered in the future to relax the assumption that proportion engaged captures the 
entirety of the mediated effect of intervention on alcohol outcomes.  
 This consideration of the required assumptions illuminates many of the strengths and 
limitations of this research. These findings represent a novel test of the hypothesis of 
community-wide effects resulting from a cluster-randomized intervention intended to transform 
gender norms. Community-randomized trials offer a rare opportunity to overcome many of the 
analytic challenges of social epidemiologic research (163); this trial attempts to address critical 
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structural risk factors fueling the ongoing HIV epidemic. Beyond study design, uptake of the 
intervention was strong in practice. We drew on population-representative surveys pre- and post-
intervention to assess impact and employed reliable measures of alcohol consumption. The 
analytic approaches helped to maximize efficiency and robust inference despite the small sample 
size. 
 Beyond the challenges noted in meeting the required assumptions, particularly for the 
dose-response analysis, the major limitations of this work are the small sample size and the use 
of a repeated panel survey rather than a longitudinal cohort. However, the high levels of 
migration in this setting rendered a cohort both impractical and a less reliable representation of 
the individuals present for the period of intervention activities. The results are also subject to 
measurement error, as the AUDIT is a screening tool rather than a diagnostic instrument or an 
intensive alcohol measurement tool such as a diary of recent use (167). Indeed, the discrepancies 
between lifetime alcohol use and alcohol use at last sex signal problematic measurement in this 
case, potentially due to respondents’ misunderstanding or misreporting one or both quantities. 
The sensitivity analysis suggested in this case that results were robust to removal of men with 
conflicting responses. Although not the focus of this analysis, the high proportion of women 
reporting consuming alcohol before recent sex appears anomalous in the context of this research 
and other data on alcohol use in this setting. Further investigation on the wording and 
interpretation of this question is warranted. As noted above, there is a possibility of systematic 
measurement error in these results if the OMC campaign raised awareness of harmful alcohol use 
in intervention villages and led to these respondents either overstating or more accurately 
reporting alcohol use in contrast to underreporting in control villages.  
 Several extensions to this research would help to illuminate and extend the findings. The 
potential for a harmful effect of intervention activities on alcohol consumption can be 
investigated using monitoring data of the intervention to assess whether a higher frequency of 
activities in alcohol-serving establishments is associated with drinking outcomes. Monitoring 
data also provide a useful means of triangulating the measurement of reported dose in 
intervention villages with delivered dose as measured by the intervention staff. A second and 
more substantive extension is to undertake an individual-level analysis with explicit 
consideration of effects mediated through individual engagement with OMC compared to those 
transmitted through engaged peers. Existing research details the assumptions required to 
undertake such an analysis and outlines one possible analytic strategy to pursue (158,168). The 
study described here should provide a relatively sound foundation for this complex analysis, with 
its randomized design and careful dose measurement. In addition, the use of semi-parametric 
estimation methods for mediation, including multiple mediators, is an area of active research 
(159,169–171). These tools have not yet been applied to spillover-mediated effect, but they could 
extend the analytic options in this nascent area. Drawing on individual-level data would 
strengthen this analysis by improving the power to detect effects, potentially rendering the 
association with alcohol use before sex significant should the result hold on the individual level. 
It would also enable greater control of confounding and examination of a more finely grained 
assessment of the relationship between intervention engagement and increased alcohol 
consumption observed at the village level, such as whether specific types of participation in 
OMC may explain this link.  
 The findings presented here represent an important contribution to the growing literature 
on gender norms, alcohol use, and HIV risk in South Africa. Based on this village-level analysis, 
the OMC intervention did not show a significant protective effect on alcohol use before sex, 
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although the limited power of the analysis should be considered when inferring from this result. 
High engagement with the intervention evidenced a harmful relationship with prevalence of 
heavy drinking and potential problem drinking, a concerning finding that bears further 
assessment and, if born out at the individual level, suggests modifications to the intervention may 
be needed in future implementation.	
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Chapter 5: Conclusion 

 Identifying the effects of community context on health outcomes is a critical undertaking 
in social epidemiology, one that to date has largely been confined to research in developed 
countries. This dissertation focuses on social and structural causes of alcohol use in South Africa, 
where dangerous levels of drinking among men represent a threat to population health directly as 
well as indirectly through a possible increase in risk of HIV transmission. In this concluding 
section, I summarize the major implications of the results presented, identify avenues for 
subsequent research, and consider broader future directions for this area of study. 
 Statistical methods in multilevel modeling and latent variable modeling have advanced 
rapidly over the past two decades, with ever greater synthesis between these sub-fields 
(172,173). As many others have noted, it is critical that enthusiasm over advances in technical 
capacity to implement complex multilevel models does not subsume the careful development of 
causal frameworks for the questions of interest. The importance of clear modeling has been a 
theme in epidemiologic journals coincident with the increasing availability of advanced analytic 
tools, with particular emphasis on the refinement of causal graphs and counterfactual reasoning 
to facilitate the expression of research questions (174,175). To date, however, consideration of 
causal models in epidemiology has not extended to a thorough examination of measurement of 
constructs that are not directly observable. The research presented here underscores the 
importance of defining the causal relationships between the latent construct and observed 
measures and of considering any covariates that could affect this relationship. Proposing such a 
model is a necessary first step to identifying an appropriate analytic tool.  
 Our results suggest that, except if the researcher advances a formative causal model with 
high sampling fraction, latent variable methods such as SEM should be considered in addition to 
the more familiar aggregation and regression approaches. The combination of plausible values 
from an item response model with a multilevel SEM offered considerable bias correction across 
a range of simulation settings testing robustness. Although less variable than the latent variable 
approaches, mean and regression analyses consistently underestimated contextual effects. 
Further research, such as comparison of a full SEM and a partially latent plausible value model, 
might help to identify a more clear choice in optimizing the bias-variance tradeoff. Extensions to 
the exploration of analytic adjustment for third variables presented here are also needed: the 
results suggest analyses employing mean and regression approaches could be considerably 
biased by measurement distortion, particularly if the aggregate value of the distorting factor is 
not included in the outcome model. A range of realistic levels of distortion should be tested to 
investigate the relevance of this finding to applied research. 
 The applied work presented in chapters 3 and 4 breaks new ground in investigating 
contextual factors associated with alcohol use in rural South Africa, including factors that can be 
modified by interventions such as the community mobilization trial described in chapter 4. The 
baseline analysis in chapter 3 provides evidence of an association between contextual factors and 
alcohol use. Although preliminary, the results linking social cohesion to heavy drinking and 
alcohol outlet density to potential problem drinking suggest scope for interventions to reduce 
dangerous alcohol use through modifying community norms as well as by strengthening 
regulatory policies on alcohol availability. These results could be strengthened by application of 
the latent variable methods tested in chapter 2. Village-level analysis of the follow-up data 
collected after the implementation of the community mobilization intervention provided 
somewhat troubling results, as the intervention did not demonstrate a protective effect on alcohol 
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use before sex (although power to detect such an effect was low). The intervention was related to 
higher prevalence of heavy and potential problem drinking as proportion of men engaging with 
the intervention increased. Understanding the results from the two studies in concert requires 
combining the strengths of each study: the individual-level analysis of the baseline study with the 
longitudinal follow-up and randomized intervention of the second. Future research will consider 
whether social cohesion increased as a result of the mobilization intervention and whether any 
changes were associated with drinking outcomes, a rare opportunity to study modification to 
community social factors over time. A second priority area of investigation is the mechanism 
linking intervention to alcohol outcomes, including individual-level mediation analysis of 
intervention engagement and alcohol outcomes, as well as consideration of changes in individual 
norms and perceptions as they relate to drinking behaviors. The research completed to date 
justifies continued investigation into contextual effects of social and structural factors on alcohol 
use in this context. Further work will be critical to substantiating these findings to inform any 
future iterations of the mobilization intervention as well as novel interventions at the community 
or regional and national policy levels.  
 Alcohol use in sub-Saharan Africa, and South Africa in particular, is emerging as a 
potentially critical catalyst for the HIV epidemic. Research in this setting on alcohol use in 
particular and health outcomes in general has generally focused on individual-level determinants. 
As researchers and policy makers seek to identify effective tools to sustain progress made in 
curbing HIV over the decades to come, more broadly focused interventions are gaining in 
importance, including community-based efforts. Taken together, these factors indicate that it is a 
critically important time to determine the contributions of social and structural factors to alcohol 
consumption. This dissertation provides the methodological tools and conceptual foundation to 
serve as a basis for advancing this vital work.  
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B. APPENDIX TO CHAPTER 2 
Table	
  B.1:	
  Item	
  step	
  difficulty	
  matrix	
  
δ1k=0-­‐4	
   0.00,	
  0.90,	
  1.95,	
  3.00,	
  4.40	
  
δ2k=0-­‐4	
   0.00,	
  3.25,	
  4.90,	
  7.70,	
  6.90	
  
δ3k=0-­‐4	
   0.00,	
  2.40,	
  5.20,	
  2.40,	
  0.10	
  
δ4k=0-­‐4	
   0.00,	
  2.50,	
  3.40,	
  2.60,	
  0.10	
  
δ5k=0-­‐4	
   0.00,	
  1.70,	
  1.70,	
  0.85,	
  -­‐1.60	
  
δ6k=0-­‐4	
   0.00,	
  1.75,	
  -­‐0.10,	
  -­‐1.75,	
  -­‐5.00	
  
δ7k=0-­‐4	
   0.00,	
  0.80,	
  0.30,	
  0.00,	
  -­‐3.00	
  

Figure	
  B.1:	
  Item	
  response	
  distributions	
  sampled	
  from	
  baseline	
  simulation	
  1.0	
  (N=1600)	
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Figure	
  B.2:	
  Distribution	
  of	
  θθ j	
  in	
  simulation	
  1.5	
  

 
Figure	
  B.3:	
  Distributions	
  of	
  Wj	
  and	
  of	
  inverse	
  logit	
  function	
  of	
  𝑼𝑼𝑾𝑾𝒊𝒊𝒊𝒊,	
  simulations	
  2.2	
  and	
  2.3	
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Figure	
  B.4:	
  SEM	
  schematics,	
  single	
  measure	
  per	
  person	
  (mean	
  score	
  or	
  EAP)	
  
Variables	
  enclosed	
  in	
  circles	
  are	
  latent;	
  double	
  rings	
  represent	
  higher-­‐level	
  traits.	
  Paths	
  with	
  the	
  same	
  label	
  are	
  
constrained	
  to	
  be	
  equal;	
  variances	
  with	
  an	
  assigned	
  value	
  are	
  constrained	
  to	
  that	
  value.	
  	
  
Setting	
  A	
   Setting	
  B	
  

	
   	
  

Figure	
  B.5:	
  SEM	
  schematics,	
  multiple	
  measures	
  per	
  person	
  (PVs)	
  
Setting	
  A	
   Setting	
  B	
  

	
   	
  

	
  



 95 

Figure	
  B.6:	
  SEM	
  schematics	
  adjusting	
  for	
  Wij	
  with	
  a	
  single	
  measure	
  per	
  person 
Setting	
  A	
   Setting	
  B	
  

	
   	
  
Figure	
  B.7:	
  SEM	
  schematics	
  adjusting	
  for	
  Wij	
  with	
  multiple	
  measures	
  per	
  person	
  
Setting	
  A	
   Setting	
  B	
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Figure	
  B.8:	
  Conceptual	
  model	
  for	
  motivating	
  example	
  –	
  village	
  social	
  capital	
  and	
  heavy	
  episodic	
  
drinking	
  among	
  young	
  men	
  

	
  
The	
  dotted	
  line	
  represents	
  the	
  contextual	
  effect	
  of	
  interest.	
  The	
  link	
  between	
  gender	
  and	
  alcohol	
  use	
  is	
  excluded	
  
because,	
  although	
  all	
  participants	
  are	
  included	
  in	
  the	
  calculation	
  of	
  the	
  social	
  measure,	
  the	
  outcome	
  is	
  restricted	
  
to	
  men.	
  	
  

Table	
  B.2:	
  Robustness	
  results	
  for	
  analytic	
  approaches	
  applied	
  to	
  reflective	
  causal	
  model,	
  setting	
  A	
  
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  

probability	
  
Convergence	
  

failure	
  
Simulation	
  1.1:	
  Two-­‐parameter	
  item	
  model	
   	
  
True	
  𝜃𝜃 	
   0.003	
   0.86%	
   0.007	
   0.007	
   94.4%	
   NA	
  
M-­‐MR	
   -­‐0.058	
   -­‐19.19%	
   0.008	
   0.011	
   84.0%	
   NA	
  
M-­‐SEM	
   -­‐0.086	
   -­‐28.72%	
   0.359	
   0.365	
   83.4%	
   7.4%*	
  
EAP-­‐MR	
   -­‐0.027	
   -­‐8.91%	
   0.008	
   0.009	
   89.8%	
   NA	
  
EAP-­‐SEM	
   -­‐0.035	
   -­‐11.51%	
   0.009	
   0.010	
   89.1%	
   1.0%*	
  
PV-­‐MR	
   -­‐0.029	
   -­‐9.54%	
   0.008	
   0.009	
   89.8%	
   NA	
  
PV-­‐SEM	
   -­‐0.023	
   -­‐7.57%	
   0.011	
   0.011	
   90.7%	
   9.2%**	
  
Simulation	
  1.2:	
  Non-­‐normal	
  𝜃𝜃 	
  distribution:	
  uniform	
   	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.000	
   -­‐0.15%	
   0.006	
   0.006	
   95.6%	
   NA	
  
M-­‐MR	
   -­‐0.041	
   -­‐13.68%	
   0.007	
   0.009	
   90.2%	
   NA	
  
M-­‐SEM	
   -­‐0.037	
   -­‐12.17%	
   0.007	
   0.009	
   92.4%	
   0.0%*	
  
EAP-­‐MR	
   -­‐0.036	
   -­‐11.91%	
   0.007	
   0.008	
   91.2%	
   NA	
  
EAP-­‐SEM	
   -­‐0.042	
   -­‐13.90%	
   0.007	
   0.009	
   90.8%	
   0.0%*	
  
PV-­‐MR	
   -­‐0.036	
   -­‐12.15%	
   0.007	
   0.008	
   92.0%	
   NA	
  
PV-­‐SEM	
   -­‐0.011	
   -­‐3.50%	
   0.008	
   0.008	
   95.6%	
   0.0%	
  
Simulation	
  1.3:	
  Non-­‐normal	
  𝜃𝜃 	
  distribution:	
  chi	
  squared,	
  ICC	
  =	
  0.25	
   	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.004	
   1.29%	
   0.007	
   0.007	
   94.2%	
   NA	
  
M-­‐MR	
   -­‐0.003	
   -­‐0.87%	
   0.008	
   0.008	
   92.4%	
   NA	
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M-­‐SEM	
   -­‐0.176	
   -­‐58.50%	
   0.041	
   0.072	
   54.2%	
   9.8%*	
  
EAP-­‐MR	
   -­‐0.004	
   -­‐1.26%	
   0.008	
   0.008	
   92.2%	
   NA	
  
EAP-­‐SEM	
   -­‐0.071	
   -­‐23.52%	
   0.006	
   0.011	
   76.4%	
   0.0%*	
  
PV-­‐MR	
   -­‐0.005	
   -­‐1.72%	
   0.008	
   0.008	
   92.6%	
   NA	
  
PV-­‐SEM	
   -­‐0.002	
   -­‐0.55%	
   0.008	
   0.008	
   94.4%	
   0.0%	
  
Simulation	
  1.4:	
  Non-­‐normal	
  𝜃𝜃 	
  distribution:	
  uniform	
   	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.007	
   2.35%	
   0.007	
   0.007	
   95.8%	
   NA	
  
M-­‐MR	
   -­‐0.022	
   -­‐7.22%	
   0.007	
   0.008	
   93.4%	
   NA	
  
M-­‐SEM	
   -­‐0.051	
   -­‐17.05%	
   0.006	
   0.009	
   87.0%	
   0.0%*	
  
EAP-­‐MR	
   -­‐0.022	
   -­‐7.20%	
   0.007	
   0.007	
   93.4%	
   NA	
  
EAP-­‐SEM	
   -­‐0.048	
   -­‐16.05%	
   0.006	
   0.008	
   87.4%	
   0.2%*	
  
PV-­‐MR	
   -­‐0.023	
   -­‐7.78%	
   0.007	
   0.007	
   93.0%	
   NA	
  
PV-­‐SEM	
   0.000	
   0.13%	
   0.008	
   0.008	
   96.6%	
   0.0%	
  
Simulation	
  1.5:	
  Non-­‐normal	
  𝜃𝜃 	
  distribution:	
  chi	
  squared	
   	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.001	
   0.26%	
   0006	
   0.006	
   95.2%	
   NA	
  
M-­‐MR	
   -­‐0.019	
   -­‐6.46%	
   0.010	
   0.010	
   83.6%	
   NA	
  
M-­‐SEM	
   0.028	
   9.28%	
   0.024	
   0.024	
   82.5%	
   0.4%*	
  
EAP-­‐MR	
   -­‐0.019	
   -­‐6.40%	
   0.010	
   0.010	
   83.8%	
   NA	
  
EAP-­‐SEM	
   0.015	
   4.92%	
   0.017	
   0.018	
   87.6%	
   2.0%*	
  
PV-­‐MR	
   -­‐0.021	
   -­‐6.91%	
   0.010	
   0.010	
   84.8%	
   NA	
  
PV-­‐SEM	
   0.005	
   1.76%	
   0.010	
   0.010	
   91.8%	
   0.0%	
  
*Using	
  non-­‐adaptive	
  Gauss-­‐Hermite	
  quadrature	
  based	
  on	
  failure	
  of	
  testing	
  set	
  of	
  50	
  simulations	
  to	
  show	
  
reasonable	
  convergence	
  under	
  mode-­‐and-­‐curvature	
  adaptive	
  quadrature.	
  	
  
**Using	
  non-­‐adaptive	
  Gauss-­‐Hermite	
  quadrature	
  for	
  17.2%	
  of	
  total	
  runs	
  

Table	
  B.3:	
  Performance	
  of	
  adjustment	
  strategies	
  when	
  Wij	
  distorts	
  θθ ij,	
  simulation	
  2.0A	
  
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  probability	
   Convergence	
  failure	
  
True	
  𝜃𝜃 	
   	
  
Unadj.	
   0.000	
   -­‐0.08%	
   0.006	
   0.006	
   95.4%	
   NA	
  
Adj.	
  for	
  Wij	
   0.000	
   -­‐0.03%	
   0.006	
   0.006	
   95.4%	
   NA	
  
Adj.	
  for	
  Wij	
  &	
  W.j	
   0.000	
   -­‐0.06%	
   0.007	
   0.007	
   95.4%	
   NA	
  
M-­‐MR	
  
NA	
  /	
  Unadj.	
   -­‐0.045	
   -­‐14.92%	
   0.009	
   0.011	
   86.2%	
   NA	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.044	
   -­‐14.73%	
   0.009	
   0.010	
   86.2%	
   NA	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.021	
   -­‐7.11%	
   0.009	
   0.010	
   89.8%	
   NA	
  
M-­‐SEM	
  
NA	
  /	
  Unadj.	
   -­‐0.026	
   -­‐8.52%	
   0.011	
   0.012	
   94.5%	
   9.8%*	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.033	
   -­‐10.96%	
   0.013	
   0.014	
   92.0%	
   0.2%*	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.018	
   -­‐6.00%	
   0.014	
   0.014	
   93.7%	
   1.2%*	
  
PV-­‐MR	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.050	
   -­‐16.65%	
   0.008	
   0.011	
   87.0%	
   NA	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.049	
   -­‐16.42%	
   0.008	
   0.011	
   85.8%	
   NA	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.021	
   -­‐7.14%	
   0.009	
   0.010	
   89.8%	
   NA	
  
Adj.	
  /	
  Unadj.	
   -­‐0.055	
   -­‐18.41%	
   0.008	
   0.011	
   84.8%	
   NA	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.054	
   -­‐18.12%	
   0.008	
   0.011	
   85.4%	
   NA	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.015	
   -­‐4.98%	
   0.009	
   0.010	
   89.6%	
   NA	
  
PV-­‐SEM	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.007	
   -­‐2.37%	
   0.010	
   0.010	
   94.2%	
   0.0%	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.007	
   -­‐2.17%	
   0.010	
   0.010	
   94.2%	
   0.0%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.016	
   5.48%	
   0.010	
   0.010	
   96.0%	
   0.0%	
  
Adj.	
  /	
  Unadj.	
   0.205	
   68.43%	
   0.009	
   0.051	
   31.7%	
   0.2%**	
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Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.007	
   -­‐2.27%	
   0.010	
   0.010	
   94.4%	
   0.0%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.025	
   8.44%	
   0.011	
   0.011	
   95.6%	
   0.0%	
  
*Using	
  non-­‐adaptive	
  Gauss-­‐Hermite	
  quadrature	
  based	
  on	
  failure	
  of	
  testing	
  set	
  of	
  50	
  simulations.	
  
**0.2%	
  also	
  converged	
  using	
  non-­‐adaptive	
  Gauss-­‐Hermite	
  quadrature	
  instead	
  of	
  mode-­‐and-­‐curvature.	
  	
  

Table	
  B.4:	
  Performance	
  of	
  adjustment	
  strategies	
  when	
  Wij	
  distorts	
  θθ ij	
  and	
  affects	
  Yij,	
  simulation	
  2.1A	
  
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  probability	
   Convergence	
  failure	
  
True	
  𝜃𝜃 	
   	
  
Unadj.	
   0.001	
   0.46%	
   0.006	
   0.006	
   94.8%	
   NA	
  
Adj.	
  for	
  Wij	
   0.003	
   0.95%	
   0.006	
   0.006	
   94.4%	
   NA	
  
Adj.	
  for	
  Wij	
  &	
  W.j	
   0.004	
   1.34%	
   0.006	
   0.006	
   93.8%	
   NA	
  
M-­‐MR	
  
NA	
  /	
  Unadj.	
   -­‐0.034	
   -­‐11.25%	
   0.008	
   0.009	
   89.0%	
   NA	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.041	
   -­‐13.80%	
   0.008	
   0.009	
   87.0%	
   NA	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.018	
   -­‐5.95%	
   0.009	
   0.009	
   88.4%	
   NA	
  
M-­‐SEM	
  
NA	
  /	
  Unadj.	
   0.019	
   6.21%	
   0.332	
   0.332	
   92.3%	
   12%*	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.012	
   -­‐3.95%	
   0.159	
   0.159	
   90.5%	
   0.6%*	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.003	
   0.97%	
   0.166	
   0.165	
   93.0%	
   0.6%*	
  
PV-­‐MR	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.038	
   -­‐12.75%	
   0.007	
   0.009	
   88.4%	
   NA	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.047	
   -­‐15.59%	
   0.008	
   0.010	
   85.8%	
   NA	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.018	
   -­‐6.07%	
   0.009	
   0.009	
   89.0%	
   NA	
  
Adj.	
  /	
  Unadj.	
   -­‐0.042	
   -­‐13.89%	
   0.007	
   0.009	
   88.0%	
   NA	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.052	
   -­‐17.29%	
   0.007	
   0.010	
   85.0%	
   NA	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.012	
   -­‐3.83%	
   0.009	
   0.009	
   88.8%	
   NA	
  
PV-­‐SEM	
  
Unadj.	
  /	
  Unadj.	
   0.003	
   0.84%	
   0.009	
   0.009	
   94.7%	
   2.4%**	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.003	
   -­‐1.13%	
   0.009	
   0.009	
   94.5%	
   2.2%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.020	
   6.56%	
   0.010	
   0.010	
   94.1%	
   2.2%	
  
Adj.	
  /	
  Unadj.	
   0.204	
   67.90%	
   0.007	
   0.049	
   29.9%	
   2.2%	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.003	
   -­‐1.15%	
   0.009	
   0.009	
   94.9%	
   2.0%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.029	
   9.55%	
   0.010	
   0.011	
   93.3%	
   2.0%	
  
*Using	
  non-­‐adaptive	
  Gauss-­‐Hermite	
  quadrature	
  based	
  on	
  failure	
  of	
  testing	
  set	
  of	
  50	
  simulations.	
  
**0.2%	
  also	
  converged	
  using	
  non-­‐adaptive	
  Gauss-­‐Hermite	
  quadrature	
  instead	
  of	
  mode-­‐and-­‐curvature.	
  	
  

Table	
  B.5:	
  Performance	
  of	
  analytic	
  and	
  adjustment	
  strategies	
  when	
  Wij	
  distorts	
  θθ ij	
  and	
  affects	
  θθ j	
  and	
  
Yij,	
  simulation	
  2.2A	
  
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  probability	
   Convergence	
  failure	
  
True	
  𝜃𝜃 	
   	
  
Unadj.	
   -­‐0.029	
   -­‐9.57%	
   0.006	
   0.007	
   94.0%	
   NA	
  
Adj.	
  for	
  Wij	
   0.003	
   1.08%	
   0.006	
   0.006	
   93.8%	
   NA	
  
Adj.	
  for	
  Wij	
  &	
  W.j	
   0.006	
   2.09%	
   0.008	
   0.009	
   93.4%	
   NA	
  
M-­‐MR	
  
NA	
  /	
  Unadj.	
   -­‐0.094	
   -­‐31.49%	
   0.007	
   0.016	
   72.2%	
   NA	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.042	
   -­‐13.88%	
   0.007	
   0.009	
   87.2%	
   NA	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.044	
   14.76%	
   0.017	
   0.019	
   91.4%	
   NA	
  
M-­‐SEM	
  
NA	
  /	
  Unadj.	
   -­‐0.101	
   -­‐33.62%	
   0.007	
   0.017	
   68.1%	
   4.8%*	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.055	
   -­‐18.29%	
   0.007	
   0.010	
   84.6%	
   0.0%*	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.007	
   -­‐2.46%	
   0.013	
   0.013	
   93.5%	
   1.4%*	
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PV-­‐MR	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.097	
   -­‐32.32%	
   0.007	
   0.016	
   71.0%	
   NA	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.043	
   -­‐14.41%	
   0.007	
   0.009	
   86.6%	
   NA	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.048	
   16.14%	
   0.017	
   0.019	
   89.8%	
   NA	
  
Adj.	
  /	
  Unadj.	
   -­‐0.097	
   -­‐32.18%	
   0.007	
   0.016	
   73.6%	
   NA	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.043	
   -­‐14.25%	
   0.007	
   0.009	
   87.2%	
   NA	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.049	
   16.50%	
   0.017	
   0.019	
   89.2%	
   NA	
  
PV-­‐SEM	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.077	
   -­‐25.65%	
   0.008	
   0.014	
   82.4%	
   0.0%**	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.021	
   -­‐7.05%	
   0.008	
   0.009	
   93.0%	
   0.0%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.069	
   23.11%	
   0.018	
   0.022	
   93.4%	
   0.0%	
  
Adj.	
  /	
  Unadj.	
   0.379	
   126.39%	
   0.014	
   0.158	
   1.0%	
   0.0%**	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.020	
   -­‐6.78%	
   0.008	
   0.009	
   93.0%	
   0.0%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   0.071	
   23.52%	
   0.017	
   0.022	
   93.4%	
   0.0%	
  
*Using	
  non-­‐adaptive	
  Gauss-­‐Hermite	
  quadrature	
  based	
  on	
  failure	
  of	
  testing	
  set	
  of	
  50	
  simulations.	
  
**	
  0.2%	
  and	
  0.4%	
  converged	
  using	
  non-­‐adaptive	
  Gauss-­‐Hermite	
  quadrature.	
  

Table	
  B.6:	
  Performance	
  of	
  analytic	
  and	
  adjustment	
  strategies	
  when	
  Wij	
  affects	
  θθ j	
  and	
  Yij,	
  simulation	
  
2.3A	
  
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  probability	
   Convergence	
  failure	
  
True	
  𝜃𝜃 	
   	
  
Unadj.	
   -­‐0.034	
   -­‐11.46%	
   0.006	
   0.007	
   93.0%	
   NA	
  
Adj.	
  for	
  Wij	
   -­‐0.002	
   -­‐0.82%	
   0.006	
   0.006	
   95.4%	
   NA	
  
Adj.	
  for	
  Wij	
  &	
  W.j	
   -­‐0.004	
   -­‐1.36%	
   0.008	
   0.008	
   95.2%	
   NA	
  
M-­‐MR	
  
NA	
  /	
  Unadj.	
   -­‐0.063	
   -­‐20.95%	
   0.007	
   0.011	
   82.4%	
   NA	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.035	
   -­‐11.72%	
   0.008	
   0.009	
   88.0%	
   NA	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.049	
   -­‐16.40%	
   0.009	
   0.012	
   86.8%	
   NA	
  
M-­‐SEM	
  
NA	
  /	
  Unadj.	
   -­‐0.073	
   -­‐24.35%	
   0.007	
   0.013	
   79.4%	
   4.8%*	
  
NA	
  /	
  Adj.	
  Wij	
   -­‐0.046	
   -­‐15.25%	
   0.007	
   0.009	
   89.0%	
   0.2%*	
  
NA	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.064	
   -­‐21.46%	
   0.009	
   0.013	
   85.0%	
   1.4%*	
  
PV-­‐MR	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.064	
   -­‐21.26%	
   0.007	
   0.011	
   83.2%	
   NA	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.036	
   -­‐12.11%	
   0.008	
   0.009	
   87.0%	
   NA	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.051	
   -­‐16.90%	
   0.009	
   0.012	
   85.6%	
   NA	
  
Adj.	
  /	
  Unadj.	
   -­‐0.064	
   -­‐21.48%	
   0.007	
   0.011	
   81.2%	
   NA	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.037	
   -­‐12.32%	
   0.008	
   0.009	
   87.2%	
   NA	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.051	
   -­‐17.16%	
   0.009	
   0.012	
   85.2%	
   NA	
  
PV-­‐SEM	
  
Unadj.	
  /	
  Unadj.	
   -­‐0.043	
   -­‐14.20%	
   0.008	
   0.010	
   92.0%	
   0.4%**	
  
Unadj.	
  /	
  Adj.	
  Wij	
   -­‐0.013	
   -­‐4.30%	
   0.008	
   0.008	
   95.6%	
   0.4%	
  
Unadj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.030	
   -­‐10.13%	
   0.010	
   0.011	
   93.8%	
   0.4%	
  
Adj.	
  /	
  Unadj.	
   0.308	
   102.61%	
   0.010	
   0.105	
   4.8%	
   0.6%***	
  
Adj.	
  /	
  Adj.	
  Wij	
   -­‐0.013	
   -­‐4.37%	
   0.008	
   0.008	
   95.8%	
   0.6%	
  
Adj.	
  /	
  Adj.	
  Wij	
  &	
  W.j	
   -­‐0.031	
   -­‐10.23%	
   0.010	
   0.011	
   94.2%	
   0.6%	
  
*Using	
  non-­‐adaptive	
  Gauss-­‐Hermite	
  quadrature	
  based	
  on	
  failure	
  of	
  testing	
  set	
  of	
  50	
  simulations.	
  
**0.2%	
  and	
  ***0.04%	
  also	
  converged	
  using	
  non-­‐adaptive	
  Gauss-­‐Hermite	
  quadrature	
  instead	
  of	
  mode-­‐and-­‐
curvature.	
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Table	
  B.7:	
  Performance	
  of	
  MR	
  versus	
  SEM	
  approaches	
  under	
  a	
  formative	
  causal	
  model,	
  setting	
  A	
  
	
   Bias	
   Relative	
  bias	
   Variance	
   MSE	
   Coverage	
  

probability	
  
Convergence	
  
failure	
  

Simulation	
  3.0:	
  Large	
  sampling	
  fraction	
  (0.50)	
   	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.002	
   0.63%	
   0.007	
   0.007	
   95.0%	
   NA	
  
M-­‐MR	
   -­‐0.004	
   -­‐1.47%	
   0.008	
   0.008	
   91.0%	
   NA	
  
M-­‐SEM	
   -­‐0.022	
   -­‐7.31%	
   0.007	
   0.008	
   91.9%	
   0.8%*	
  
EAP-­‐MR	
   -­‐0.004	
   -­‐1.42%	
   0.008	
   0.008	
   91.6%	
   NA	
  
EAP-­‐SEM	
   -­‐0.020	
   -­‐6.78%	
   0.008	
   0.008	
   92.1%	
   1.4%*	
  
PV-­‐MR	
   -­‐0.006	
   -­‐2.07%	
   0.008	
   0.008	
   91.8%	
   NA	
  
PV-­‐SEM	
   0.018	
   6.08%	
   0.009	
   0.009	
   95.2%	
   0.0%	
  
Simulation	
  3.1:	
  Small	
  sampling	
  fraction	
  (0.05)	
   	
  
True	
  𝜃𝜃 	
  &	
  𝜃𝜃 	
   0.000	
   0.00%	
   0.006	
   0.006	
   96.4%	
   NA	
  
M-­‐MR	
   -­‐0.026	
   -­‐8.79%	
   0.007	
   0.008	
   92.4%	
   NA	
  
M-­‐SEM	
   -­‐0.041	
   -­‐13.59%	
   0.007	
   0.008	
   92.2%	
   0.0%*	
  
EAP-­‐MR	
   -­‐0.026	
   -­‐8.71%	
   0.007	
   0.007	
   92.4%	
   NA	
  
EAP-­‐SEM	
   -­‐0.039	
   -­‐12.87%	
   0.007	
   0.008	
   91.4%	
   2.4%*	
  
PV-­‐MR	
   -­‐0.028	
   -­‐9.49%	
   0.007	
   0.008	
   92.0%	
   NA	
  
PV-­‐SEM	
   -­‐0.002	
   -­‐0.79%	
   0.008	
   0.008	
   96.4%	
   0.0%	
  

Table	
  B.8:	
  Organizations	
  &	
  networks	
  scale	
  item	
  location	
  and	
  fit,	
  unadjusted	
  one-­‐parameter	
  model	
  

Thresholds	
  are	
  the	
  locations	
  at	
  which	
  an	
  individual	
  has	
  a	
  probability	
  of	
  50%	
  of	
  selecting	
  that	
  response	
  category	
  or	
  
a	
  higher	
  one.	
  Threshold	
  1	
  is	
  thus	
  the	
  location	
  at	
  which	
  a	
  respondent	
  has	
  a	
  50%	
  probability	
  of	
  selecting	
  A	
  little	
  
important	
  or	
  Very	
  important	
  versus	
  Not	
  important	
  /	
  no	
  such	
  groups;	
  Threshold	
  2	
  is	
  the	
  location	
  at	
  which	
  a	
  
respondent	
  has	
  a	
  50%	
  probability	
  of	
  selecting	
  Very	
  important.	
  Higher	
  thresholds	
  indicate	
  ‘harder’	
  items	
  or	
  steps	
  –	
  
response	
  options	
  that	
  are	
  less	
  likely	
  to	
  be	
  selected	
  relative	
  to	
  lower	
  levels	
  of	
  endorsement	
  on	
  that	
  item.	
  	
  

Table	
  B.9:	
  Organizations	
  &	
  networks	
  scale	
  item	
  discrimination,	
  location,	
  and	
  fit,	
  unadjusted	
  two-­‐
parameter	
  model	
  

Item	
  stem	
   Threshold	
  1	
  	
   Threshold	
  2	
   Item	
  fit	
  (p	
  value)	
   Item	
  step	
  fit	
  (p	
  
value)	
  

School	
  groups	
   -­‐0.92	
   -­‐0.52	
   0.98	
  (0.157)	
   0.87	
  (<0.001)	
  
Political	
  groups	
   -­‐0.06	
   0.15	
   1.29	
  (<0.001)	
   1.14	
  (<0.001)	
  
Youth	
  groups	
   0.29	
   0.49	
   1.10	
  (0.001)	
   0.97	
  (0.096)	
  
Sports	
  groups	
  or	
  leagues	
   -­‐0.95	
   -­‐0.67	
   0.90	
  (0.005)	
   0.87	
  (<0.001)	
  
Women’s	
  groups	
  /	
  groups	
  that	
  
aim	
  to	
  support	
  women	
  

-­‐0.11	
   0.11	
   0.97	
  (0.106)	
   0.88	
  (<0.001)	
  

Men’s	
  groups	
  or	
  groups	
  that	
  
aim	
  to	
  support	
  men	
  

1.19	
   1.37	
   1.16	
  (0.001)	
   1.06	
  (0.069)	
  

Church	
  groups	
   -­‐1.13	
   -­‐0.86	
   0.88	
  (0.002)	
   0.84	
  (<0.001)	
  
Cultural	
  groups	
   -­‐0.48	
   -­‐0.22	
   1.02	
  (0.144)	
   0.98	
  (0.155)	
  

Item	
  stem	
   Item	
  discrimination	
  
(step	
  discrimination)	
  

Threshold	
  1	
  	
   Threshold	
  2	
   Item	
  fit	
  (p	
  
value)	
  

Item	
  step	
  fit	
  
(p	
  value)	
  

School	
  groups	
   -­‐1.83	
  (2.24)	
   -­‐12.00	
   -­‐0.41	
   0.94	
  (0.016)	
   0.99	
  (0.198)	
  
Political	
  groups	
   -­‐1.57	
  (1.03)	
   0.14	
   0.20	
   1.00	
  (0.216)	
   1.01	
  (0.199)	
  
Youth	
  groups	
   -­‐1.80	
  (1.73)	
   0.51	
   0.53	
   0.97	
  (0.068)	
   1.00	
  (0.237)	
  
Sports	
  groups	
  or	
  leagues	
   -­‐2.17	
  (3.59)	
   -­‐12.00	
   -­‐0.47	
   0.95	
  (0.045)	
   0.99	
  (0.213)	
  
Women’s	
  groups	
  /	
  groups	
  
that	
  aim	
  to	
  support	
  
women	
  

-­‐2.13	
  (2.55)	
   0.11	
   0.12	
   0.96	
  (0.061)	
   0.99	
  (0.202)	
  

Men’s	
  groups	
  /	
  groups	
  that	
  
aim	
  to	
  support	
  men	
  

-­‐1.45	
  (1.29)	
   1.73	
   1.73	
   0.99	
  (0.210)	
   1.01	
  (0.208)	
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Figure	
  B.9:	
  Explanation	
  for	
  reduction	
  in	
  bias	
  controlling	
  for	
  𝑾𝑾.𝒋𝒋	
  when	
  Wij	
  distorts	
  measurement	
  
For the purpose of this illustration, we remove the item model and assume that the latent trait 𝜃𝜃  
is observed as 𝑋𝑋∗  without the need to calculate from items back to person scores. The structural 
models are: 

𝑈𝑈 ~𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(0.25)	
  
𝑊𝑊 = 𝑈𝑈 	
  

𝑊𝑊. =
1
𝑛𝑛 𝑊𝑊 	
  

𝑈𝑈 ~𝑁𝑁 0, 𝜏𝜏 	
  
𝜃𝜃 = 𝑈𝑈 	
  
𝑈𝑈 ~𝑁𝑁 0,   𝜌𝜌 	
  	
  
𝜃𝜃 = 𝛽𝛽 𝜃𝜃 + 𝑈𝑈 	
  
𝑋𝑋∗ = 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝑊𝑊 	
  

	
  
We decompose 𝑋𝑋.∗ and express it in terms of the quantity it is intended to capture, 𝜃𝜃 : 

𝑋𝑋.∗ =
1
𝑛𝑛 𝑋𝑋∗  

  

𝑋𝑋.∗ =
1
𝑛𝑛 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝑊𝑊  

  

𝑋𝑋.∗ =
1
𝑛𝑛 𝛽𝛽 𝜃𝜃 +

1
𝑛𝑛 𝛽𝛽 𝑊𝑊  

 

𝑋𝑋.∗ = 𝛽𝛽
1
𝑛𝑛 𝜃𝜃 + 𝛽𝛽 𝑊𝑊.  

  

𝑋𝑋.∗ = 𝛽𝛽
1
𝑛𝑛 𝛽𝛽 𝜃𝜃 + 𝑁𝑁 0, 𝜌𝜌 + 𝛽𝛽 𝑊𝑊.  

 

𝑋𝑋.∗ = 𝛽𝛽 𝛽𝛽 𝜃𝜃 + 𝑁𝑁 0, 𝜌𝜌 𝑛𝑛 + 𝛽𝛽 𝑊𝑊.  
  

𝑋𝑋.∗ = 𝛽𝛽 𝛽𝛽 𝜃𝜃 + 𝛽𝛽 𝑁𝑁 0, 𝜌𝜌 𝑛𝑛 + 𝛽𝛽 𝑊𝑊.  
 

𝑋𝑋.∗− 𝛽𝛽 𝑁𝑁 0, 𝜌𝜌 𝑛𝑛 + 𝛽𝛽 𝑊𝑊. = 𝛽𝛽 𝛽𝛽 𝜃𝜃  
 

Church	
  groups	
   -­‐3.28	
  (3.35)	
   -­‐12.00	
   -­‐0.63	
   0.95	
  (0.061)	
   1.00	
  (0.248)	
  
Cultural	
  groups	
   -­‐1.46	
  (2.28)	
   -­‐12.00	
   -­‐0.16	
   0.94	
  (0.010)	
   0.99	
  (0.213)	
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𝑋𝑋.∗− 𝛽𝛽 𝑁𝑁 0, 𝜌𝜌 𝑛𝑛 + 𝛽𝛽 𝑊𝑊.

𝛽𝛽 𝛽𝛽 = 𝜃𝜃  

 

In a general case, the difference between the proxy 𝑋𝑋.∗ and 𝜃𝜃  is a function of: 
§ 𝛽𝛽  - the path coefficient between 𝜃𝜃  and 𝜃𝜃  
§ 𝛽𝛽  - the path coefficient between 𝜃𝜃  and 𝑋𝑋∗   
§ Sample variance of 𝜃𝜃   
§ 𝛽𝛽  - the path coefficient between 𝑊𝑊  and 𝑋𝑋∗  
§ Aggregate 𝑊𝑊. .  

 
In the specific simulations in this research, 𝛽𝛽 = 𝛽𝛽 = 0, so this difference simplifies to: 
 

𝑁𝑁 0, 𝜌𝜌 𝑛𝑛 + 𝛽𝛽 𝑊𝑊.  
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C. APPENDIX TO CHAPTER 4 
Table	
  C.1:	
  Intervention	
  engagement	
  questionnaire	
  
Item	
   Response	
  options	
  
335	
  Heard	
  /	
  seen	
  OMC	
   Dichotomous	
  (Yes/no)	
  
336	
  Spoken	
  with	
  OMC	
  rep	
   Dichotomous	
  (Yes/no)	
  
337	
  OMC	
  rep	
  came	
  to	
  my	
  house	
   Dichotomous	
  (Yes/no)	
  
338	
  Received	
  OMC	
  literature	
   Dichotomous	
  (Yes/no)	
  
339	
  Received	
  condoms	
  from	
  OMC	
   Dichotomous	
  (Yes/no)	
  
340	
  /	
  347	
  Attended	
  or	
  seen	
  an	
  OMC	
  talk	
  or	
  discussion	
  group	
  	
   Dichotomous	
  (Yes/no)	
  
342	
  Number	
  of	
  times	
  participated	
  in	
  OMC	
  workshops	
   Categorical:	
  0,	
  1,	
  2-­‐6,	
  7+	
  
343	
  Know	
  of	
  an	
  OMC	
  CAT	
  in	
  this	
  village	
   Dichotomous	
  (Yes/no)	
  
344	
  Member	
  of	
  OMC	
  CAT	
   Dichotomous	
  (Yes/no)	
  
345	
  Seen	
  OMC	
  performance	
   Dichotomous	
  (Yes/no)	
  
346	
  Been	
  to	
  an	
  OMC	
  video	
  presentation	
   Dichotomous	
  (Yes/no)	
  
348	
  Seen	
  any	
  OMC	
  murals	
  in	
  village	
   Dichotomous	
  (Yes/no)	
  
349	
  Participated	
  in	
  any	
  way	
  to	
  create	
  mural	
   Dichotomous	
  (Yes/no)	
  
350	
  Participated	
  in	
  Red	
  Card	
  Campaign	
  with	
  OMC	
   Dichotomous	
  (Yes/no)	
  
351	
  Participated	
  in	
  OMC	
  soccer	
   Dichotomous	
  (Yes/no)	
  
352	
  Been	
  to	
  OMC	
  protest	
  /	
  rally	
   Dichotomous	
  (Yes/no)	
  
357	
  Leaders	
  spoken	
  to	
  you	
  about	
  OMC	
   Dichotomous	
  (Yes/no)	
  
355	
  Feel	
  part	
  of	
  OMC	
   Dichotomous	
  (Yes/no)	
  
OMC:	
  One	
  Man	
  Can;	
  CAT:	
  community	
  action	
  team	
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