
Lawrence Berkeley National Laboratory
Recent Work

Title
MEASUREMENTS OK PROTON-PROTON SCATTERING IN THE ENERGY REGION 150 TO 340 
MEV

Permalink
https://escholarship.org/uc/item/38h8b5s6

Author
Pettengill, Gordon H.

Publication Date
1954-12-06

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/38h8b5s6
https://escholarship.org
http://www.cdlib.org/


'1 
\ 

UNIVERSITY OF 

CALIFORNIA 

~~ 1' I uuzatum ... 

TWO-WEEK LOAN COPY 

This is a library Circulating Copy 
which may be borrowed for two weeks. 
For a personal retention copy, call 

Tech. Info. Dioision, Ext. 5545 

· BERKELEY, CALIFORNIA 



DISCLAIMER -

This document was prepared as an account of work sponsored by the United States 
Government. While this document is believed to contain correct information, neither the 
United States Government nor any agency thereof, nor the Regents of the University of 
California, nor any of their employees, makes any warranty, express or implied, or 
assumes any legal responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights. Reference herein to any specific commercial product, 
process, or service by its trade name, trademark, manufacturer, or otherwise, does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof, or the Regents of the University of 
California. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Government or any agency thereof or the Regents of the 
University of California. 



UCRL-2808 
Unclassified Physics 

UNIVERSITY OF CALIFORNIA 

Radiation Laboratory 
Berkeley, California 

Contract No. W-7405-eng-48 

MEASUREMENTS ON PROTON-PROTON SCATTERING 
IN THE ENERGY REGION 150 TO 340 MEV 

Gordon H. Pettengill , 
{Thesis) 

Dec~mber 6, 1954 

.·. 

Printed for the U. S. Atomic Energy Commission 

' ', ~ 



I 

-2-

MEASUREMENTS ON PROTON-PROTON SCATTERING 
IN THE ENERGY REGION 150 TO 340 MEV 

Contents 

Abstract, 

Introduction 

II Small-Angle Experiment 

A. Experimental Design 
l) General 
2) Target 
3) Geometry and Counters 
4) Electronics 

B, Procedure, 
l» Line -up 
2) Delays and Plateaus 
3) Range Curves and Alignment Checks 
4) Taking Data 

C, Data Reduction and Errors , 
l) Cross Section Calculations 
2) Polarization Calculations 

III Attenuation Experiment 
A, Method, 

l) General Description and Layout 
2) Collimation and Energy Reduction 
3) Target and Counters 
4) Electronic and Photographic Set-up 

B. Procedure, 
l) Line -up 
2) Range Curves and Beam Homogeneity 
3) Taking Data 

C. Data Reduction and Errors 
l} Reading the Film 
2) Calculations 
3} Corrections 
4) Errors 

4 

5 

7 

. 22 

. 26 

0 36 

. 41 

. 47 



-3-

IV Discussion 

A. Small-Angle Cross Section. 

B. Small-Angle Polarization 

C. Attenuation Cross Section and the 
Charge -independent Inequality. 

V Conclusion 

VI Acknowledgments 

Appendices 

A. Pile -up and Accidentals 

B. Small-Angle Scattering Geometry 

C. Angular Resolution 

D. Asymmetry for Counter of Finite Extent 

E. Error in Asymmetry Due to Misalignment 

F. Geometry for Attenuation Experiment 

References 

55 

57 

60 

63 

64 

65 

70 

... 

-~ 



• 

-4-

MEASUREMENT ON PROTON-PROTON SCATTERING 
IN THE ENERGY REGION 150 TO 340 MEV 

Gordon H. Pettengill 
(Thesis} 

Radiation Laboratory, Department of Physics 
University of California, Berkeley, California 

December 6, 1954 

ABSTRACT 

The 300-Mev proton-proton differential scattering cross section 

and polarization have been measured for center -of -mass scattering 
0 0 

angles between 6. 5 and 21. 7 . Measurements of the integrated differ-

ential proton-proton cross section for angles between 20° and 90° cen­

ter-of-mass have also been carried out by measurement of attenuation 

in liquid hydrogen at mean energies of 160, 230, and 330 Mev. In both 

sets of experiments the incident beam was counted directly. An indica­

tion of destructive interference was noted in the· small-angle region where 

Rutherford and purely nuclear effects are comparable. The attenuation 

measurements give a value of cr.os s section in agreement with previous 

work at this laboratory. The hypothesis of charge -independent nuclear 

forces seems not be be violated . 
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MEASUREMENTS ON PROTON-PROTON SCATTERING 
IN THE ENERGY REGION 150 TO 340 MEV 

Gordon H. Pettengill 
(The sis} 

Radiation Laboratory, Department of Physics 
University of ·California, Berkeley, California 

December 6, 1954 

I. INTRODUCTION 

There has accumulated in the last few years considerable experi-

1 l 't . 1 - 11 h b" f . . . h menta 1 erature on t e su Ject o proton-·proton scatter1ng 1n t e 

energy region 100 to 400 Mev. Theoretical attempts 11 - 22 to fit data in 

this. energy region with the results of low-energy experiments have met 

with only limited success, particularly if charge -independent interaction 

potentials are assumed, and agreement with high-energy neutron-proton 

scattering is demanded. 

In the present difficult situation, a few certainties stand ouL De­

spite its simple, almost constant angular distribution, the magnitude of 

the proton-proton scattering cross section in this energy region requires 

contributions from partial waves with angular momenta high.er than 
1 

zero. This same expected conclusion must be drawn from the forward-

k d t f t h . h t t 1 . . d 23-27 pea e aspec o recen 1g -energy pro on-pro on po anzatlon ata. 

In fact, the hope of determining the degree to which the higher -order 

partial waves are present led to the inclusion of polarization in the 

small-angle program presented here in Chapter II and discussed in Chap­

ter IV. 

The behavior of the proton-proton cross sections in the small­

angle region, where interference between Rutherford and purely nuclear 

scattering becomes important, has been of recent interest. 
18

• 21 Here 

information is sought to permit a selection between self-consistent 

groups of phase shifts determined from the larger-angle, purely nuclear 

scattering data. The experimental data obtai ned in Chapter II round out 

the earlier work of Chamberlain, Segre, and Wiegand 
1 

at this energy, 

and is complementary to the recent work of Garrison 9 and of Fischer 

and Goldhaber. 
10 

Several authors 
1

' 
28

• 29 have pointed out the existence of~ set of 
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inequalities which form a necessary restriction on the behavior of the 

neutron-proton and proton-proton scattering cross sections, if the law 

of charge -independence of nuclear reactions is to be obeyed. These are 

quite general, a?d make no assumptions as to the specific nature of the 

potential assumed. They hold equally well for interactions not describ­

able by a potential. 

In view of the general applicability of these inequalities, and the 
3-5 fact that some of the recent high-energy proton-proton data have 

appeared to satisfy them only marginally, 29 it was felt desirable to 

measure the proton-proton scattering cross section by an independent 

method. The existing differential scattering data might then be accu­

rately normalized and checked. The failure of the hypothesis of charge­

independent nuclear forces would be important physical information. 

Chapter III describes a measurement of total proton-proton scattering 

at three energies, made by observing the attenuation occurring in a 

liquid-hydrogen target. 
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IL SMALL-ANGLE EXPERIMENT 

A. Experimental Design 

1. General 

The chief problem encountered in high-energy proton-proton scat­

tering at small angles is the high background. There are two sources of 

this high background: {a) scattering from the material through which the 

beam must pass to enter and leave the target, and {b~ scattering from 

the edges of the collimator that serves to establish the size and direc­

tion of the incident beam. Background from the former source is pri­

marily elastic diffraction scattering from the wall materials of the tar­

get, if liquid, or other elements in the compound if a hydrogenous com­

pound is used. There is no way of distinguishing between the diffraction 

scattering and the desired hydrogen scattering, since both take approx­

imately the same route to the detector and have the same energy at these 

small angles (the additional detection of the proton partners in the p-p 

case is not possible because of their vanishing energy}. Therefore, the 

relative hydrogen content of the target must be kept as high as possible. 

With diffraction cross sections of about 10-
24 

cm 2 /steradian for carbon 

at small angles, and proton-proton (laboratory system} cross sections 

in the neighborhood of 2xlo-
26 

cm 2/steradian, the problem is not minor. 

The hydrogenous compound is seen to be ruled out immediately in favor 

of the liquid. The thickness of liquid hydrogen has an upper limit set 

by the multiple scattering, energy degradation, and deterioration of 

angular. resolution permitted. Thus we see that the maximum perm is­

sible wall thickness is fairly well determined (say, by assuming hydro­

gen effect equal to background at worst angle). It turns out that in this 

. experim.ent it is just possible to meet the safety and insulation require­

ments of liquid hydrogen and still stay within this upper limit on the wall 

thickness. A description of the target actually used appears in a later 

section. 

The problem of avoiding prohibitive amounts of collimator spray 

background (beam particles scattered by the collimator material} may 

be attacked from either of two rather different directions. It may be 

possible to deflect, prec.ollimate, and analyze the internal beam of the 
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cyclotron in such a way that it passes cleanly through the final collimator 

into the experimental area without scraping the collimator sides" In 

order to obtain satisfactory results, this method requires that the cir­

culating beam be deflected by a process that preserves the homogeneity 

of the beam energy. Electrostatic deflection meets this requirement but 

scattering from an internal target does not. In particular, the polarized 

beam obtained by scattering from an internal target in the 184-inch 

Berkeley synchrocyclotron has a broad distribution in energy and emer­

gent angle as it reaches the last (48-inch~collimator. Since we wished 

to do a small-angle scattering experiment using the polarized beam, in 

order to obtain simultaneously the polarization and cross section, some 

other means of reducing the effects of collimator spray had to be sought. 

Another :method of reducing the background encountered from col­

limator spray at small angles consists of requiring a coincidence between 

two counters placed in the path of the beam just before it strikes the tar­

geL Such a system of electronically defining an allowed trajectory was 

employed in this experiment. Figure 1 displays the geometrical fea­

tures of the method. It is clear that scattering from counter No. 2 adds 

to the background discussed under {a} of this section, and that this coun­

ter :imust therefore be kept as thin as possible, even at the sacrifice of 

some counting efficiency. 

This collimation method, although reducing background, places a 

rather severe restriction on the counting rate. Because the beam in­

cident on the scattering target is being counted with the scattered pro­

tons in coincidence, the limitations imposed by the finite resolution 

time of the concidence and scaling systems, together with the beam time 

structure of the cyclotron, determine a maximum allowable flux of par­

ticle s" This is shown in a later section to be on the order of l 000 pro­

tons per second" 

If the scattering data are to be collected in a reasonable length of • 

time without exceeding the restrictions on the incident beam, the solid 

angle viewed by counter No. 3 must be as large as possible. For best "!. 

angular resolution at a given solid angle, the counter must take the shape 

of an annulus centered on the beam" Because the construction of such 

a counter is a moderately complicated undertaking, the same counter is 
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used for takirig data at all the desired angles of scattering by changing 

the distance between it and the tar~et. Two such positions are shown in 

Fig. 1. A photograph of the over -all experimental setup during a run is 

shown in Fig. 2. 

2. Target 

The target chosen for this experiment is of a type used first at 

Chicago. Polystyrene foam (trade name styrofoam) provides both con­

tainer and insulation for the liquid hydrogen. Although the rate of loss 

of liquid hydrogen is substantially greater in this type of target than in a 

vacuum- jacketed metal target, the cost and complexity are sign~ficantly 

less. The wall-to-hydrogen ratio {in grams per square centimeter} may 

be made somewhat smaller for this type of target, and since the wall is 

of lower-Z material, the diffraction scattering from it is much less. 

During the early stages of this series of experiments, ari attempt was 

made to construct a metal target of suitable size. The severe contrac­

tion under cooling when the hydrogen was introduced, however, caused 

repeated failures. All in all, the adoption of the styrofoam target was 

felt to be a happy solution to many of the target problems. 

A cross-sectional diagram of the target used appears in Fig. 3, 

with the important dimensions indicated. The total window thickness 

through which the beam passes in traversing the target is 2. 5 inches or 

0. 22 g/cm
2 

of styrofoam. Above the windows viewing the liquid hydro­

gen is a duplicate "set, which can be brought into alignment with the beam 

by lowering the target 6 inches. By maintaining the liquid hydrogen 

level well below ~he upper set of windows but sufficiently above the lower 

to ensure hydrogen in the lower path at all times, we were able to take 

frequent interspaced measurements of background and background plus 

effect. Thus effects due to slow variations in ambient background and 

possible slight shifts in counting efficiencies were minimized, The po­

sition of the target wher~in the beam passes through the upper set of 

windows is called the "blank" position; the position that sends the beam· 

through the lower windows is called the "hydrogen" or "empty" position 

depending on whether the target contains liquid hydrogen or not. Care­

ful measurements of the ratio of "empty" to "blank" before filling the 
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Fig. 2. Photograph of small-angle experi­
mental setup . 
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Fig. 3. Cross section of thin-walled styro­
foam liquid-hydrogen target. 
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target indicate that the blank position fulfills its role to within a few per­

cent, 

The level of liquid hydrogen in the target is measured by the change 

in capacitance of a coaxial condenser immersed in the liquid to one side 

of the beam path. This condenser determines the frequency of an asso­

ciated radiofrequency oscillator whose output is led back to the data­

taking position and allows a continuous monitoring of the target condi­

tion, Dr. Clyde Wiegand of this laboratory has constructed and tested 

this liquid-level indicator, and has succeeded in making it an extremely 

reliable and sensitive device. 

The bottom 5 inches of the inner styrofoam box is fitted with a 

nickel liner insert. This nickel liner has 0. 0004-inch windows through 

which the beam passes, but sufficiently thick sides (0. 015 inch} to main­

tain its rigidity. The end windows are too thin to produce any appreci­

able scattering of the beam. Since the liquid hydrogen level is main­

tained at approximately 6 inches, this liner is normally overfilled and 

acts to deflect bubbles generated by boiling of the hydrogen at the bot­

tom and sides of the inner styrofoam box and to keep them out of the 

region seen by the beam. It is also felt that this liner furnishes a de­

gree of safety in the event that the inner styrofoam box should rupture. 

Fortunately, this second feature has never been put to a test. It is in-
' 

teresting to note that during filling and evaporation of the liquid hydro-

gen in the target the point where the liquid level reaches the nickel 

liner top was apparent as a brief pause in the change of leveL This en­

sures that the liner has no significant leaks and also provides an addi­

tional calibration of the level indicator. 

The helium-filled end caps are necessary to prevent the forma­

tion of ice by condensation of moisture on the thin styrofoam windows. 

3. Geometry and Counters 

The scattering geometry is shown schematically in Fig. l. The ·. 
lateral scale has been expanded by a facfwr of four to show more clearly 

the angles defined by the various counters. 

The polarized beam used in this experiment is obtained by scatter­

ing the internal proton beam of the 184-inch Berkeley cyclotron from a 

1 -inch-thick beryllium target. As demonstrated in previous experi-
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23' 30 h" b . h" hl 1 . d ments, t 1s earn 1s 1g y po .ar1ze . The scattered beam is an-

alyzed and brought out by the fringing field of the main cyclotron mag-

net, through a first collimating slit, a further bending magnet. and 

then into a 48-inch-long collimator through concrete shielding into the 

experimental area. Range and second-scattering experiments
26 

show 

that this beam has an energy of approximately 310 Mev and a polariza­

tion of 0. 74 ± 0. 02. This last collimator is a brass insert whose inside 

diameter is 0. 5 inch for the first 38 inches of length and then widens out 

to 0. 75 inch for the last 10 inches. This opening of the exit end provides 

some shielding of collimator· scattering at larger angles, but offers es""' 

sentially no assistance at the small angles considered in this experi-

ment. Its use here is a matter of convenience only. 

The first counter is placed as close to the exit end of this collima­

tor as is possible, and the second as close to the target as possible, 1n 

order to keep the lever arm of their collimation as long as possible. The 

length of the experimental area is limited by heavy shielding blocks at 

the rear, and there is a premium on using it efficiently. 

Counter No. l is a box of thin lucite 3 by 3 inches square by 0. 5 

inch p. 27 g/cm2 ) thick, containing terphenyl dissolved in phenylcyclo­

hexane as a liquid scintillator. This active volume is viewed through 

a lucite light pipe by a type 5819 RCA photomultiplier tube. The optical 

efficiency is quite good; direct measurements show that for protons of 

this energy the pulse-height resolution is a distribution roughly 20 per­

cent wide at half maximum ~see Fig. 16). 

Counter No. 2 is a disc of plastic scintillator 0. 75 inch in diame­

ter by 1/16 inch {0. 159 g/cm
2

) thick, viewed edgewise by two type 5819 

photomultipliers connected in paralleL The shadow of this counter in 

the beam scattered from the collimator or first counter is shown by 

dotted lines in Fig. 1. It will be seen that in order to pass through 

' . 

counters Nos. 1, 2, and 3 a particle must be scattered either from coun- ·"· 

ter No. 2 or from the target. The edges of this shadow, of course, are 

blurred by multiple scattering in the liquid hydrogen; for the 2. 80 g/ cm
2 

of hydrogen in the target, the rms angle of deviation is 0. 5°. At the 

minimum laboratory-system scattering angle of 3°, counter No. 3 is 

still well protected from any undesired particles. 

i ... 
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Counter No. 3 is a split annular-type counter, divided into two 

parts along a vertical diameter as shown in Fig. 4. It is designed to be 

rotated about an axis parallel to the incident beam in order to verify that 

the response of the two counter halves is equaL Each half of the counter 

is viewed by 3 type 5819 photomultipliers connected in paralleL It is 

furnished with a set of iron ring absorbers variable in steps of 5 g/cm 2 

out to 100 gj cm2 . As shown by the derivation in Appendix C, it is de·­

sirable to place counter No. 3 as far as possible from the target in order 

to minimize the effect of finite target size on the angular resolution. 

The limited extent of the experimental area prevents a complete 

optimizing of the scattering geometry in this experiment. Referring to 

Fig. 5, it may be seen that increasing·the distance~ from the center of 

the target to the rear counter No. 3 ~and, of course, increasing the 

counter radius ~to maintain the same angle of measurement) would not 

greatly improve the angular resolution at the smallest angles, since this 

is set by multiple scattering in the target and the necessary solid angle 

subtended by the rear counter. At the larger angles obtained by decreas­

ing the distance ~and maintaining the counter radius ~· however, the 

resolution is seriously degraded by the finite extent of the targeL Un­

fortunately, this is the consequence of limited space and this type of 

counter design. 

One other piece of equipment deserves mention here. A method is 

needed to change the angle of measurement and at the same time main­

tain accurate alignment of counter No. 3 with respect to counters Nos. 

1 and 2 and with the beam. ][t was finally decided that a track resembling 

closely an optical bench provided the most satisfactory solution. This 

track is aligned photographically with the beam as described in a later 

section and allows counter No. 3 to be moved precisely and reproducibly. 

4. Electronics 

The electronics for this experiment were centered around a fast 

lt . 1 . . "d 't 31 d f t 1· . . 32 B th f mu 1p e -1nput co1nc1 ence un1 an a as sea .1ng C1rcu1t. o o 

these were adapted and constructed by Dr. Clyde Wiegand of this labora­

tory. It should be emphasized that it was the development of the scaling 

circuit with 10-8 -second resolution that made this experiment feasible. 

A block diagram of the electronic system is shown in Fig. 6. The 
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high-voltage connections to the photomultipliers are not shown. The 

operation of the system is as follows: a proton passes through counters 

Nos. 1 and 2 and registers a coincide-nce count on the fast scaler. If 

this particle scatters into either the "east" or "west" sides of the an­

nular counter, then there is in addition a count from the corresponding 

'side of the next coincidence circuit. 

The method of producing the polarized beam leads to a fine struc­

ture with respect to time of the probability of receiving beam protons. 

The internal beam of the cyclotron occupies about 30° of the phase of 

the 16. 7 me/ sec radiofrequency accelerating voltage. For a moderate 

time after the internal beam has been accelerated out to the maximum 

usable radius, the internal target strips off a fraction of the particles 

and sends them on to the experimental area. Therefore, the time 

structure of the beam consists of 60 course-structure bursts per sec­

ond (the repetition rate of acceleration cycles), each of which contains 

roughly 200 fine-structure bursts 0. 5 x 10-
8 

second wide and spaced 
-8 33 6. 0 x l 0 second apart. 

As the resolving time of the electronic circuits used in the pre-
-8 . 

sent experiment is about 2 x 10 second, it may be said that there are 

about 12, 000 fine -structure bursts each second. It is seen that this is 

equivalent to sorting all beam particles into very short time intervals 

(of which there are 12,000 per second}. Any two counter pulses occur­

ring within one of these fine-structure bursts appear to the counting 

equipment as simultaneous. 

There are at least two varieties of error that are introduced by 

failure of the system to resolve. If two legitimate beam particles ar­

rive during the same fine -strud: ure burst, the monitoring system sees 

them as one, but th.e probability that at least one of them scatters is 

doubled. Thus, the apparent cross section is raised. Or there may be 

a collimator-scattered particle traveling directly to the annular counter 

accompanied by a legitimate particle traversing counters Nos. 1 and 2, 

which opens the gate and allows the undesired particle to be counted as 

a scattering event. Events of this kind appear as an increase in the 

background. 

The probabilities of occurrence of these effects are worked out in 
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Appendix A. In our case, the -r: appearing in the Poisson law is an ef­

fective resolving time, including effects of the machine 1 s duty cycle and 

the finite resolving time of the counter-coincidence system. Concep­

tually, it is probably easier to visualize the reciprocal, 1 /r, which is 

the number of effective resolving times occurring per second. From 

the preceding discussion it is clear that 1/T is equal to the effective 

number of fine-structure bursts per second, for our system. Thus, 

if NT<< 1, NT /2 is the fraction of double pulses occurring, and NT is the 

factor by which collimator spray is suppressed. 

If the pulse received from counter No. 1 is longer than the width 

of a fine-structure burst, then two or more protons passing through the 

pulse-height counter No. 1 in the same window give an output pulse at 

least twice as great as normal. Therefore, the output from counter No. 

1 is split off, run through a 4:1 attenuator, and placed in coincidence with 

counter No. 2. This attenuated channel is called 1 *and the coincidence 

rate 1 * -2 is a direct measure of multiple pile -up. 

Figure 7 shows the relative pulse heights in Channels 1 and 1 *, 
for a single- and for a double -proton pulse. The procedure followed to 

set the pulses to these levels is described in a later section. Fluctua­

tions in the coincidence threshhold for the l * channel due to varying 

pulse heights in the No. 2 channel were minimized by running the No. 2 

counter far up on its plateau, i.e. by making certain that every No. 2 

. pulse completely cut off the corresponding input coincidence tube. Fig­

ure 7 indicates that the full width at half maximum of the pulse -height 

distribution of counter No. 1 should be significantly better than 50 per­

cent if separation is to be reliably achieved. The observed value of 

approximately 20 percent (see Fig. 16) is felt to be adequate. 

The possibility of using the 1 * -2 coincidences in anticoincidence 

with both 1-2 and 1-2-3 events {and thus eliminating the effects of colli­

mator spray and high 1-2 counting rates) was considered, but was pre­

vented by existing equipment limitations. 

The correction necessitated by pile-up in the 1-2 channel was made 

by dividing the final values of cross section by the factor 1 + :~C~)) , 
where n(x-y) is the x-y coincidence counting rate. Because the cross 

section data were all taken at the same 1-2 counting rate, the relative 

" 
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values were unaffected. The collimator spray contribution, of course, 

was removed in the background subtraction. 

B. Procedure 

1. Line -up 

Line -up was accomplished by exposing film at four points along the 

beam path in the experimental area. X-ray-type film was placed adjacent 

to counters No. l and No. 2, and at the two extreme positions on the 

bench supporting counter No. 3. The film holders were designed to 

puncture the film in a way that allowed the processed film to be repro­

ducibly replaced. By sighting through h0les punched in the center of the 

beam pattern in these films, counters Nos. l and 2 and the target were 

placed successively in alignment with the beam. 

The defining counter {No. 2) required the most critical alignment, 

since it partially determined the effective beam center line and there­

fore the scattering angle. It is estimated that this alignment was made 

to within ±1/32 inch. The placement of counter No. 1 was not critical 

as long as it covered the 0. 75-inch diameter exit hole of the collimator. 

The same was true of the target 1 s 4-inch windows with respect to coun­

ter No. 2. The bench supporting counter No. 3 was brought into line 

with the beam by the aid of two jigs with crosshairs set to mark the cen­

ter of counter No. 3 when in position on the bench. The chief difficulty 

in this alignment was due to the spreading of the beam by multiple scat­

tering along the air path. The error assigned here is ±1/8 inch at the 

forward end p 0° position) and ±l /4 inch at the rear p 0 position) of the 

counter bench. 

2. Delays and Plateaus 

J'o speedup the adjustment of the electro~ics, a 3.20 g/cm
2 

car­

bon target was placed in the beam following counter No. 2. The diffrac­

tion scattering at small angles from this target provided a copious source 

of elastically scattered protons to facilitate bringing counter No. 3 into 

proper coincidence. 

With the voltages on the photomultipliers set to reasonable (pre­

viously determined) values, the l-2 coinCidence rate was measured as a 
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function of relative delay of the signal from counter No. 1 with respect 

to that from counte.r No. 2. The singles count from counter No. 1 was 

used to monitor the beam. Similarly the two halves of counter No. 3 

were each brought into coincidence with counters No. 1 and No. 2. Fol­

lowing this, curves of coincidence counting rates versus photomultiplier 

voltage were taken, in order to ensure that all desired pulses from the 

counters were being accepted. From these plots suitable operating 

points were selected. 

Figure 7 shows the relative pulse conditions in Channels 1 and 1 *, 
together with the response in both channels due to varying the photomul­

tiplier voltage on counter No. 1. The data shown here were taken with 

such .a weak beam that the 1*-2 counts due to pile-up could be neglected. 

The voltage was set as shown by the arrow, as far up on the plateau of 

No. 1 as possible but before the toe of No. 1 *. 
-8 

The comparatively broad pulses (2 x -10 second) used here al-

lowed the photomultiplier voltages to be changed over large ranges with­

out upsetting the delay conditions. At any rate, quick checks of the de­

lays were always made after selecting the operating voltages. 

3. Range ,Curves and Alignment Checks 

After the. electronics were set up, a range curve was taken of the 

protons scattered from the carbon target previously described. This 

curve, shown in Fig. 8, provided a further check that we were observing 

the desired particles. Extrapolating back through t~e target and coun­

ters, one can see that the range of the incident beam was approximately 

equivalent to 80 g/cm2 of copper. This corresponds to an incident en­

ergy of about 310 Mev, 
34 

and is in good agreement withprevious meas­

urernents
30 

under the same operating conditions. The data used in the 

final determination of cross section and polarization were all taken with 

1. 5 inches po g/cm2 ~ of iron absorber in front of counter No. 3. This 

requirement on the energy of the scattered particles further prevented 

undesired particles from being counted. 

By r·otating counter No. 3 through 90° around the beam axis, one 

can measure differences in counting rate produced by scattering up or 

down in a vertical plane {at right angles to the original scattering plane 

which produced the polarizationL and check vertical alignment of the 
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system. That there be no scattering asymmetry in this plane is a basic 

requirement of invariance of the system to reflections in space and 

time. 
35 

If a carbon target is used for which the differential scattering 

cross section is known to change rapidly with angle in this angular re­

gion, then we have a sensitive measure of how well the apparatus is 

aligned with the beam in the vertical dimension. Turning the counter 

90° in the other direction from the normal position then interchanges the 

two counter halves up and down, and provides an independent check on 

the equivalence of response of the two halves of counter No. 3. 

This method does not, of course, ensure alignment in the hori­

zontal plane, but by measuring the degree of vertical alignment it pro­

vides reassurance that the horizontal alignment procedures are adequate. 

4. Taking Data 

After the alignment, plateaus, delays, and range curves had been 

taken, a routine of data taking was set up and followed. The individual 

data runs were kept as short as practicable, consistent with reading 

and recording the data from the scalers, in order to check reproduc­

ibility of the data and to detect gross malperformance of the equipment 

as early as possible. A data cycle consisted of a run with the target 

rais.ed ~the "hydrogen11 position) and with 1. 5 inches of iron absorber in 

front of counter No. 3, followed by two shorter runs with the ta.rget 

lowered «the "blank;' position), using 1. 5 and 2. 5 inches of iron absorber. 

The time was divided between hydrogen and blank as the square root of 

the ratio of counting rates, in order to minimize the statistical error in 

the result. The'two sets of blank data provided a continuous check on 

the region of interest in the range curve. Any significant increas~ in 

the number of lower-energy beam protons (due to slight changes in the 

cyclotr:on operation, for instance) would be apparent as a decrease in 

the ratio of counting rate at 2. 5 inches of absorber to that at 1; 5 inches. 

In order to compensate for the effect on the protcn range of the 

2. 80 g/ cm2 of hydrogen, which is not present while taking the blank 

data, 8. 3 g/cm2 of iron absorber should be added in front of counter 

No. 3. Averaging the blank data obtained with 1. 5 and 2. 5 inches of ab­

sorber is thus nearly equivalent to making this correction (the range 

curve in Fig. 8 is seen to be linear in this region of absorber). 
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The two different effects of nuclear attentuation (by scattering) and 

finite range in absorber should be carefully distinguished here. Insert­

ing an amount of iron equivalent in stopping power to the liquid hydrogen 

in the target ensures that the scattered particles counted in the cases of 

hydrogen and blank data represent the same energy fraction of the in­

cident beam. Although there was no evidence that the beam was not sub­

stantially monoenergetic, this precaution was felt to be desirable, The 

corrections stemming from nuclear attenuation in the target and various 

absorbers are discussed in the next section. 

At each setting of the scattering angle, the data-taking was cycled 

several times through the sequence described above. In addition, a small 

amount of the data was taken at varying beam levels to check the depend­

ence of the 1-2 counting rate. The angular settings chosen were die­

tated by the angular resolutions of the system, (see Appendix C) 

C, Data Reduction and Errors 

1, Cross Section Calculations 

Let.!_ be the fraction of particles traversing counters No. 1 and 2 

that are also scattered into either half of counter No. 3. Let the sub­

script "H" denote data taken in the "hydrogen" position. The subscript 

"B 11 refers to the data taken in the nblank" position averaged over the 

two absorber values used, Then the fraction that is due to scattering 

from the hydrogen in the target is 

where a correction 1, 03 has been applied to the blank data to compen­

sate for the additional nuclear attentuation suffered. This relative atten­

uation of the blank data is equal to the attenuation in the additional 0. 5-

inch (average) iron blank-position absorber used minus that occurring 

in the hydrogen when in the hydrogen position. The attenuation in the 

iron has been estimated from the range curve of Fig, 8 as 7 percent, 

agreeing with Kirschbaum. 
36 

The hydrogen attenuation was directly 

measured as 4 percent, as reported in Chapter III. 
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~H is related to the differential cross section for scattering per 

hydrogen atom, ~)lab' by 

~H = r~CJ_\ £. ( 0 (x) dx 
\dO)lab Mjtarget 

where p/M is the atomic density of liquid hydrogen and the integral sums 

the solid angle seen by counter No. 3 for 

Combining these factors and solving for 

(~~\ = Tl~H, 
~ ~lab 

~
ach element of the 

dCJ) dO , we have 
lab 

target. 

where Tl is worked out in Appendix B. The center -of -mass scattering 

cross section is given relativistically by 

where 

dO [l+{T/2)sin
2 @] 2 

( 1 ) 
1 + T/2 4 cos @ 

T, the kinetic energy in the lab oratory system, is ~easured in units of 

Mc 2 , and @ is the angle of scattering iri the laboratory coordinate sys­

tern. The center-of-mass scattering angle, e, is related to the labora­

tory angle by 

tan~ = [1 + T/2] 
1

/
2 

tan @ 

Table I lists the values of these quantities obtained, uncorrected 

for attenuation in the absorbers. The errors shown are statistical only. 





-29-

a .. Corrections. The major correction is necessitated by attenuation of 

the scattered particles in the 30 g/ cm2 iron absorber in front of counter 

No. 3. This correction is estimated from the range curve of Fig. 8 or 

from Kirschbaum 1 s data
36 

to be 1. 22. 

The attenuation of particles (either primary beam or scattered) in 

passing through the hydrogen in the target is described in Chapter III to 

be 0. 04, Leading to a correction of 1. 04. 

* The fractional pile -up in the 1 -2 channel is :?l-~)) 
in Appendix A. In our experiment, at a 1-2 counting rate 

NT = as shown 2' 
of 800 per 

second, this was measured to be 0. 03 (see Section A4), leading'to a cor­

rection of about 0. 97 in the cross section. 

The cold hydrogen gas seen in the blank position leads to a cor­

recti on of 1. 02. This is discussed more fully at the end of Chapter III. 

Since the proton beam loses 22 Mev
34 

in traversing the liquid 

hydrogen in the target, the mean energy of scattering has been taken as 

300 Mev. 

Table II lists the corrections applied and the final absolute values 

obtained. Column 5 contains the final values normalized to a value of 

3. 75 mb/ster at 21° center-of-mass. Figure 9 is a plot of these normal­

ized values versus the center-of-mass scattering angle. The fact that 

this normalization changes only slightly the absolute values obtained leads 

to an increased confidence in the methods employed. It is felt, however, 

that the relative values of differential eros s section are probably subject 

to less error than the absolute values, and we are thus justified in 

normalizing to the more accurate value at large angles obtained in Chap­

ter IlL 

The angle of scattering shown in each case is that between the 

beam direction and a line drawn from the center of the ta.rget to the mean 

radius of counter No. 3. The resulting angular resolutions are worked 

out in Appendix C, and itemized in Table VIII. Column 6 in Table II gives 

twice the total rms center-of-mass angular deviation as a measure of 

angular resolution for each mean angle of scattering. 

b. Errors. The errors in the values of cross section quoted arise 

from three sources: (a) counting statistics, ~b) systematic error in the 

determination of the distance between the target and counter No. 3; 
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Table II 

uncorrected corrected normalized 

(~:) 0 rn. ( ~~) o rno (~~) 0 rn~ 2J~o e~.m. 
l 

e corr. 
c. rno factor 

degrees rnbfster mb(ster rnb{ster degrees 

605 9038 ± 0.59 1. 25 11.73±0.74 10071±0.74 2.9 

706 6. 54± 0. 46 l. 25 8017±0.58 7. 46 ± 0. 58 3.0 

8.7 4.25±0.29 l. 25 5.31±0.36 4. 85 ± 0. 37 3.2 

11. 0 3.88 ± 0.20 l. 25 4. 85 ± 0. 26 4. 42 ± 0. 27 3.5 

13.0 3.62±0.13 l. 25 4.52±0.18 4. 13 ± 0. 20 3.9 

17.3 3. 40 ± 00 07 l. 25 4.25±0:'t.4 3.88 ± 0.17 5.3 

21. 7 3. 29 ± 0. 07 l. 25 4.11 ±0.16 3.75±0.18 7.3 
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(c) error in the value of cross section to which the 21° data were normal­

ized. 

The standard deviation of the statistical errors are shown in 

Table I and Column 2 of Table II. The corrected values in Column 4 con-

'tain the estimated systematic error, corresponding to an uncertainty of 

0. 5 inch in the measurement of the target-counter No. 3 separation. The 

error from the normalization value at 21° used has been folded into the 

results shown in Column 5. Figure 9 includes the final errors and indi­

cated angular resolutions . 
. ,, 

2. Polarization Calculations 

The asymmetry of scattering into the east and west halves of coun­

ter No. 3 is defined as 

where (.6.H)E, W has the same meaning as in the previous section, ex­

cept that the subscripts restrict the measurements to the east or west 

sides of counter No. 3, respectively. 

It is shown in Appendix D that, owing to the finite extension of 

counter No. 3 over the azimuthal angle of scattering, ¢, the true¢= 0, 

180° asymmetry is given by 

- ..:::::..¢ 
e = sin(LSM e' ' 

where 2.6.¢ is the azimuthal angular span of either half of counter No. 3. 

If the scattering is elastic, it may be shown that the asymmetry 

produced by the scattering of a polarized beam is simply the product of 

the polarization of the incident beam and the pola-rization that would be 

produced in scattering an unpolarized beam from the same target at the 

same polar angle 8. Thus the polarization produced by the target is given 

in terms of the measured quantities by 

P(8) = e(8) = .6. ¢ 
P. P. sin(LSd) 

1nc tnc 'P 

• 
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L1¢ -where . fZS: ¢} - 1. 358 for counter No. 3. 
sm 26 

previous experiment to be 0. 74 :!: 0. 02. 

P. has been measured in a. 1nc 

Table HI lists the quantities that enter into the determination of P. · 

A weighted average of the asymmetries obtained at the two counting rates 

has been taken for the last two columns. 

a. Corrections. The same blank correction (1. 03) has been used in cal­

culating ~f1 H~E; W as was used in the determination of ~L1 H}E - {L1 H}W = 

L1H. All other corrections necessary to the cross section canc~l out of 

the expression for the asymmetry. 

b. Errors. Statistical errors in the asymmetry have been calculated 

from the expression 

which holds if (f1H~E, Ware approximately equal. These errors are 

shown in Column 5 of Table HI. 

The systematic errors arising from misalignment of the counter 

axis with the beam become quite serious in the Rutherford scattering 

region where the eros s sections are rapidly changing with angle. The 

necessary expressions a.re worked out in Appendix E. For an estimated 

error in alignment of ± 0. 25 inch (see Section B 1 » at the rear of the 

counter bench, the error in asymmetry amounts to± 0. 18. This error 

has been folded into Columns 6 and 7 of Table HI for the two smallest 

angles where the cross section data show a roughly Rutherford variation. 

It should be mentioned that errors of this type cancel to first order in 

forming the eros s section. 

The polarization results, except for the two smallest angles where 

the errors make the results almost meaningless, are plotted in Fig. 10. 

The angular resolutions shown are those calculated in Appendix C. 



Table III 

e 1-2 . (.6. H) (.6. H)w e' e p 
. c.m. ctg. rate E 

degrees 
-1 units 

4
o£ unlts of statistical 

total errors shown sec 10- 10-4 errors only 

6.5 ' 800 0. 862 ± 0. 091 l. 086 ± 0. 094 -0.115±0.068 -0.16±0~20 -0.21 ±0.27 

7.6 800 1. 001 ± 0. 096 0. 847 ± 0. 095 0. 058 ± 0. 073 0. 08 ± 0. 21 0.11±0.28 

'8. 7 300 0. 788 ± 0. 081 0. 774 ± 0. 077 0.009 ± 0.071 0.01 ±0.10 0. 02 ± 0. 13 

11. 0 800 1. 25 ± 0. 09 0.99 ± 0. 08 0.112±0.055} 0.14±0.05 0.19±0.07 
11. 0 2000 1. 4:1 ± 0. 10 1. 18 ± 0. 08 0. 087 ± 0. 052 

13.0 800 1. 72 ± 0. 08 1. 29 ± 0. 08 0. 14 ± 0. 04 } 0.25±0.05 
I 

0.19±0.04 (....) 

13.0 1500 1. 79 ± 0. 10 1. 37 ± 0. 09 ' 0. 13 ± 0. 04 ~ 
I 

17.3 800 2.83 ± 0. 08 2. 19 ± 0. 07 0. 13 ± 0. 02 } 0.18±0.03 0.2.5±0.04 
17. '3 1500 2.66 ± 0. 16 1. 92 ± 0. 14 0. 16 ± 0. 05 .. 

21. 7 800 4. 59_ ±.0. 13 3.08 ± 0. 10 0.20 ± 0. 02 0. 27 ± 0. 03 0. 37 ± 0. 04 
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HL - ATTENUATION EXPERIMENT 

A. Method 

1. General Description and Layout 

The measurement of the total proton-proton scattering eros s sec­

tion by attenuation was performed using the standard unpolarized in­

ternally scattered
3 7 

proton beam from the 184-inch synchrocyclotron. 

The general layout is shown in Fig. 11. A schematic diagram of the ex­

perimental geometry appears in Fig. 12. 

Because the reliable measurement of a small attenuation depends 

critically on the good behavior of electronic coincidence and scaling sys­

terns, an alternative photographic method _was used for a large fraction 

oi the initial data collected, in order to gain confidence in the more con­

ventional electronic techniques. 

2. Collimation and Energy Reduction 

The path of the scatteredproton beam is shown in Fig. 11. En­

ergy reduction was achieved by inserting absorber on the large cyclo­

tron probe before the analyzing magnet, in a manner first used by Kirsch­

baum. 
36 

Owing to the extremely''good" geometry imposed by the long 

path through the analyzing magnet and 48-inch collimator, even small 

amounts of internal absorber result in an appreciable attenuation of the 

external beam. Since multiple and diffraction scattering rise rapidly 

with atomic number, beryllium was used when available, carbon other­

wise. The range curves obtained with the internal absorbers used are 

shown in Fig. 15. The procedure followed in taking these range curves 

is described in Section B3. 

~ince the incident beam in the experimental area was to be moni­

tored by counters placed in the beam before striking the target, it was 

felt that these counters should also act as beam collimators, in order to 

minimize the energy degradation resulting from scattering from the sides 

of a small collimator tube. Consequently, a 48-inch-long collimator, 

2 inches in diameter, was used. In addition to having a larger ratio of 

area to circumference, this collimator permitted taking advantage of 

the beam pattern to reduce somewhat the intensity at the collimator walls. 
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Consistent with maintaining a small beal!l pattern, the prernagnet 

collimator would normally be opened as far as possible to maintain the 

ratio of internal circulating beam to external beam (and therefore ambi­

ent neutron and gamma-ray background} as low as possible. In the case 

of the full-energy beam, however, it was necessary to use the prernag­

net collimator as well as control of the internal beam, in order to ob­

tain a reliable low-intensity beam in the experimental area. 

3. Target and Counters 

The target used in this experiment was an earlier version of the 

one described in detail in Chapter II. It contained 2. 80 g/crn 2 liquid 

hydrogen with a total wall thickness of 0. 35 g/crn
2 

styrofoam. In all im­

portant features it was equivalent to the styrofoam target described 

earlier. 

Counter No. 1 in this layout was the same as that used as counter 

No. 1 (see Chapter IIA3) in the small-angle experiment. In addition to 

forming part of the beam-defining system, this counter was used for its 

_pulse-height resolution to detect the presence of very-low-energy par­

ticles in the incident beam. 

Counter No. 2 consisted of plastic scintillator 1. 74 by 1. 74 ern 2 

in area by 0. 32 ern thick viewed by a 1P21 photomultiplier tube. The 

requirements for this counter were essentially the same, although not 

so severe, as those for the corresponding counter in the small-angle 

experiment. 

Counter No. 3 was constructe~ of lucite containing terphenyl dis-
• :. ' ·, • < • 

solved in phenylcyclohexane as a liquid scintillator. The active volume 

of the counter was disc-shaped, 8 inches in diarne~er by 1 inch thick, 

viewed by 7 type 5819 photomultipliers. Each of these photomultipliers 

was optically coupled through a small conical light pipe to a section of 

the lucite container. By adjustment of the relative voltages on the photo­

tubes, the combined signal due to the traversal of a charged particle 

through the active volume could be made substantially independent of the 

position of the ionizing event in the counter. 

4. Electronic and Photographic Setup 

A block diagram of the electronics is shown in Fig. 13. In some 
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of the early runs the anticoincidence equipment was not available, but 

otherwise the electronics were connected substantially as shown for all 

runs. Hewlett -Packard type 460A distributed amplifiers were used be­

tween the counters and coincidence inputs. The coincidence circuits 

were of the Garwin
31 

type with a resolution of the order of 2 x 10- 8 

second and an input threshold of about one volt. The scalers were con­

ventional with resolving times of about one microsecond. 

In addition to triggering the coincidence circuits, the signals from 

all three counters after amplification were tapped off into high-impedance 

RG65 delay cables of differing lengths. These three signals, delayed 

and separated in time by one microsecond, were then combined and fed 

to the vertical amplifier of a Tektronix type 517 oscilloscope. The in­

ternal amplifier in the oscilloscope broadened the pulses sufficiently to 

make them easily visible on the l p.sec/ ern sweep used. Part of the out­

put of the l-2 coincidence circuit was split off and used to trigger the 

oscilloscope sweep. The pulses were photographed on a continuously 

moving strip of 35 mm film in a General Radio camera. Figure 14 

shows a typical section of film. With the l-2 coincidence rate at about 4 

per second, the film speed was adjusted to give approximately 50 sweeps 

per fooL 

B. Procedure 

1. Line-up 

Line-up was accomplished with X-ray films in a manner similar 

to the smaU-angle experiment. After exposure and development the 

films were reproducibly replaced in fixed holders and the counter.s were · 

brought into line by sighting through holes punched in the films at the 

center of the beam pattern. 

Following the geometrical line-up of the equipment in the experi­

mental area, the counters were brought into coincidence and the coin­

cidence rate as a function of photomultiplier voltage for each counter was 

mea.sured. Once the coincidence circuit threshold was reached, the 

counting rates were found to be independent of the voltage, within statis­

tics. S:ince the alignment was accomplished with the full-energy beam, 

the larger pulses obtained from the counters when the beam energy was 
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Fig. 14. Typical sweeps photographed from 
oscilloscope. 
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reduced assured that the desired pulses were being counted under all 

conditions of runningo 

20 Range Curves and Beam Homogeneity 

The beam energy and homogeneity were checked by taking a range 
n(l-2-3) 

curve at each beam energy usedo Figure 15 is a plot of np _
2

) for 

three energies as a function of copper absorber placed immediately in 

front of counter Noo 30 The 1-2-3 counting rate is seen to fall off 

gradually at first owing to the nuclear absorption in the copper, and then 

to drop suddenly at the end of the particles 1 range. The behavior is in 

good agreement with the results of Kirschbaumo 
36 

The energies ob­

tained from the range data (corrected for the counter thicknesses and 

target walls} using the range-energy tables of Aron et aL 
34 

are given 

next to each curveo They are in good agreement with the expected en­

ergies calculated from the known initial beam energy and the added in­

ternal absorber 0 The internal absorber used at each energy is indicated 

on the graph along with the optimum focus -magnet currenL 

As a further check on the homogeneity of the beam, sections of 

film from both the full-energy and the 240-Mev beam were scanned for 

pulse height from counter Noo 10 A plot of the pulse .,.height distribu­

tions obtained is given in Figo 160 The separation of the peaks of the two 

distributions is in agreement with the expected increase in specific ion­

ization at the lower energyo 

The main purpose of taking careful pulse-height measurements was 

to establish that counter Noo 1 was able to distinguish clearly the pres­

ence of incident beam particles with less than 100 M~v of energyo At 

less than 100 Mev, an incident particle does not have sufficient range to 

penetrate the liquid hydrogen and count in the rear counter 0 Since the 

effect to be measured corresponds to an attenuation of roughly 4 percent, 

the absence of particles with energies less than 100 Mev must be estab­

lished to a high degree of accuracyo These low-energy particles cor­

respond to pulse heights greater than 20 2, 10 8, or 10 5 times the average 

pulse height at the energies 340, 240, and 175 Mev, respectivelyo Table 

IV lists the number of pulses found with heights greater than these values 

together with the number of sweeps viewed for each energy. As all the 

data shown were taken from films with the target in the hydrogen 
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Table IV 

Incident 
Sweeps 

Pulses Corre- No. per 1000 
Energy 

Viewed 
sponding to Incident 

(Mev} < 100 -Mev Protons Particles 

340 5136 2 0.39 
340 5395 5 Oo93 
340 5838 4 Oo68 
340 5296 4 Oo 75 
340 5800 6 L 03 
340 5645 3 0.53 

340 total 33110 total 24 average 0.72 ± 0. 15 

240 7804 2 0026 
240 5254 2 0.38 

240 total 13058 total 4 average 0.31 ± 0. 15 

175 4373 0 0.0 ± 0. 23 
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position, it was further required that the large pulse height be associated 

with an apparent scattering or. type 11b 11 event. Thus the possibility of 

confusion with multiple-proton pulses was also eliminated. 

3. Taking Data 

The bulk of 'the data were taken at 1-2 counting rates below 10 per 

second. This was done primarily to allow separation of the traces 

photographed on moving film. Also, the early runs U:sed conventional 

scalers of one microsecond resolution to determine directly the attenu­

ated particles. Consequently, great emphasis was placed on counting 

every particle. Attenuation was determined by taking the difference: n 

n -2}-np -2-3). 

In the later ruris, however, which included all the 175-Mev data, 

a scaler having 10-
2 

-microsecond resolution and an electronic anti- • 

coinddence unit were available. Some of the data were photographed at 

low counting rates to determine beam homogeneity as previously de­

scribed, but for the majority of these runs the 1-2 counting rate was held 

at approximately 30 per second. The taking of sufficient film data to 

determine the hydrogen attenuation independently of the electronic me as­

urernents was not attempted in the runs for which the improved equip­

ment was available. 

Each cycle consisted of approximately 10 minutes of hydrogen data 

followed by 5 minutes of blank. This cycle was pursued until a suffi­

cient amount of data was accumulated. Occasional data were also taken 

with the beam raised and lowered to ensure that the measured quan­

tities were substantially independent of the counting rate. 

In order to check whether the effect was strongly dependent on the 

value of ¢
1 

chosen {see Fig. 12), some data were taken with counter No. 

3 pulled back slightly. If ¢
1 

is chosen sufficiently large to exclude scat­

tering by Coulomb forces, and, in the full-energy case, the small-angle 

deuterons resulting from the reaction p + p- 1r + + d, then the effect on 

the observed cross section of varying this cutoff angle should be slight. 

C. Data Reduction and Errors 

1 . Reading the Film 

Following the run, the filrri was developed ·and read.. A standard 
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projection-type microfilm viewer was used to read the film. A typical 

section is shown in Fig. 14. In addition to identifying each event as type 

"a" (no scattering) or type "b" (scattering), large No. 1 pulses were 

measured to determine whether they fell into the suspect category of 

Table IV. The fraction of the incident beam that was scattered out was 

determined by dividing the type ''b" events (equivalent to the electronic 
• 

1-2-3) by the type "a'' plus "b" (electronic 1-2). Table V compares 

directly the results of reading the film with the electronic data taken in 

the same interval. 

2. Calculations 

Let fH' fB 

gH' gB 

M 

p 

R 

t 

We note that 

and that 

= 

= 

= 

= 

= 

= 

= 

fraction of incident particles removed from the 
beam for the target plus hydrogen and the blank 
positions, respectively; 

opacity of the target for the hydrogen and blank 
positions, respectively; 

-24 mass of neutral hydrogen atom = 1. 6734 x 10 g, 

density of liquid hydrogen at one atmosphere and 
boiling point, 

0. 0709 g/cm
3 

(Ref. 38); 

radius of counter No. 3 = 10. 2 em; 

thickness of hydrogen in target= 39.6 em. 

f = 1- e-g g = -1 n( 1 - f), 

- fH - fB 
..,....1 ------r.(f~H--:+-f.,..B_).....,/r-::.2 

(1) 

(2) 

is a sufficiently good approximation in this case. 

Since 'it is known that for all the beam energies involved in the 

pre sent experiment the differential scattering eros s section is the same 

at all angles (20°< () < 90°)
1

' 3 - 5 , the results of an attenuation ~xperi­
ment may be expressed in terms of the differential cross section rather 

than in terms of the total scattering c;::ross section. 

It is shown in Appendix F that the center-of-mass differential-scat-
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7.4: 

7.4: 

Incident · 
Beam 

Ene:rgy 

Mev 

Method 

Table V 

fH 

a;o 

• 

fB fH- fB 

------·--- --- ----· 

a;o o/o 
---------- ----------~------~~-~--~----·--------··· 

34:0 Electronic 5.03±0.17 1.41±0.12 3.62 ± 0.20 

340 Photographic 5. 06 ± 0. 17 1. 4:4 ± 0. 12 3.62 ± 0.20 

340 Electronic 4.53±0.14 1.14±0.11 3.39±0.18 

340 Photographic 4.75 ±0.15 1.33±0.12 3. 42 ± 0. 19 
·-'·---··-- -· -· .<....-------~----- - __ ........:.._:__;:,__-______ -'-----. 

Z40 Electronic: 4.51 ±0.15 1.16±0.10 3.35±0.18 

240 Photographic 4.72±0.16 l. 34 ± 0. 11 3. 37 ± 0. 20 

I 

~ 
-.!) 

I 
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tering cross section averaged over scattering angle is equal to 

(3) 

where 6. g is the opacity of the liquid hydrogen = gH - gB' and ¢
1 

and ¢
2 

are shown in Fig. 5B. 

Insert~Eq. (2) into Eq. p), we have the desired relation for 

. (dO"\ computmg dw) : 
c.m. 

The total eros s section for scattering through an angle greater 

than 20° c. m. is then given by 

-- 90° 

u>20o = 21r (~:\ 1 sine de = Jc.m. 20 o 

0 21T cos(20 ) 

(4) 

(5) 

Table VI lists the uncorrected results of the various runs and in­

cludes all the electronic data taken. The errors shown are those aris­

ing from counting statistics only. 

3. Corrections 

There are three small corrections to be applied to the measured 

cross sections: 

a. Hydrogen gas above liquid hydrogen. When taking blank data by 

lowering the target assembly containing liquid hydrogen, we must cor­

rect the blank data for the cold hydrogen gas in the path of the beam in 

the blank position. Assuming that the hydrogen gas immediately above 

the liquid hydrogen is still at the same temperature, the ratio of den­

sities38 is ~O~~ = 0. 019. Thus the difference (fH - fB) is due to an 

amount of hydrogen 1. 9 pe,rcent less than that contained in the tar~et. 

The calculated cross sections should be increased by 1. 9 percent. 

b. Pile-up in counter No. 3. If more than one proton traverses the tar­

get during the resolution time of the 1-2-3 coincidence system, a scat­

tering event involving one proton will not be observed. Appendix A, Eq. 



Incident Approx. 
Beam 1-2· 

Energy Ctg. Rate 
¢2-¢1 

Mev 
-·d·~:-r~~-~- --,. 

secon raa1ans 

34:0 4 0.079 

340 4 0. 114 

340 30 0. 114 

240 4 0. 114 

1 75 3 0. 114 

1 75 30 0. 114 

.. 

Table VI 

uncorrected uncorrected 

fH fB (dcf 
idw~ 0">20° 

. c.m. 
--~~-·=-=----··-~-;---:----=-=- -. -.. -.,.~~----,~-,--~~--- ···-" ·~---... ~-- .,._...,.._- .. ~--- __________ ,........_,~=""::.---~~..,-,-----

%. OJo mb/ s-teradian millibarns 

4.90±0.10 l. 26 ± 0. 07 3.72±0.12 22.0±0.7 

4.65 ± 0.10 1. 05 ± 0. 07 3.74±0.12 22.1±0.7 

5. 04 ± 0. 11 1. 36 ± 0. 07 3.83±0.13 .22.6 ± 0. 8 

4.55±0.09 1.14±0.07 3.55±0.12 21.0±0.7 

5.50±0.19 1.71±0.13 3. 97 ± 0. 24 23. 4 ± 1. 4 

5. 57 ± 0. 09 . 1. 70 ± 0. 06 4. 06 ± 0. 11 24. 0 ± 0. 7 

" 

I 
U1 

, .. 
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~2), shows a fraction ~"'" ~2a + 1} of the 1-2 counting rate to be so afflic­

ted, where N is the true counting rate in counter No. 2 and {1 + a)N is 

the true counting rate in counter Noo 30 The quantity "a" was measured 

by comparing the single rate in counter Noo 3 ~tested to make sure that 

all counts were beam-derived~ to the 1-2 counting rateo A value of 3 was 

obtained for 11 a 11 o Using 'T = ~ , where W is the number of resolving 

times per second, here equal to the number of fine -structure windows 
-4 33 

in the beam per second, we obtain .7' = 10 seconds 0 Thus the data 

taken at thirty 1-2 counts per second suffered approximately 1 percent 

pileup in counter Noo 3, i. eo 1 percent of the actual scattering events 

were not seeno The net fraction by which the calculated cross section 

should be increased is thus 1 percent at N = 30 per second, and by a 

negligible amount at 4 per secondo 

It is interesting to note that the calculated accidental rate (Eq. 3 

of Appendix A), between counter Noo 3 and the 1-2 coincidences, agrees 

closely with that measured by inserting 6 x 10 -S second delay in the 
4 

pulses from counter Noo 30 Thus the value W = 10 per second seems a 

reasonable one in the present case. 

Co Contamination by Low-energy Particles. Referring to Table IV, we 

see that the contamination of the primary beam by particles of less than 
. -4 

100 Mev varies between 0 and 7 x 10 . Thus a negative correction of 

rr 5 ~ ' where c is the fractional contamination of the beam, seems 

inldic~tedo Downward corrections of 2, 1 and 0 percent were applied to 

the 340~, 240-, and 175-Mev data, respectively. Since these number.s 

are poorly determined statistically, -the over-all error must be increased 

accordingly. 

The remaining correction applies to the energy at which the re­

sults are quoted. At 340, 240, and 175 Mev, the beam loses 20, 24, and 

30 Mev, 
34 

respectively, in traversing the liquid hydrogen in the target. 

Therefore, the results are quoted for mean energies of scattering in the 

laboratory system. These have been rounded to 330, 230, and 160 Mev, 

respectively. 
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4o Errors 

a 0 Statistical Errors. The statistical error arising from counting. flue­

tuations was assumed to follow a Poisson law. The values giver,t are in 

terms of standard deviation. The error due to fluctuations in the low­

energy pulses has been set at 1 percent. The .statistical errors have 

been combined by taking the root mean square of the individual contri­

butions 0 They are seen to be in the vicinity of 3 percent. 

b. Systematic Errors. The chief systematic error is thought to arise 

in· the determination of the target thicknesso The dimensional measure­

ments are good to about 2 millimeters out of 396, or better than 1 per­

cent. However, the behavior of styrofoam under severe cooling is not 

well known. The external dimensions of the liquid hydrogen container 

were observed not to change radically under cooling and the target did 

not break, so there could have been no drastic changes in the length of 

the hydrogen path. In addition, the change in the length of the nickel 

liner could be calculated as 0. 002 and since no damage was done by the 

target's shrinking around this tight-fitting insert, it is felt that target 

shrinkage did not exceed l percent. In view of the lack of knowledge, 

however, an error of -2 percent has been given this quantity, leading to 

a positive uncertainty of 2 percent in the cross section. 

The uncertainties in the measurement of the other quantities in the 

system have a negligible effect on the cross secti·on. The weighted aver­

ages for the results at each energy, containing the corrections and er­

rors discussed in this section, are shown in Table VII. 
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Table VII 

Mean 
corrected corrected 

Energy (J >20° (~~) c.m 

'Mev rnillibarns rnb/ steradian 

+ 0. 9 + 0. 15 
330 22.5 3.81 

- 0. 4 '- 0. 07 

+ l. 1 + 0. 19 
230 2L 2 3.58 

- 0. 7 - 0. 12 

+ l. .1 . + 0. 19 
160 24.5 4. 16 

- 0. 6 - 0 .. 10 
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IV. DISCUSSION 

A. Small-Angle Cro~s Section 

For a collision between identical particles of unit charge, the cor­

rect Rutherford (or Coulomb) scattering cross section is given by 

(
dO") = (.TJ"IJ..)

2 
{ 1 + 1 _ 4 cos [2TJ ln tan (8/2))} , 

dw c.m. \ 2 sin 4(8/2) cos 
4(8/2) sin2 8 

where 2tr.k = de Broglie wave length in the center -of -mass system. 

2 
e TJ = hv v = relative velocity in the laboratory system. 

8 = center-of-mass scattering angle. 

For angles sufficiently small so that sin (8/2) .;- 8/2, the cross section 

may be approximated by 

(.d<r\ - [( e
2 

) 2 ,l
2 

1 
\CIW) c.m = Mc2 "Vol3'13j $4 

2 
where ~cz = "classical" proton radius = 1. 5 350 x 10 -l 6 em; 

"

' = 1 
· · R 1c = center-of-mass velocity; 

J l'' ..... 
1 - 13' 

j3c = relative particle velocity in laboratory system. 

Figure 17 shows the results of Chapter II together with a logarith­

mic plot of the theoretical Coulomb scattering cross section plus a nu­

clear contribution assumed constant at 3. 75mb/steradian. No interfer­

ence is included. There seems to be an indication of destructive inter­

ference, but this is less marked than in tne results of Fisch_er and Gold-
1 0 ' 

h.aber. The nuclear part of the proton-proton scattering eros s section 

appears to remain constant within ± 5 percent until the Coulomb term 

dominates. 

These two features of the cross section--its constancy with angle 

and the destructive interference observed in the Coulomb scattering re­

gion- -can be fitted using only S and P partial-wave phase shifts. Thaler 
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Fig. 17. Plot of experimental differential 
p-p cross section as a function of center­
of -mass scattering angle. The solid curve 
is a sum of the theoretical Coulomb cross 
section and an assumed constant value. 
This constant value has been taken equal to 
the cross section at large angles, 3. 75 · 
mb/ steradian. 
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21 
and Bengston have made a phase -shift analysis of the 240 -Mev data of 

5 
Towler, using only Sand P waves without benefit of a potential assump-

tion. At that energy, they find a definite constructive interference be­

tween the Coulomb and nuclear terms. To this extent we are in disagree­

ment with the 240-Mev results. Fried
39 

has shown that Thaler and 

Bengston's phase shifts are also not compatible with the recent polariza-

. 1 f Ch b 1 . S " T . w· d d Y "1 · 23 
tlon resu ts o am er a1n, egre, r1pp, 1egan , an ps1 antls. 

B. Small-Angle Polarization 

If we assume the interaction between two particles to be invariant 

under simultaneous rotation of both space and spin coordinates, then for 

spin-1/2 particles whose polarization (expectation value of spin) may be 

described by a pseudovector, 
40 

the polarization produced by the scatter­

ing of an unpolarized beam on an unpolarized target must be given by 

nP(8), where 1i is a unit vector perpendicular to the plane of scattering. 

Thus we see that the polarization at 8, ¢ + n, must be oppositely directed 

to that at 8, ¢, or 

P(8, ¢) = - P(B, ¢ + n) ( 1) 

In the case of proton-proton scattering, the quantum-mechanical 

indistinguishability of the particles imposes the additional restriction that 

the polarization be antisymmetric around 90°: 

P(8) = - P(n - 8) . , 

If we now seek a Fourier expansion of the polarization, 

co 

P(8) = \' (a sin n8 + b cos n8) , G n n 
n=O ' 

we note that Eq. (1) requires all b = 0. Equation (2) requires that 
n 

a sinn8 =-a sinn(n-8) = (-l)na sinn8 
n n n 

(2) 

therefore, a = 0 for n odd. Thus we may write as the most general ex­
n 

pression for proton-proton polarization 
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P(B) = a
2 

sin2B + a 4 sin4B + a 6 sin6B + ... 

Expanding and regrouping. terms gives 

2 . 4 
P(B} = sine cos e {a.

0 
+ a.

2 
cos e + a.

4 
cos e + ... ) 

Comparing this result with an expansion in terms of partial waves, 

we find that the highest-order coefficient, a.
2
n needed to fit the observed 

data is a measure of the number of partial waves entering into the inter­

action. Coulomb effects, of course, introduce many higher-order terms 

at very small angles, but these should be small at angles greater than 

15° center-of-mass. 
'2 

Figure 18 is a plot of P(B)/ sine cos e versus cos e. Previous 
. 23 26 

data of Chamberla1n et al ' at the same energy have been included. 

The straight line is a least-squares fit assuming the presence only of 

a.
0 

and a.
2

. The present experimental statistics do not seem to require 

a.
4

, but are certainly not good enough to exclude a substantial cos 
4 e 

contribution .. Since the cross section is substantially constant for angles 

greater than 15 °c. m. CJ (B)P{B) = const P{B), and it may be shown that the 

exclusion of a
4 

corresponds to an upper limit of 
3

F 
2 

and 
3

F 
3

, but no 
3

F 
4 

or higher partial waves. The presence of a.2 demands the presence 

of at least one 
3

F wave in the scattering. These .
3

F waves may arise 

from mixing with a 3
P wave via a tensor -force potential, or may be di­

rectly excited from a spin-orbit interaction. 

Referring to Figs. 10 and 18, we note that the experimental data 

suggest a deviation from a simple sine cos B(~ + a.
2 

cos
2 

B) behavior at 

small angles. As mentioned previously, this is to be expected because 

of the presence of higher -order partial waves from the Coulomb (charge 
46 . 

and magnetic moment) interaction. Several authors have derived the 

explicit form which the polarization (and cross section) will take in this 

angular region, assuming only S and P waves are involved in the nuclear 

interaction. The evidence here indicates that D and F waves should 

also be included. 
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300 MEV P-P POLARIZATION 
1.4 

1.3 0 Chamberlain et al UCRL 2611 

1.2 X Chamberlain et al, unpublished 

1.1 0 This work 
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Fig. 18. P(8)/sin 8 cos 8 vs cos 2 8. including 
large-angle results. The solid l:lne is a 
least-squares fit to the data, given by the 
equation shown. · 
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C. Attenuation Cross Section and the 
Charge -:-Independent Inequality 

When dealing with a system which we suspect may possess charge­

independent properties, it is convenient to employ the concept of iso,.. 

topic spin. This formalism assigns an isotopic total spin T = 1/2 to a 

nucleon; the "z" component -r 3 = + 1/2 representing a proton, -r 3 :: - 1/2 

a neutron. The charge -independent nature of a reaction may then be re­

lated to the independence of the reaction to the orientation of the :total . 

isotopic spin, T (i.e., it should depend only orl..the total isotopic spin), 

The conservation of T 3 is, of course, demanded by conservation of 

charge. The mathematical structure involved is identical with that de­

vel oped for ordinary- spin space. 

Writing down the possible nucleon-nucleon systems· in isotopic­

spin space, we have (after symmetrizing) 

tt = p-p : f 1 l isotopic -spin 
H = n-n f2 

J -
1 

(H +H) 
1 triplet, = 1 

= - (n-p + p-n) f3 
J2' JZ: 

1 1 ( ' ) isotopic -spin -· (H d~) =- n-p ... p ... n g 
J2l . J21 singlet, = 0 . 

Solving for n-p and p-n, we have 

1 1 
n-p = - (f3 +g) ; p-n = - (f3·- g) . & Ji} 

Forming cross sections (assuming space and ordinary-spin parts of the 

scattered wave to. be absorbed in f and g) we have 

(T = 2 ~ 1 12 pp 

a = 2lf212 nn 

1 
lf3 g 12 

l 
If 3 1

2 
+ } lg 1

2 * a = 2 + = 2 + Re f
3

g 
np 

l ~3 - g 1
2 1 

If 3 1
2 

+ } lg 1
2 * a = 2 = 2 Re f 3g 

pn 

" • 
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If the nucleon-nucleon scattering is to be charge-independent, we must 

have f
1 

= f
2 

= f
3 

, and therefore 

I
f 1

2 
= (J /2 = (J /2 . pp nn 

From the kinematics of the reaction, we know that CJ (8) = CJ (1r- 8). 
np pn 

For a pair of reactions, therefore, that display charge independence, the 

following inequality must be obeyed· 

(J (8} + (J (1T- 8) ~ (J (8)/2. 
np np pp 

The most stringent test of this inequality comes at 8 = 90°, where 

CJ is observed to be smallest. 
np 

(J 

pp ~ 4. 
(J 

np 

0 At 90 we must have 

The average value for the differential proton'-'proton cross section 

obtained in Chapter III is plotted against energy in Figo 19, along with 

the 90° results of other laboratories. Also plotted is 4 CJ (90°~ obtained 
np 

from various sources 0 Since the dotted (4 CJ ) line does not drop below 
np 

the solid (ct ) line, we see that the inequality restriction is not violated. 
pp 
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Fig. 19. Ninety-degree p-p (solid line) and 
n-p (dotted line) differential scattering 
cross sections as a function of energy. The 
numbers give the reference from which the 
value was taken; the circles represent the 
values obtained in Chapter III. 
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V. CONCLUSION 

In view of the complicated nature of the Coulomb -nuclear interfer­

ence terms it would seem natural to atte~pt calculation of the partial­

wave phase shifts on the basis of purely nuclear {non-Coulomb) effects. 

These would include the large-angle cross section, polarization, and the 

more esoteric results of recent triple -scattering data. In principle, at 

least, these could determine the values and relative signs of all nuclear 

phase shifts. The resulting ambiguity in absolute sign might then be re­

solved by computing the predicted interference terms for the two possible 

choices and comparing them with the small-angle polarization and cross­

section data in the Coulomb -nuclear interference region. 

Unfortunately, the estimated errors in the polarization data be­

come large at just the angles where interference is most pronounced. 

There is hope, however, that the larger -angle experiments referred to 

above may be sufficiently determinate to narrow the choice to perhaps 

two grossly different interference effects. It is possible that using both 

the small-angle cross section and polarization data, will permit a clear­

cut choice to be made. If so, it is interesting to note that the direction 

of the polarization and the attractive or repulsive nature of the spin­

dependent forces operating can be determined from the theoretically 

well-known characteristics of the Coulomb interaction. 

It appears that the hypothesis of charge independence is still on 

solid ground. 
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APPENDICES 

A. Pile -up and Accidentals 

Let T be the effective resolving time of system ( .!_ equals the num-. . . . T 

ber of resolvable intervals per second). Let N be the true counting rate. 

Then the Poisson Law gives, for the probability of x events within one 

resolving time, 

p 
X 

= (NT)x 
X. 

-NT 
e 

-If NT<< 1, then the observed counting rate, n -
T 

pl 
= N(l - NT) , and 

the number of pile -ups 

-T 

N 2T 
( 1 - -2- N-t) 

The fraction of the observed counting rate that represents pile-ups is 

then 
= NT 

2 ( 1) 

Suppose we have a system of two counters in coincidence, one of 

which, A, sees all the events N that happen in another, B, but which, in 

addition, sees aN uncorrelated events that B does not. Then the frac­

tion of the observed AB coincidence counting rate, n, that corresponds to 

pile -up in counter A is equal to (pile -up in A minus pile -up in A but no 

event in B )/n, 

- NT [ 2 2] NT = 2 . (a + 1) -a = 2 (2a + 1) . {2) 

If now all the events in counter A are uncorrelated with respect to 

.B, but the rates are unchanged, then the fraction of the B rate that re­

presents accidental AB coincidences will be 

(AB) ~ (a+- 1) NT 
ace 

( 3) 

B. Small ... angle Scattering Geometry 

Referring to Fig. 5A, we have 



where 

but 

J
d+t/2 

dx 
2 + 2 a x 

d- t/2 
and 
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d +t/2 

' .cdounts. - (dd~\av Mp 1 Q {x} dx ' 1nc1 . protons .. i) 
d- t/2 

n (x) - A cos ij 
2 2' 

x +a 

~ -1 
'e) = tan: 

a 
d' 

a = 5. 5 inches 

A = 28. 9 (inches~ 2 

t = 15.6 inches , 

p = 0. 0709 g/cm
3 

.:..24 . 
M = 1. 6734 x 10 g = mass of neutral H atom; 

-1 tan 
at 

(~~)avg !scat = 11 -I-
0 

where 11 
Ma [ -1 = @) tan p A cos 

- M 
...,.p....,t-A...-c_o_s----,.{8~ 

at J -I 

a
2 + d 2 

-(t/2)
2 

C. Angular Resolution for Small-Angle Experiment 

The expression for the rms angle of multiple scattering may be 

put in the form 

~ @2 - ( l) m ~E 
v'eJ Z+ M~' 

..... 
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Z . = atomic number of scattering nuclei, 

M =mass of scattered particles, 

m = electronic mass, 

b. E = energy loss in the scattering material, 

E =average energy of particle. 

The rms angular deviation from the average angle of scattering,· ¢
0 

, 

when a finite solid an,Ue for scattering is subtended is given by 

- l"J'max 
{j ¢2 

= ~ 1 
_ ~ . f(¢) (¢- ¢

0
)
2 

d ¢, where f(¢) is a suitable distribu-
max m1n ¢ 

tion function. min Referring to Fig. 5A, one may see that 

this reduces to· (assuming f( fr) : = const.) 

for coun~er No. 3 (W = radial width of counter) 

- t2sin2 G\ f. h. f' . . f h ---7r->--'el,~- or t e 1n1te extens1on o t e target, 
12d~ . . 

t2a2 
since sin ·.~ :: a 

= TZd'±" ,g 
d ; 

b2 
for the finite diameter of the beam = 12 d 2 

(b =beam diameter). 

Table VIII 

Angular Resolution, {j @2, From 
Various C onti'ibuting Sources 

®lab 
Liq. Ctr. Ctr. 
Hz No. 1 No. 3 Beam ~{j 

egrees 

3,0 7.9 4.5 0.76 0.51 0.38 14. 1 

3.5 7.9 4.5 .0. 97 0.88 0.49 14.8 

4.0 7.9 4.5 1. 34 1. 58 0.67 16.0 

5.0 7.9 4.5 2. 1 3.9 1. 05 19.5 

6.0 7.9 4.5 3.0 8.0 1.5 24.9 

8.0 7.9 4.5 5.3 24.8 2.7 45.2 

10.0 7.9 4.5 8.3 ·60. 5 4.2 85.4 

Multiple Finite Width or Length 
Scattering of Elements of Geometry TOTAL 
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D 0 Asymmetry for Counter of Finite Extent 

If we assume the counting rate per unit solid angle in counter No. 3 

is given by 

f(B) (1 + e cos ¢), 

where 
e is polar angle of scattering, 

· ¢ is azimuthal angle of scattering, 

then the counting rate in the east ( + ) and west ( - ) halVes of counter 

Noo 3 will be given by 

1
.6.¢ . 

I± = 2 f(B)(l ± e ~os ¢) d¢ = 2f(BH.6.¢ ± e sin .6. ¢), 

0 . 

where 2.6.¢ is the azimuthal angular span of either half of the counter. 

The measured asymmetry is then defined by 

·I+ - I_ 
e ' = ...,.,I-+""""""1-

+ -
= e 

sin.6.¢ 
E~ 

E. Error in Asymmetry Due to Misalignment 

If the asymmetry is given by 

e _ u(B,O)- u(6,1r) 
- (T (8, 0) + (T (8, 1T) 

then direct calculation shows that an angular error 0 e at azimuthal in­

clination ¢ in alignment of the beam with the zero of angular measurement 

gives 
,~:: = 2[u(e, 0) u' (6, 1r) + u(B, 1r) u' (6, O)J d ,~:: ~'~ ve . 2 cos -p v o , 

[u(B,O) + u(B,1r)] . 

where the prime indicates derivative with respect to e. 
Coulomb scattering, this reduces to 

Oe = 16[u(6,0) u(6,1T)l cos¢ 9J. ;;4 cos¢~· 
[u(B,O)+u(6,1T)]. 

if the true a·symmetry is small, i. eo if (T (6, 0) :: (T (6,1T) 

In the region of 
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F. Geometry for Attenuation Experiment 

Referring to Fig. 5B, we see that the differential opacity of the tar­

get is given by 

dg = ~ 0" (x) dx 

where p = density of target material 

= mass of target atoms M 

o-{x) o~ <r(¢) = cross section for scattering (total) through an angle 
greater than ¢ = tan- ~ 

X 

() = center-of-mass angle 

¢ = laboratory- system angle. 

Transforming to angular variables, 

0" (()) =j21T::in ()' ·(~:\ d () 1 

1c.m. e 

- z,. (~tm. cos 2¢ 

But x = R ctn ¢ , dx = - R c s c 
2 ¢ d ¢, 

= 21T cos () (dO") 
dw c.m. 

since () ;;- 2¢ . 
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