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ABSTRACT OF THE DISSERTATION

A Morse Theory for the Cohomology of Primitive Forms on Symplectic Manifolds

By

David Clausen

Doctor of Philosophy in Mathematics

University of California, Irvine, 2023

Associate Professor Li-Sheng Tseng, Chair

On a symplectic manifold, Tsai, Tseng, and Yau introduced a coholomogy of differential

forms that is analogous to the Dolbeault cohomology for symplectic manifolds. Such forms

are called primitive forms. We develop a Morse theory for these primitive forms, including

a Morse-type Cone complex of pairs of critical points that has isomorphic cohomology to

the primitive cohomology. The differential of the complex consists of gradient flows and

an integration of the symplectic form over spaces of gradient flow lines. We prove that

the complex is independent of the choice of metric and Morse function. We also derive

Morse style inequalities for the cohomology of the Cone complex and thus the primitive

cohomologies. Also, we develop a Witten deformation of the Cone complex, which provides

a Witten deformation of the differential operators associated to the cohomology.
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Chapter 1

Introduction

We begin by introducing the background to define the primitive forms.

1.1 Filtered Cohomologies

Let (M2n, ω) be a symplectic manifold.

Definition 1.1. For a coordinate chart (U, x1, ...x2n) of M , Define the Poisson bivector as

the map

Λ =
1

2
(ω−1)ijι ∂

∂xi

ι ∂
∂xi

, 1 ≤ i, j ≤ 2n

where (ω−1)ij is the inverse matrix of ωij and ι∂xi is the interior product. Λ : Ω∗(M) →

Ω∗−2(M) is globally defined on (M,ω), so it does not depend on coordinate chart.

Proof: To see this, note that if ω = 1
2
ωijdxi ∧ dxj in one chart, and ω = 1

2
ω′k`dyk ∧ dy` in

1



another, then ωij = ∂yk
∂xi
ω′k`

∂y`
∂xj

. Thus (ω−1)ij =
∂xj
∂y`

(ω′k`)−1 ∂xi
∂yk

, Then

2Λ = (ω−1)ijι ∂
∂xi

ι ∂
∂xi

=
∂xj
∂y`

(ω′k`)−1 ∂xi
∂yk

ι ∂
∂xi

ι ∂
∂xi

= (ω′k`)−1ι ∂xi
∂yk

∂
∂xi

ι ∂xj
∂y`

∂
∂xj

= (ω′k`)−1ι ∂
∂yk

ι ∂
∂y`

which is 2Λ′ so they agree on the overlap of coordinate charts and are thus globally define.

Definition 1.2. Define the maps

L : Ω∗(M)→ Ω∗+2(M)

by LAk = ω ∧ Ak and H : Ω∗(M)→ Ω∗(M) by

H =
∑
k

(n− k)Πk

where Πk : Ω∗(M) → Ωk(M) is the projection, Πk(A) = A if A ∈ Ωk(M) and Πk(A) = 0 if

A /∈ Ωk(M).

Lemma 1.1.1. the three operators L,Λ, H satisfy the sl2 commutivity relations, or

[Λ, L] = H

[H,Λ] = 2Λ

[H,L] = −2L

Proof: The last two relations follow from degree considerations. For the first relation, we

2



can simply work with Darboux coordinates ω = dpi ∧ dqi,Λ = ι ∂
∂qj

ι ∂
∂pj

. Then

ΛL =
∑
i,j

ι ∂
∂qj

ι ∂
∂pj

(dpi ∧ dqi)

=
∑
i,j

ι ∂
∂qj

[ι ∂
∂pj

(dpi ∧ dqi) + (dpi ∧ dqi)ι ∂
∂pj

]

=
∑
i,j

[ι ∂
∂qj

(δji ∧ dqi)− δji ∧ dqiι ∂
∂qj

+ ι ∂
∂qj

(dpi ∧ dqi)ι ∂
∂pj

+ (dpi ∧ dqi)ι ∂
∂qj

ι ∂
∂pj

]

=
∑
i,j

[ι ∂
∂qj

(dqj)− δji ∧ dqiι ∂
∂qj

− (dpi ∧ δji)ι ∂
∂pj

] + LΛ

=
∑
i,j

[1− dqj ∧ ι ∂
∂qj

− (dpj∧)ι ∂
∂pj

] + LΛ

and since we are summing over 1 ≤ j ≤ n and 1 ≤ j ≤ n, we have ΛL − LΛ = n −

dqj ∧ ι ∂
∂qj

− (dpj∧)ι ∂
∂pj

. Now note that if this is applied to a k-form A = AI,JdpIdqJ , then∑
j dpj ∧ ι ∂

∂pj

AI,JdpIdqJ = |I|AI,JdpIdqJ and
∑

j dqj ∧ ι ∂
∂qj

AI,JdpIdqJ = |J |AI,JdpIdqJ , thus

(ΛL− LΛ)A = nA− (|I|+ |J |)A = (n− k)A

Corollary 1.1.2. For any sl2 there is a Lefschetz decomposition Ωk =
⊕

k=2r+s

LrPs where

Ps = {Bs ∈ Ωs : ΛBs = 0} are called primitive forms.

Proof: see [7]

Using this, we define filtered forms

Definition 1.1.3. A form Ak ∈ Ωk(M) is p-filtered if

Ak = Bk + LBk−2 + ...+ LpBk−2p,

or its Lefschetz decomposition does not possess terms with terms Lp+1 or higher. We denote

the filtered k-forms by F pΩk = {Ak ∈
⊕s≤p

k=2r+s L
rPs}

3



We are interested in how the differential interacts with the filtration. For that, we first define

the following two operators

Definition 1.1.4. Let Ak ∈ Ωk have a Lefschetz decomposition Ak = Ak = Bk + LBk−2 +

...LsBk−2s. Define the projection operator Πp : Ωk → F pΩk by ΠpAk = Bk + LBk−2 +

...LpBk−2p by projecting to the first p components. Also, define the reflection operator ∗r :

Omegak → Ω2n−k by ∗r(Ak) = ∗r(Bk + LBk−2 + ... + LpBk−2p) = Ln−kBk + Ln−k+1Bk−2 +

...+ Ln−k+pBk−2p

Using these operators one can define an elliptic complex on F pΩk for a particular p

Theorem 1.1. Define d− := ∗rd∗r and d+ := Πpd. Then

0 F pΩ0 F pΩ1 . . . F pΩn+p

0 F pΩ0 F pΩ1 . . . F pΩn+p

d+ d+ d+ d+

∂+∂−

d− d− d− d−

is an elliptic complex.

Proof: See [12]. Therefore, we have the following cohomologies.

Definition 1.3 (Filtered cohomologies). Let F pH∗ = {F pH0
+, . . . , F

pHp+n
+ , F pHp+n

− , . . . , F pH0
−},

where

F pHk
+ =

ker(d+) ∩ F pΩk)

d+(F pΩk−1)
k = 0, 1, 2, . . . , n+ p− 1

F pHn+p
+ =

ker(∂+∂−) ∩ F pΩk

d+(F pΩn+p−1)

F pHn+p
− =

ker(d−) ∩ F pΩn+p

∂+∂−(F pΩn+p)

F pHk
− =

ker(d−) ∩ F pΩk

d−(F pΩk+1)
k = 0, 1, 2, . . . , n+ p− 1

4



note that F pHn+p
+ and F pHn+p

− these are second order differential operators. The filtered

complex has an alternative description in terms of the mapping cone complex, which we now

describe

Definition 1.4. Define Conek(ωp+1) = {η+θξ : η ∈ Ωk(M), ξ ∈ Ωk−1(M)} = Ωk(M)
⊕

θΩk−1(M)

on the symplectic manifold M , where θ is a formal object satisfying dθ = ωp+1

Applying the exterior derivative gives

d(ηk + θξk−1) = dηk + ωp+1 ∧ ξk−1 + θ(−dξk−1)

Thus we can define dC on

 ηk

ξk−1

 as

dC =

d ωp+1∧

0 −d

 .
Thus we have an elliptic complex (Cone(ωp+1), dC).

Theorem 1.2. The cohomology of Cone(ωp+1) is isomorphic to the cohomology of the filtered

complex

F pHk
+
∼= Hk(Cone(ωp+1)) 0 ≤ k < n+ p

F pHn+p
+
∼= Hn+p(Cone(ωp+1))

F pHn+p
−
∼= Hn+p+1(Cone(ωp+1))

F pHk
−
∼= H2n+p+1−k(Cone(ωp+1)) 0 ≤ k < n+ p

Proof: see [12] and [11].

We wish to develop a Morse theory for the filtered cohomology, below we will give a brief

5



review of Morse Theory.

1.2 Morse Theory

Definition 1.5. A function f : M → R on a manifold is a Morse function if at critical

points where df = 0, the Hessian

[
∂2f

∂xi∂xj

]
ij

is non-degenerate. If p is a critical point, then

the index of p is defined to be the dimension of the negative definite subspace of TpM with

respect to

[
∂2f

∂xi∂xj

]
ij

.

For a Riemannian metric g, we let φ : R→M be the gradient flow by -f, φ̇(t) = −∇f . This

allows us to define two submanifolds related to the flow.

Definition 1.6. Let p be a critical point of a Morse function. Define Up = {y ∈ M :

lim
t→−∞

φt(y) = p} to be the unstable manifold of p, and Sp = {y ∈ M : lim
t→∞

φt(y) = p} to be

the stable manifold of p. We say a pair (f, g) is Morse-Smale provided for all p 6= q, Up t Sq.

One can flow by −grad(f) from a critical point p to another point q. Being Morse-Smale

ensures that if there is a flow from p to q, then ind(p) > ind(q)

Definition 1.7. Let Ck(M, f, g) = the free Z module generated by the critical points p of f

with ind(p) = k. We define the boundary operator ∂f,g : Ck(M, f, g)→ Ck−1(M, f, g)

∂f,gpk =
∑

ind(q)=k−1

#M̃(p, q)qk−1

Where M̃(p, q) = (Up ∩ Sq)/ ∼ is the submanifold of points that flow from p to q modded by

the flow, counted with orientation.

The transversality condition ensures that M̃(p, q) is a zero dimensional manifold. If (f, g) is

Morse-Smale, we have the following theorem [19].

6



Theorem 1.3. the following is a differential complex

CdimM(M, f, g) CdimM−1(M, f, g) . . . C0(M, f, g)
∂f,g ∂f,g ∂f,g

The Morse homology is then (Hk)C(f)(M, f, g) =
Ker(∂f,g)k
Im(∂f,g)k−1

Note that, from [19], (Hk)C(f)(M, f, g) ∼= Hk
dR(M). Thus the Morse homology is independent

of the Morse function f and the metric g. Witten showed in [18] can also use the Morse

function to deform the exterior derivative.

Definition 1.8 (Witten Deformation). If f is a Morse function, then for t ∈ R, define the

deformed differential dt = e−tfdetf = d+ tdf∧

if we have a metric g, we can also define the deformed adjoint d∗t = etfd∗e−tf = d∗ + tι∇f

and the deformed Laplacian ∆t = dtd
∗
t +d∗tdt = ∆+ t(df ∧d∗+dι∇f + ι∇fd+d∗df∧)+ t2|df |2.

In [18], the factor t2|df |2 dominates as t goes to infinity and the harmonic solutions localize

around critical points, which provides a proof of the Morse inequalities.

Theorem 1.4 (Morse Inequalities). Let mk = dimCk be the number of Morse points of

index k. The Morse polynomial is defined as M(t) =
dimM∑
k=0

mkt
k. If P (t) =

dimM∑
k=0

bkt
k is the

Poincaré polynomial, then

M(t) = P (t) + (1 + t)Q(t)

where Q(t) =
dimM∑
k=0

akt
k is a nonnegative polynomial, ak ≥ 0.

Thus we have the weak Morse inequalities

mk ≥ bk for all k

7



and the strong Morse inequalities

i∑
k=0

(−1)i−kmk ≥
i∑

k=0

(−1)i−kbk for all i

Our goal is to derive a Morse theory for the filtered cohomologies, and in certain cases

generalize from ωp+1 it to other closed forms ψ. This would involve a Morse complex, Morse

inequalities, and Witten Deformation.

Ω∗(M) C(M, f, g) Cone(ωp+1)
Morse
Cone(ωp+1)?

elements
differential
forms

critical points pk

[
η
ξ

]
?

differential
exterior deriva-
tive d

Morse flow ∂
dC =[
d ω∧
0 −d

]
?

Weak Morse bk ≤ mk = # of critical bω
p+1

k = dim(Hk(Cone(ω))) ≤?
Inequalities points of index k

Strong Morse
Inequalities

i∑
k=0

(−1)i−kbk≤
i∑

k=0

(−1)i−kmk

i∑
k=0

(−1)i−kbω
p+1

k ≤?

8



Chapter 2

Symplectic Morse Chain Complex

2.1 Preliminaries

The following work is derived from joint work with Tseng and Tang in [4]. Let (Md, ψ)

be a closed manifold of dimension d equipped with a geometric structure given by a closed

differential `-form, ψ ∈ H`(M). For example, we might consider a symplectic manifold

(M2n, ω).

Our symplectic Morse complex is motivated by a result of Tanaka-Tseng [11] that relates the

cochain complex that underlies the TTY cohomologies with the Cone complex of the wedge

product map ωp+1 : Ω•(M)→ Ω•+2p+2(M) on the space of differential forms.

9



2.2 Morse Cone Complex: Cone(c(ψ))

2.2.1 Preliminaries: Morse Complex and c(ψ)

To begin, let f be a Morse function and g a Riemannian metric on M . We will assume

that (f, g) satisfy the standard Morse-Smale transversality condition. The elements of the

Morse cochain complex C•(M, f) are R-modules with generators critical points of f , graded

by the index of the critical points, with boundary operator ∂ determined by the counting of

gradient lines, i.e.

∂qk =
∑

ind(r)=k+1

n(rk+1, qk) rk+1,

where n(rk+1, qk) = #M̃(rk+1, qk) is a count of the moduli space of gradient flow lines with

orientation modulo reparametrization.

Note that Morse theory is typically presented as a homology theory, and hence, flowing from

index k to index k − 1 critical points. To match up with the cochain complex of differential

forms, we here work with the dual Morse cochain complex. Hence, our ∂ is the adjoint of

the usual Morse boundary map under the inner product 〈qki , qkj〉 = δij.

Following Austin-Braam [1] and Viterbo [16], we define

c(ψ)qk =
∑

ind(r)=k+`

(∫
M(rk+`,qk)

ψ

)
rk+`

where ψ ∈ Ω`(M) is an `-form and M(rk+`, qk) is the submanifold of all points that flow

from rk+` to qk, oriented as in [1]. From Appendix A, we have the Leibniz-type product

relation

∂c(ψ) + (−1)deg(ψ)+1c(ψ)∂ = −c(dψ)

10



specifying a sign convention that is ambiguous in Austin-Braam [1] and Viterbo [16]. Thus,

for instance, for ψ = ω, the symplectic structure, we have the relation

∂c(ω)− c(ω)∂ = −c(dω) = 0.

2.2.2 Chain Map Between Cone(ψ) and Cone(c(ψ))

As explained by Bismut, Zhang and Laudenbach [2, 19], there is a chain map P : Ωk(M)→

Ck(M, f) between differential forms and the Morse cochain complex given by

Pφ =
∑

qk∈Crit(f)

(∫
Uqk

φ

)
qk

where φ ∈ Ωk(M) and Uq is the set of all points on a gradient flow away from q. Being a

chain map,

∂ P = P d . (2.1)

We are interested to find an analogous chain map relating Cone(ψ) = (Ω•(M)⊕θΩ•−`+1(M), dC)

with Cone(ψ) = (C•(M, f)⊕C•−`+1(M, f), ∂C), where as given in Definition of the mapping

cone,

dC : Ωk(M)⊕ θΩk−l+1(M)→ Ωk+1(M)⊕ θΩk−l+2(M)

∂C : Ck(M, f)⊕ Ck−l+1(M, f)→ Ck+1(M, f)⊕ Ck−l+2(M, f)

with

dC =

d ψ

0 (−1)`−1d

 , ∂C =

∂ c(ψ)

0 (−1)`−1∂

 .

11



The chain map, which we will label by PC , that links the two cone complexes will need

to satisfy ∂C PC = PC dC . In fact, such a map exists and can be expressed in an upper-

triangular matrix form.

Definition 2.2.1. Let PC : Cone•(ψ)→ Cone•(c(ψ)) be the upper-triangular matrix map

PC =

P K

0 P


where K : Ωk−`+1(M)→ Ck(M, f) acting on ξ ∈ Ωk−`+1(M) is defined by

Kξ = (−1)` [P(ψ ∧ d∗Gξ)− c(ψ)P(d∗Gξ)] + ∂−1
k,⊥(P(ψ ∧Hξ)− c(ψ)P(Hξ)) , (2.2)

in terms of the Hodge decomposition with respect to the de Rham Laplacian ∆ = dd∗ + d∗d:

ξ = (H + ∆G)ξ = Hξ + dd∗Gξ + d∗dGξ ,

where Hξ is the harmonic component and G is the Green’s operator.

We explain the notation ∂−1
k,⊥ in the second term for the definition of K in (2.2).

Let γ be a closed (k− `+ 1)-form. Then, it is known that Pψ ∧ γ and c(ψ)Pγ are cohomol-

ogous. (See, for instance, Austin-Braam [1, Section 3.5] or Viterbo [16, Lemma 4].). Then

P(ψ ∧ γ) − c(ψ)Pγ = ∂b for some b ∈ Ck(M, f). Note that Ck(M, f) is an inner product

space under 〈qki , qkj〉 = δij, so we have an orthogonal splitting, Ck(M, f) = ker ∂k⊕(ker ∂k)
⊥,

and that ∂k is an isomorphism between Im(∂k) ⊂ Ck+1(M, f) and Ck(M, f)/ ker ∂k, which is

isomorphic to (ker ∂k)
⊥. Thus, it follows from the finite-dimensional assumption on Ck(M, f)

and Ck+1(M, f) that we can define a right inverse ∂−1
k,⊥ : Im(∂k) → (ker ∂k)

⊥ ⊂ Ck(M, f),

and ∂−1
k,⊥(P(ψ ∧ γ)− c(ψ)Pγ) ∈ Ck(M, f). For the second term of K in (2.2), γ = Hξ is the

closed form that is the harmonic component of ξ.

12



With PC defined, we now show that it is a chain map.

Theorem 2.2.2. PC : Cone•(ψ)→ Cone•(c(ψ)) is a chain map. In particular,

∂C PC = PC dC . (2.3)

Proof. The right and the left hand side of (2.3) acting on η + θξ ∈ Conek(ψ) give

PC dC =

P K

0 P


d ψ

0 (−1)`−1d

 =

Pd Pψ + (−1)`−1Kd

0 (−1)`−1Pd

 ,
∂C PC =

∂ c(ψ)

0 (−1)`−1∂


P K

0 P

 =

∂P c(ψ)P + ∂K

0 (−1)`−1∂P

 .
Since P is a chain map (2.1), i.e. dP = P ∂, the only entry we need to check comes from

the off-diagonal one,

Pψ + (−1)`−1Kd = c(ψ)P + ∂K ,

or equivalently, we need to show that

Pψ − c(ψ)P = ∂K + (−1)`Kd , (2.4)

is a graded chain homotopy. To compute Kdξ, note first that Hdξ = 0 , ∀ξ ∈ Ωk−l+1(M).

Therefore, we find that

Kdξ = (−1)` [P(ψ ∧ d∗Gdξ)− c(ψ)Pd∗Gdξ] = (−1)` [P(ψ ∧ d∗dGξ)− c(ψ)Pd∗dGξ] ,
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having used (2.2) and the fact that Gd = dG. Now, for the ∂Kξ term, we have

∂Kξ = ∂
(
(−1)` [P(ψ ∧ d∗Gξ)− c(ψ)Pd∗Gξ] + ∂−1

k,⊥(P(ψ ∧Hξ)− c(ψ)PHξ)
)

= (−1)` [Pd(ψ ∧ d∗Gξ)− ∂c(ψ)Pd∗Gξ] + ∂
(
∂−1
k,⊥(P(ψ ∧Hξ)− c(ψ)PHξ)

)
= (−1)`

[
(−1)`P(ψ ∧ dd∗Gξ)− (−1)`c(ψ)∂Pd∗Gξ

]
+ Pψ ∧Hξ − c(ψ)PHξ

= P(ψ ∧ dd∗Gξ)− c(ψ)Pdd∗Gξ + P(ψ ∧Hξ)− c(ψ)PHξ

Altogether, we find for the right-hand side of (2.4)

∂Kξ + (−1)`Kdξ = P(ψ ∧ dd∗Gξ)− c(ψ)Pdd∗Gξ + P(ψ ∧Hξ)− c(ψ)PHξ

+ [P(ψ ∧ d∗dGξ)− c(ψ)Pd∗dGξ]

= P (ψ ∧ (dd∗Gξ + d∗dGξ +Hξ))− c(ψ)P(dd∗Gξ + d∗dGξ +Hξ)

= P(ψ ∧ ξ)− c(ψ)Pξ.

Thus, K is a graded chain homotopy of Pψ and c(ψ)P , and therefore, PC dC = ∂C PC .

2.2.3 Isomorphism of Cohomologies via Five Lemma

A mapping cone cochain complex can be described by a short exact sequence of chain maps.

For the differential forms case, we have

0 (Ωk(M), d) (Conek(ψ)), dC) (Ωk−`+1(M), (−1)`−1d) 0
ιdR πdR (2.5)
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where ι is the inclusion in the first component ι(a) =

a
0

 and π is the projection to the

second component π


a
b


 = b. It is easy to check that these maps are chain maps:

ιdRdη =

dη
0

 = dCιdRη

and

πdRdC


η
ξ


 = πdR

dη + ψ ∧ ξ

(−1)`−1dξ

 = (−1)`−1dξ = (−1)`−1d

πdR
η
ξ


 .

The short exact sequence (2.5) implies the following long exact sequence for the cohomology

of Cone(ψ)

. . . Hk−`
dR (M) Hk

dR(M) Hk(Cone(ψ)) Hk−`+1
dR (M) . . .

[ψ∧] [ιdR] [πdR]

(2.6)

Analogously, for Cone(c(ψ)), we also have the short exact sequence of chain maps

0 (Ck(M, f), ∂) (Conek(c(ψ)), ∂C) (Ck−`+1(M, f), (−1)`−1∂) 0
ιC(f) πC(f)

(2.7)

and the long exact sequence of cohomology

. . . Hk−`
C(f)(M) Hk

C(f)(M) Hk(Cone(c(ψ))) Hk−`+1
C(f) (M) . . .

[c(ψ)] [ιC(f)] [πC(f)]

(2.8)
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The two short exact sequences, (2.5) and (2.7), fit into a commutative diagram

0 (Ωk(M), d) (Conek(ψ)), dC) (Ωk−`+1(M), (−1)`−1d) 0

0 (Ck(M, f), ∂) (Conek(c(ψ)), ∂C) (Ck−`+1(M, f), (−1)`−1∂) 0

ιdR

P

πdR

PC P
ιC(f) πC(f)

(2.9)

The commutativity can be checked as follows:

ιC(f)(P(η)) =

Pη
0

 =

P K

0 P


η

0

 = PC(ιdR(η)) ,

πC(f)

PC
η
ξ


 = πC(f)

Pη +Kξ

Pξ

 = Pξ = P

πdR
η
ξ


 .

The short exact commutative diagram (2.9) gives a long commutative diagram of cohomolo-

gies:

Hk−`
dR (M) Hk

dR(M) Hk(Cone(ψ)) Hk−`+1
dR (M) Hk+1

dR (M)

Hk−`
C(f)(M) Hk

C(f)(M) Hk(Cone(c(ψ))) Hk−`+1
C(f) (M) Hk+1

C(f)(M)

[ψ∧]

[P] [P]

[ιdR]

[PC ]

[πdR]

[P]

[ψ∧]

[P]

[c(ψ)] [ιC(f)] [πC(f)] [c(ψ)]

(2.10)

We can check that each square commutes. The outer squares commute since P(ψ ∧ ξ) and

c(ψ)Pξ are cohomologous when both ξ and ψ are d-closed, i.e.

[P ][ψ∧] = [c(ψ)][P ]

as was shown by Austin-Braam in [1, Section 3.5]. The middle two squares commute follows

from the commutativity of the chain maps in (2.9). Furthermore, the vertical map [P ] is
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an isomorphism as shown by Bismut-Zhang and Laudenbach [2, Theorem 2.9] (see also [19,

Theorem 6.4]).

We can now apply the Five Lemma to (2.10) which implies that the middle vertical map

[PC ] is also an isomorphism on cohomology, and thus we prove Theorem ??.

Theorem 2.2.3. PC : (Cone•(ψ), dC)→ (Cone•(c(ψ)), ∂C) is a Z graded quasi-isomorphism.

2.2.4 Example: Cone(c(ω)) on T 4

We now work out a simple example of the Cone(c(ψ)) complex on the four-dimensional

torus, M = T 4 = R4/Z4. We will describe the torus using Euclidean coordinates, xi with

i = 1, 2, 3, 4, with identification xi ∼ xi + 1. We are interested in the symplectic case where

ψ = ω = dx1 ∧ dx2 + dx3 ∧ dx4.

The complex Cone(c(ω)) is dependent on the choice of the metric and the Morse function.

For simplicity, we will work with the flat metric, g =
∑
dx2

i and choose the Morse function

to be

f = 2− 1

2

4∑
i=1

cos(2πxi) .

This Morse function has several desirable properties that are straightforward to prove:

(i) the non-degenerate critical points are located at xi = [0] or xi = [1
2
] and have Morse

index equal to the number of coordinates which are equal to [1
2
];

(ii) the Morse differential ∂ is 0;

(iii) the pair (f, g) is Morse-Smale.

Because of (ii), the ∂C map in the equation above reduces to the c(ω) map. Hence, we are
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interested in pairs of critical points whose indices differ by two, e.g qk+1 has two more [1
2
]

coordinates than qk−1. Also, note thatM(qk+1, qk−1) will be a two-dimensional face with two

of the coordinates fixed and two coordinates spanning the entire coordinate interval [0, 1]

when we take the closure.

In the Table 2.1 below, we give the cohomologies of H(Cone(c(ω))) and H(Cone(ω)) on

(T 4, ω = dx1 ∧ dx2 + dx3 ∧ dx4). We use a multi-index notation of I = {i1...ij} in increasing

order such that dxI = dxi1 ∧ ...∧ dxij , q0 denotes the index 0 point, and qI denotes the point

with 1
2

in entry i1, ...ij, i.e. q13 = q[1
2
,0,

1
2
,0
]. The orientation of the submanifolds are chosen

such that PdxI = qI . Further, since ∂ = 0 and GdxI = 0, we also have K dxI = 0 .

Notice that c(ω)qI only picks out critical points that have two coordinates of qI changed

from [0] to [1
2
] in either the 1-2 or 3-4 directions. Thus, we find that

c(ω)q0 = q12 + q34 , c(ω)q12 = q1234 , c(ω)q34 = q1234 ,

c(ω)q1 = q134 , c(ω)q2 = q234 , c(ω)q3 = q123 , c(ω)q4 = q124 ,

with all other critical points mapped to zero when acted upon by c(ω).
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j 0 1 2

Hj(Cone(ω))

[
1
0

] [
dx1

0

]
,

[
dx2

0

] [
dx13

0

]
,

[
dx14

0

]
,

[
dx23

0

]
,[

dx3

0

]
,

[
dx4

0

] [
dx24

0

]
,

[
dx12 − dx34

0

]
Hj(Cone(c(ω)))

[
q0

0

] [
q1

0

]
,

[
q2

0

] [
q13

0

]
,

[
q14

0

]
,

[
q23

0

]
,[

q3

0

]
,

[
q4

0

] [
q24

0

]
,

[
q12 − q34

0

]
j 3 4 5

Hj(Cone(ω))

[
dx123

0

]
,

[
dx124

0

]
,

[
dx234

0

]
,

[
0

dx123

]
,

[
0

dx124

] [
0

dx1234

]
[
dx234

0

]
,

[
0

dx12 − dx34

] [
0

dx134

]
,

[
0

dx234

]
Hj(Cone(c(ω)))

[
q123

0

]
,

[
q124

0

]
,

[
q234

0

]
,

[
0
q123

]
,

[
0
q124

] [
0

q1234

]
[
q234

0

]
,

[
0

q12 − q34

] [
0
q134

]
,

[
0
q234

]
Table 2.1: Cohomology of Cone(ω) versus Cone(c(ω)) on (T 4, ω = dx1 ∧ dx2 + dx3 ∧ dx4).
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Chapter 3

Symplectic Morse Inequalities

We have a symplectic Morse complex Cone(c(ω), ∂C), but it is of interest to ask if we have

decomposition of ∂ = ∂m+ + c(ω)∂m− or primitive Morse cochains and homologies without

regard to Cone. We provide partial answers. To begin recall from Weibel [17, page 6] that

there are two complexes, the kernel and cokernel complex, associated to a chain map

Definition 3.0.1. The kernel complex of c(ω) is the complex ker(c(ω)) ⊂ C•(M, f) = {b ∈

C•(M, f) : c(ω)b = 0}, with differential ∂ker

Definition 3.0.2. The cokernel complex of c(ω) is the complex coker(c(ω)) = {[{a} ∈

C/Im (c(ω))} with differential ∂mΠ ([a]) = [∂a] ∈ C/Im (c(ω))

The analogy to the kernel complex in differential forms are those φ ∈ Ω•(M) such that ω∧ψ =

0, which are precisely the forms ωn−kP k. These are a chain complex under (ωn−kP k, d) =

(ωn−kP k, ω∂−) that is quasi-isomorphic to (P k, ∂−) under the symplectic reflection ∗r : βk →

ωn−kβk.

The analogy to the cokernel in differential forms would be if we pick a representative of

C/Im (c(ω)) to be φ ∈ Ω•(M) which is orthogonal to ω ∧ Ω•(M) under the hodge inner

product with compatible metric. Such forms satisfy 0 = 〈〈φ, ω ∧ α〉〉 = 〈〈Λφ, α〉〉, which
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are precisely the primitive forms P •(M,ω). The differential for this map is ∂+ = Π0d on

primitive forms.

We might guess from these similarities that these are Morse analogies of the primitive forms.

Unfortunately, we need more structure on the Morse function. From Weibel [17, page 24],

coker(c(ω))),Cone(c(ω)), ker(c(ω)) fit together in a long exact sequence

. . . Hk−1(ker(c(ω)))→ Hk(Cone(c(ω))→ Hk(coker(c(ω)))→ Hk(ker(c(ω))) . . .

3.1 Improved Morse Inequalities

We will show using the complex above that we can improve our Cone Morse inequalities.

To do this, let wk = rank[∧ω] : Hk(M) → Hk+2(M) and let vk = rank c(ω) : Ck(M, f) →

Ck+2(M, f). Then we know from [12] that

bωk = (dim coker[∧ω] : Hk(M)→ Hk+2(M)) + (dim ker[∧ω] : Hk−1(M)→ Hk+1(M))

= bk − wk−2 + bk−1 − wk−1

Note that we find the following theorem, that could be considered as an analogy of the Morse

inequalities.

Theorem 3.1. Let Cone(c(ω)) be the Cone complex for the symplectic form ω, then

bωk ≤ mk − vk−2 +mk−1 − vk−1

Proof. To start, note that from Weibel [17] that

. . . Hk−1(ker(c(ω)))
fk−1
ker−−−→ Hk(Cone(c(ω)))

fkCone−−−→ Hk(coker(c(ω)))
fkcoker−−−→ Hk(ker(c(ω))) . . .
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is a long exact sequence. Note that this being an exact sequence is true if and only if the

following are short exact sequences.

0→ Im(fk−1
ker )

fk−1
ker−−−→ Hk(Cone(c(ω))

fkCone−−−→ Im(fkCone)→ 0

0→ Im(fkCone)
fkCone−−−→ Hk(coker(c(ω))

fkcoker−−−→ Im(fkcoker)→ 0

0→ Im(fkCoker)
fkcoker−−−→ Hk(ker(c(ω))

fkker−−→ Im(fkcoker)→ 0

Thus

bωk = dim Im(fk−1
ker ) + dim Im(fkCone)

≤ dimHk−1(ker(c(ω)) + dimHk(coker(c(ω))

≤ dim(kerk−1(c(ω))) + dim(cokerk(c(ω))

= mk−1 − wk−1 +mk − wk−2

We thus have an analogous form of our weak inequalities. Now for the weak inequalities, we

have

Lemma 3.1.1. If vk = rank c(ω) : Ck(M, f) → Ck+2(M, g) and wk = rank [c(ω)] :

Hk
C(M,f)(M,R)→ Hk+2

C(M,f)(M,R) = rank [ω∧] : Hk
dR(M,R)→ Hk+2

dR (M,R), then wk ≤ vk

Using this inequalities above, we have the following immeadiate corollaries:

Corollary 3.1.2.

bk − vk−2 + bk−1 + vk−1 ≤ bωk ≤ mk − wk−2 +mk−1 − wk−1
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We now prove the strong Morse inequalities

Theorem 3.2. If bωk = dim(Hk(Cone(ω)) = dim(Hk(Cone(c(ω))), then

bk − vk−2 =
k∑
i=0

(−1)i−kbωi ≤
k∑
i=0

(−1)i−k(mi − vi−2 +mi−1 − vi−1) = mk − vk−1

Proof. The first and last inequalities follow from the telescoping sum. For the middle in-

equality, note that

k∑
i=0

(−1)i−kbωi =
k∑
i=0

(−1)i−k(dim Im(f i−1
ker ) + dim Im(f iCone))

=
k∑
i=1

(−1)i−k(dim Im(f i−1
ker ) + dim Im(f iCone))

+ (dim Im(f i−1
Coker)− dim Im(f i−1

Coker))

= dim Im(f iCone)) +
k∑
i=0

(−1)i−k(dim Im(f i−1
ker )

− dim Im(f i−1
Cone)) + (dim Im(f i−1

Coker)− dim Im(f i−1
Coker))

= dim Im(f iCone)) +
k∑
i=0

(−1)i−k(dim Im(fk−1
ker ) + dim Im(f i−1

Coker)

− (dim Im(f i−1
Coker) + dim Im(f i−1

Cone)))

= dim Im(f iCone)) +
k∑
i=0

(−1)i−k(dimH i−1(ker(c(ω)))

− dim(H i−1(coker(c(ω)))))

≤ dim(H i(coker(c(ω))) +
k∑
i=0

(−1)i−k(dimH i−1(ker(c(ω)))

− dim(H i−1(coker(c(ω)))))

=
k∑
i=0

(−1)i−k(dimH i−1(ker(c(ω))) +
k∑
i=0

(−1)i−k dim(H i(coker(c(ω)))))

=
k∑
i=0

(−1)i−k(dim(keri(c(ω))) +
k∑
i=0

(−1)i−k dim((cokeri(c(ω)))))
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Where in the last line we use the strong Morse inequalities for the complexes ker(c(ω))

and coker(c(ω)). Since the dimensions of these complexes are mi−1 − vk−1 and mk − vk−2,

respectively, we have

k∑
i=0

(−1)i−kbωi ≤
k∑
i=0

(−1)i−k(mi−1 − vi−1) +
k∑
i=0

(−1)i−k(mi − vi−2)

=
k∑
i=0

(−1)i−k(mi−1 − vi−1 +mi − vi−2)

= mk − vk−1

And we have thus proven our Cone complex strong Morse inequality.

Corollary 3.1.3. If f is a perfect Morse function, then mk = bk and therefore our Morse

inequalities become equalities dimHk(Cone(ω) = mk−1−vk−1+mk−vk−2 and
∑k

i=0(−1)ibωi =

mk − vk−1

Proof. Note that we have bk−wk−2 + bk−1−wk−1 ≤ mk− vk−2 +mk−1− vk−1 from our weak

Morse inequalities. Also, note that if we have a perfect Morse function dimHk = dimCk,

so our differential is zero ∂ = 0. In particular, this implies that [c(ω)] and c(ω) are the

same map (as there is only one element in each cohomology class) thus vk = wk. combining

mk = bk with vk = wk implies bk − wk−2 + bk−1 − wk−1 = mk − vk−2 + mk−1 − vk−1, so

the alternating sums are also equal. Thus the inequalities are equalities for a perfect Morse

function.

3.2 Example

We now provide an example that shows the necessity of having both terms, mk and mk−`+1,

in the weak Morse-type inequality of Theorem for Cone(ψ).
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Example 3.2.1. Let (X, σ) be the six-dimensional, closed, symplectic manifold constructed

by Cho in [3] where the symplectic form ω = σ is not hard Lefschetz type. We will be working

with p = 0, or the primitive case. Topologically, X can be described as a two-sphere bundle

over a projective K3 surface and has the following notable properties [3, Theorem 1.3]: (i)

X is simply connected; (ii) the odd-degree cohomology, H1(X) = H3(X) = H5(X) = 0.

We will consider the TTY cohomology for (X, σ) in the p = 0 case, i.e. F p=0H(X, σ) ∼=

Cone(σ)(X), and bωk = dim(Hk(Cone(ω)). From [12], we find

bω0 = bω7 = 1 ,

bω1 = bω6 = 0 ,

bω2 = bω5 = b2(X)− 1 ,

bω3 = dim
[
ker
(
σ : H2(X)→ H4(X)

)]
> 0 ,

bω4 = dim
[
coker

(
σ : H2(X)→ H4(X)

)]
> 0 .

Note that b0
3 = b0

4 > 0. Since (X, σ) is not hard Lefschetz, which implies that the map,

σ : H2(X)→ H4(X), can not be an isomorphism.

For the inequalities, we can choose to work with a perfect Morse function on X. That such

exists is due to a a result of Smale [9, Theorem 6.3] which states that any simply-connected

manifold of dimension greater than five that has no homology torsion has a perfect Morse

function. (No homology torsion here can be seen from applying the Gysin sequence to X as

a two-sphere bundle over K3.) Since X has trivial odd-degree cohomology, this implies that

m0 = m6 = 1 ,

m1 = m3 = m5 = 0 ,

m2 = m4 = b2(X) .
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It is straightforward to check that the bounds are satisfied. In particular, for the weak TTY-

Morse bound of the morse inequality, the k = 3, 4 case corresponds to

b0
3 ≤ m3 +m2 − 1 = m2 − 1 ,

b0
4 ≤ m4 +m3 − 1 = m4 − 1 .

The above demonstrate the necessity of having both terms, mk and mk−`+1, in our strong

Cone Morse inequalities (and in our weak Cone Morse inequalities for the middle case) in

order for the inequalities to hold generally.
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Chapter 4

Symplectic Witten Deformation

4.1 Preliminaries

In this chapter we generalize Zhang’s [19] work showing the Witten deformation for De Rahm

cohomology to the Cone complex. We focus in particular on F 0Ωk, also called the primitive

forms.

4.1.1 Witten Deformation on the Cone Laplacian

To begin, consider a circle bundle over a symplectic manifold M2n given by

S1 X

M2n

f
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Let ΩM(X) denote the space of S1 invariant differential forms on E (which is isomorphic to

Cone(ω)),

Ωk
M(X) = Ωk(M)⊕ θΩk−1(M) = {ηk + θ ∧ ηk−1, ηk ∈ Ωk(M), ξk−1 ∈ Ωk−1(M)},

where θ is geometrically the global angular form.

If g is a compatible metric on M with ω, on X choose the metric

gX = π∗g + θ ⊗ θ.

If {φ1, ...φ2n} is a pointwise orthonormal basis for T ∗pM , then {θ, φ1, ...φ2n} is an orthonormal

basis for T ∗zX, where z is a point in the pre-image, i.e. π(z) = p . The Hodge star on X is

thus

∗X(ηk + θξk−1) = ∗ξk−1 + (−1)kθ ∧ ∗ηk.

The differential operator is

dXη = dX(ηk + θ ∧ ξk−1) = dηk + ω ∧ ξk−1 − θ ∧ dξk−1.

The adjoint of d with respect to the metric gX is

d∗ = (−1)k ∗X d∗X

so

d∗X(ηk + θξk−1) = d∗ηk + θ(Ληk − d∗ξk−1)

where Λ = (−1)k ∗ ω∗ = L∗, assuming the metric is compatible. If σk =

 ηk

ξk−1

 ∈ Cone(ω)

is a vector in the mapping Cone of ω∧ : Ω∗(M) → Ω∗+2(M), then as Cone(ω) is quasi-
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isomorphic to Ω∗M(X), [11] we have the corresponding matrix operators

dC =

d ω

0 −d

 d∗C =

d∗ 0

Λ −d∗

 .
And if we do a Witten deformation, with f a Morse function, we have

dC,t = e−tfdCe
tf =

d+ tdf ω

0 −d− tdf

 =

dt ω

0 −dt

 .

d∗C,t = etfd∗Ce
−tf =

d∗ + tι∇f 0

Λ −d∗ − tι∇f

 =

d∗t Λ

0 −d∗t


We can define the deformed Laplacian as

∆C,t = dC,td
∗
C,t + d∗C,tdC,t

=

dd∗ + d∗d+ ωΛ d∗ω − ωd∗

Λd− dΛ dd∗ + d∗d+ Λω

+ t

 ∂2f
∂xi∂xj

[dxi,
∂
∂xj

] ι∇fω − ωι∇f

Λdf − dfΛ ∂2f
∂xi∂xj

[dxi,
∂
∂xj

]


+ t2

|df |2 0

0 |df |2


=

∆ + ωΛ d∗ω − ωd∗

Λd− dΛ ∆ + Λω

+ t

 ∂2f
∂xi∂xj

[dxi,
∂
∂xj

] ι∇fω − ωιgrad(f)

Λdf − dfΛ ∂2f
∂xi∂xj

[dxi,
∂
∂xj

]

+ t2

|df |2 0

0 |df |2


=

∆t + ωΛ −dΛ∗
t

−dΛ
t ∆t + Λω


where dxi, ∂/∂xi come from local coordinates and

dΛ
t = dtΛ− Λdt = (d+ tdf)Λ− Λ(d+ tdf) = dΛ− Λd+ t(dfΛ− Λdf)

dΛ∗
t = ωd∗t − d∗tω = ω(d∗ + tι∇f )− (d∗ + tι∇f )ω = ωd∗ − d∗ω + t(ωι∇f − ι∇fω)
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Lemma 4.1.1. If dtf,Cσ = 0 and d∗C,tfσ = 0, then dC,t(−f) ∗X σ = 0 and d∗C,t(−f) ∗X σ = 0

Proof: To begin, note that since X is 2n + 1 dimensional, that ∗X∗X = (−1)k(2n+1−k)Id =

(−1)k(1−k)Id = Id

0 = dtf,Cσ

= e−tfdCe
tfσ

= ∗X ∗X et(−f)dCe
−t(−f) ∗X ∗Xσ

= (−1)k ∗X et(−f)d∗Ce
−t(−f)(∗Xσ)

= (−1)k ∗X d∗t(−f),C(∗Xσ)

And taking the (−1)k∗X implies d∗t(−f),C(∗Xσ) = 0 Likewise

0 = d∗tf,Cσ

= etfd∗Ce
−tfσ

= (−1)k ∗X e−t(−f)dCe
t(−f) ∗X σ

= (−1)k ∗X dt(f),C(∗Xσ)

Lemma 4.1.2. If σ is an eigenvalue of ∆C,tf , then ∗Xσ is an eigenvalue of ∆C,t(−f)
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Proof: if ∆C,t(f)σ = λσ, implies

λσ = dt(f),Cd
∗
t(f),Cσ + d∗t(f),Cdt(f),Cσ

= (−1)ke−tfdCe
2tfd∗Ce

−tfσ + (−1)k+1etfd∗Ce
−2tfdCe

tfσ

= (−1)ke−tfdCe
2tf ∗X dC ∗X e−tfσ + (−1)k+1etf ∗X dC ∗X e−2tfdCe

tfσ

= (−1)ke−tf ∗X ∗XdCe2tf ∗X dCe−tf (∗Xσ)

+ (−1)k+1etf ∗X dC ∗X e−2tfdCe
tf ∗X (∗Xσ)

= (−1)k−1 ∗X (−et(−f) ∗X dCe−t(−f) ∗X e−t(−f)dCe
−tf (∗Xσ)

+ e−t(−f)dCe
t(−f)et(−f) ∗X dCe−t(−f) ∗X (∗Xσ))

= (−1)k−1 ∗X (−(−1)2n+1−(k+1)et(−f)d∗Ce
−t(−f)dt(−f),C(∗Xσ)

+ dt(−f),C(−1)2n+1−ket(−f)d∗Ce
−t(−f)(∗Xσ)

= (−1)k−1(−1)2n+1−k ∗X (d∗t(−f),Cdt(−f),C(∗Xσ) + dt(−f),Cd
∗
t(−f),C(∗Xσ))

= ∗X∆C,t(−f)(∗Xσ)

And taking ∗X of both sides gives λ ∗X σ = ∆t(−f),C(∗Xσ)

Note that Lemma 2.1 or 2.2 immediately implies the following corollary.

Corollary 4.1.3. let σ =

η
ξ

 ∈ Cone(ω) be a harmonic solution of ∆C,t for the Morse

function f . Then ∗Xσ =

 ∗ξk−1

(−1)k ∗ ηk

 is a harmonic solution of ∆C,t for the Morse function

−f

Corollary 4.1.4. If σ is a local harmonic of ∆tf,C, then ∗Xσ is a local harmonic of ∆t(−f),C,

and thus a local solution for an index 2n− k point
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4.1.2 Harmonic Solutions of the Witten Deformed Cone Laplacian

we want to find harmonic σk ∈ Cone(ω), or the forms such that ∆C,tσk = 0, which is true if

and only if dC,tσk = 0 = d∗tCσk. This amounts to the system of solutions

(1) dtηk + ω ∧ ξk−1 = 0 (3) d∗tηk−1 = 0

(2) dtξk−1 = 0 (4) d∗t ξk−1 − Ληk = 0

To prove this, we have the following lemma

Lemma 4.1.5. Let φk, ψj be differential k and j forms, respectively then dt(φk ∧ ψj) =

dφk ∧ ψj + (−1)kφk ∧ dtψj

Proof: Using dt = d+ tdf , we have

dt(φk ∧ ψj) = (d+ tdf∧)(φk ∧ ψj

= dφk ∧ ψj + (−1)kφk ∧ dψj + (−1)kφk ∧ (tdf ∧ ψj)

= dφk ∧ ψj + (−1)kφk ∧ dtψj

Following Witten [18], as t gets large the t2|df |2 term localizes the solution around critical

points. We will show in this chapter that these are in fact the only solutions, but for now we

will focus on finding a solution around a critical point p. If the index of p is index nf (p), we

can find Darboux coordinates xi around and critical points such that ω = dxi∧dxi+n. In [10],

Strattman showed there is a Morse function ν such that ν = f(p)+

nf (y)∑
`=1

−x2
`/2+

2n∑
`=nf+1

x2
`/2,

where ν is a pullback via symplectomorphism of f (hence we will treat ν as our new f).

define fk0 (x) = fk(x)− f(y) and note that locally

dtψj = e−tfd(etfψj) = e−t(f
k
0 +f(p))d(et(f

k
0 +f(p))ψj) = e−tf

k
0 d(etf

k
0 ψj)
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A similar result shows d∗t = etf
k
0 d∗e−tf

k
0 .

We wish to investigate forms in Conek(ω) = Ωk(M)
⊕

θΩk−1(M), so for Conek(ω) for k ≤ n,

note that for nf (p) = k (so fk(x) = f(p) + 1
2
(−x2

1 − x2
2 − ...− x2

k + x2
k+1 + x2

k+2 + ...+ x2
2n).

Then Witten [18] showed that there was a harmonic solution e−t|x|
2/2dx1 ∧ ... ∧ dxk. Let

ηH,p = e−t|x|
2/2dx1 ∧ ... ∧ dxk be this harmonic solution when we set ηk equal to it, and for

nf (p) = k − 1, let ξH,p = e−t|x|
2/2dx1 ∧ ... ∧ dxk−1 be the solution when we set ξk−1 equal to

it when p is an index k − 1 critical point. Then two solutions are given below

Theorem 4.1 (Solutions of deformed laplacian for k ≤ n). for k ≤ n There exist two

harmonic solutions for the deformed Laplacian

One of our solutions is Witten-type solution, namely setting

 ηk

ξk−1

 =

ηH,p
0

 =

e−t|x|2/2dx1 ∧ ... ∧ dxk

0

 =

e−tf0 exp

(
2n∑

`=k+1

x2
`

)
dx1 ∧ ... ∧ dxk

0


As Witten showed that dtηH,p = 0 = d∗tηH,p, and as Λ = ι∂xi+n ι∂xi , we have ΛηH,p = 0 as k

stops before n+ 1, so dtηk + ω ∧ ηk−1 = dtηk = 0 and d∗t ξk−1 − Ληk = Ληk = 0 are solutions.

Now, suppose nf (p) = k−1, so fk−1(x) = f(p)+ 1
2
(−x2

1−x2
2−...−x2

k−1 +x2
k+...+x2

2n, f
k−1
0 =

fk(x)− fk(p) is an index k− 1 critical point let τp =
k−1∑
i=1

−xi+ndxi +
1

2

n∑
i=k

xidxi+n−xi+ndxi

be a local 1-form, and note that dτp = ω. Then another solution is of the form

 ηk

ξk−1

 =

−τp ∧ ξH,p
ξH,p

 =

e−t|x|
2/2

(
1

2

n∑
i=k

xi+ndxi − xidxi+n

)
∧ dx1 ∧ .... ∧ dxk−1

e−t|x|
2/2dx1 ∧ ...dxk−1



Now let ξk−1 = e−tx
2
`/2dx1∧...∧dxk−1 = etf

k−1
0 exp

(
−t

n∑
`=k

x2
`

)
dx1∧...dxk−1 We need to show

(ηk, ξk−1) above localized around p ∈ M are solutions for (1-4) above, or dtηk = −ω ∧ ξk−1,
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(2) dtξ = 0, (3) d∗tηk = 0 and (4) d∗t ξ = Ληk. Since dtξk−1 = 0 = d∗t ξk−1, we satisfy (2) and

(4) reduced to Ληk = 0.

For (1)

dtηk = dt(−τp ∧ ξH,p)

= −d(τp) ∧ ξH,p + τp ∧ dtξH,p

= −ω ∧ ξH,p + τp ∧ 0 = −ω ∧ ξH,p

Next since Λ = ι∂xi+n ι∂xi , for the dx1∧ ...dxk−1 we need dxi+n for 1 ≤ i ≤ k− 1, but our sum

starts at k = n, so this is primitive and Ληk = 0.

Computing equation (3) gives

d∗tηk = etf
k−1
0 d∗(e−tf

k−1
0 ηk)

= etf
k−1
0 d∗

(
e−tf

k−1
0 e−t|x|

2/2

(
1

2

n∑
i=k

xi+ndxi − xidxi+n

)
∧ dx1 ∧ .... ∧ dxk−1

)

= etf
k−1
0 d∗

(
exp

(
−t

n∑
`=k

x2
`

)(
1

2

n∑
i=k

xi+ndxi − xidxi+n

)
∧ dx1 ∧ .... ∧ dxk−1

)

Note that in our codifferential we have no dependence on x1, ....xk−1, so those terms do not

contribute to the codifferential and we only have

d∗tηk = etf
k−1
0

(
−1

2

) n∑
i=k

{
∂xi

[
xi+n exp

(
−t

n∑
`=k

x2
`

)]

−∂xi+n

[
xi exp

(
−t

n∑
`=k

x2
`

)]}
(dx1 ∧ .... ∧ dxk−1)

= etf
k−1
0

(
−1

2

)
exp

(
−t

n∑
`=k

x2
`

)
− 2t

n∑
i=k

(xixi+n − xi+nxi) (dx1 ∧ .... ∧ dxk−1) = 0

Thus we satisfy all three solutions, so
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 ηk

ξk−1

 =

e−tx
2
`/2

(
1
2

n∑
i=k

xidxi+n − xi+ndxi

)
∧ dx1 ∧ .... ∧ dxk−1

e−tx
2
`/2dx1 ∧ ...dxk−1


Is a non-Witten-type solution for k ≤ n

Theorem 4.2 (solutions of the deformed Laplacian, k > n). for k ≤ n There exist two

harmonic solutions for the deformed Laplacian

Now let us consider solutions to (1)-(4) in Conek(ω) for k > n. If nf (p) = k − 1 have the

Witten-type solution

 ηk

ξk−1

 =

 0

ξH,p

 =

 0

e−t|x|
2/2dx1 ∧ ...dxk−1


Since ξk−1 is harmonic we have dtξ = 0 (satisfying equation (2)) and so we d∗t ξk = 0 = Λ0 =

Ληk, so we satisfy equation (4), also ω ∧ ξk−1 = 0 = dtηk as it has to have a dxi term for

1 ≤ i ≤ n, so we satisfy equation (1). Finally d∗tηk = 0, so the above is a (Witten-type)

solution.

Now around any critical point p so nf (p) = k = n + r, we will show that we have a non-

Witten-type solution of the form

 ηk

ξk−1

 =

 e−t|x|
2/2dx1 ∧ ... ∧ dxk

e−|x|
2/2(−1)r

(
1
2

) r∑
i=1

(xidxi + xn+idxn+i) ∧ dx1 ∧ ...d̂xi...d̂xi+n... ∧ dxn+r


To prove this, note that

ηk = e−tx
2
`/2dx1 ∧ ... ∧ dxk
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is Witten harmonic and thus dtηk = 0 = d∗tηk, so we satisfy equation (3). Also,

ηk = etf0 exp

(
−t

n∑
`=k+1

x2
`

)
dx1 ∧ ... ∧ dxk = etf0 exp

(
−t

n∑
`=k+1

x2
`

)
ωr

r!
∧ dxr+1 ∧ ... ∧ dxn

As any dxj ∈ dxr+1 ∧ ...∧ dxn will cancel out with any dxj ∧ dxj+n terms in ωr, leaving only

the terms that have dx1 ∧ dx1+n, ..., dxr ∧ dxr+n = dxr ∧ dxk, and we get that term r! times.

We will also write ξk−1 in a more convenient way as

ξk−1 = e−|x|
2/2(−1)r

(
1

2

) r∑
i=1

(xidxi + xi+ndxi+n) ∧ ωr−1

(r − 1)!
∧ dxr+1... ∧ dxn

Again, any dxj ∈ dxr+1∧...∧dxn will cancel out with any dxj∧dxj+n terms in ωr, leaving only

the terms that have dx1 ∧ dx1+n, ..., dxr ∧ dxr+n = dxr ∧ dxk, and then the xidxi +xi+ndxi+n

cancels out the dxidxi+n term, removing that, and we have (r − 1)! copies

Thus we need to show that ξk−1 is a solution to (1) ω ∧ ξk−1 = dtηk = 0, (2) dtξk−1 = 0, and

(4) d∗t ξk−1 − Ληk = 0

To check equation number (1), or that ω ∧ ξk−1 = 0, note that each term in ξi is of the form

e−t|x|
2/2(−1)r

(
1

2

)
(xidxi + xi+ndxi+n) ∧ dx1 ∧ ...d̂xi...d̂xi+n... ∧ dxn+r

And note that for the terms in ω = dxj ∧ dxj+n the terms with j 6= i will cancel out with

one of the dx1 ∧ ...d̂xi...d̂xi+n...∧ dxn+r, while dxj ∧ dxj+n = dxi ∧ dxi+n will cancel out with

xidxi + xi+ndxi+n
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Next, for (2), dtξk−1 = 0.

dt(ξk−1) = e−tf
k
0 d(etf

k
0 ξk−1)

= e−tf
k
0 d

(
exp

(
−t

k∑
`=1

x2
`

)
(−1)r

(
1

2

) r∑
i=1

(xidxi + xn+idxn+i) ∧
ωr−1

(r − 1)!

n∧
j=r+1

dxj

)

= e−tf
k
0 d

(
exp

(
−t

k∑
`=1

x2
`

))
(−1)r

(
1

2

) r∑
i=1

(xidxi + xi+ndxi+n) ∧ ωr−1

(r − 1)!

n∧
j=r+1

dxj

Where we have used that d(ω) = 0, d(xidxi + xi+ndxi+n) = 0, and d(
∧n
j=r+1 dxj) = 0.

Focusing on the remaining term gives

e−tf
k
0 d

(
exp

(
−t

k∑
`=1

x2
`

))
= e−tf

k
0

(
exp

(
−t

k∑
s=1

x2
s

)
k∑
`=1

−2tx`dx`

)

= e−t|x|
2/2

k∑
`=1

−2tx`dx`

dt(ξk−1) = e−tf

(
exp

(
−t

k∑
`=1

x2
`

)
(−txkdxk ∧ xrdx1 ∧ ... ∧ dxk−1

txrdxr ∧ xn+i(−1)n−1dx1 ∧ ... ∧ d̂xr ∧ ... ∧ dxk
))

= e−tx
2
`/2(−txkxr(−1)k−1dx1 ∧ ...dxk − txrxk(−1)r−1(−1)n−1dx1 ∧ ... ∧ dxk)

= e−tx
2
`/2(−txkxr(−1)n+r−1dx1 ∧ ...dxk − txrxk(−1)n+r−2dx1 ∧ ... ∧ dxk) = 0
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For equation (2), note that (2) is equivalent to

d∗t ξk−1 = Ληk =
ωr−1

(r − 1)!
etf0 exp

(
−t

n∑
`=k+1

x2
`

)
dxr+1 ∧ ... ∧ dxn

⇔ etf0d∗(e−tf0ξk−1) =
ωr−1

(r − 1)!
etf0 exp

(
−t

n∑
`=k+1

x2
`

)
dxr+1 ∧ ... ∧ dxn

⇔ d∗(e−tf0ξk−1) =
ωr−1

(r − 1)!
exp

(
−t

n∑
`=k+1

x2
`

)
dxr+1 ∧ ... ∧ dxn

We thus need to anti-codifferentiate this term, which gives us

e−tf
k
0 (x)ξk−1 = exp

(
−t

n∑
`=k+1

x2
`

)
ωr−1

(r − 1)!
∧

((
1

2

) r∑
i=1

xidxi + xn+idxn+i

)

∧ dxr+1 ∧ ... ∧ dxn

⇔ ξk−1 = etf
k
0 exp

(
−t

n∑
`=k+1

x2
`

)
ωr−1

(r − 1)!
∧

((
1

2

) r∑
i=1

xidxi + xn+idxn+i

)

∧ dxr+1 ∧ ... ∧ dxn

⇔ ξk−1 = e−t|x|
2/2 ωr−1

(r − 1)!
∧

((
1

2

) r∑
i=1

xidxi + xn+idxn+i

)

∧ dxr+1 ∧ ... ∧ dxn = ι−τ ′]p ηH,p

Where we know by Lemma 4.2.1 that the solution is ∗X then send xk → x2n−k+1 of the

solutions we found in Theorem 2.4 hence this solution has to be η = ∗X(−τp ∧ e−tx
2
`dx2n ∧

... ∧ dx2n−k+2 = ιτ ′]dx1 ∧ ...dxk−1, where τ ′ =
2n−k+2∑
i=0

−xn−idx2n−i +
1

2

n∑
k=2n−k+2

x2n−idxn−i −

xn−idx2n−i. Also, this is localized, and to see that this antidifferentiates, note that since

Next, note that the in the sum
r∑
i=1

xidxi + xn+idxn+i it cancels out with every term in the

dx1 ∧ ...∧ d̂xr ∧ ...∧ dxn+r−1 except for i = r. Also, when we take d∗t , the etf0 gets cancelled

out, and the only part of the Gaussian is exp

(
−t

n∑
`=k+1

x2
`

)
, which will not be differentiated

by the any of the dxi. If we call φ = exp

(
−t

n∑
`=k+1

x2
`

)
(−1)r−1dx1 ∧ ...∧ d̂xr ∧ ...∧ dxn+r−1
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Then this is not impacted by the codifferential, and we get

d∗t ξk−1 = d∗t

(
φ ∧

(
1

2

)∑
i=r

xidxi + xn+idxn+i

)

= e−tf
k
0 φ ∗

(
1

2

)
(1 + 1)

= e−tf
k
0 exp

(
−t

n∑
`=k+1

x2
`

)
(−1)r−1dx1 ∧ ... ∧ d̂xr ∧ ... ∧ dxn+r−1

= e−tf
k
0 exp

(
−t

n∑
`=k+1

x2
`

)
(−1)r−1dx1 ∧ ... ∧ d̂xr ∧ ... ∧ dxn+r−1

= e−tf
k
0 exp

(
−t

n∑
`=k+1

x2
`

)
ωr−1

(r − 1)!
= Ληk

So this satisfies (1).

And note that the xidxi and xn+idxn+i will cancel out with the terms in the dx1∧ ...∧dxn+r,

thus giving 0 for ω ∧ ξi.

Thus this combination of ηk, ξk−1 satisfies our equations. Thus for Conek(ω) for k > n, we

have a non-Witten solution of the form

 ηk

ξk−1

 =

 ηH,p

ι−τ ′]p ηH,p

 =

 e−tx
2
`/2dx1 ∧ ...dxk

e−tx
2
`/2 ωr−1

(r−1)!
∧

((
1

2

) r∑
i=1

xidxi + xn+idxn+i

)
∧ dxr+1 ∧ ... ∧ dxn



4.1.3 Bounding the Eigenvalues of the Witten Deformed Cone

Lapacian Spectrum

Let

 ηk

ξk−1

 be a non-harmonic eigenform of ∆tC with eigenvalue λ. We wish to show that λ

goes to infinity linearly as t goes to infinity.

Theorem 4.3 (Localized eigenvalues of ∆tC grow like ct). Suppose

 ηk

ξk−1

 is orthogonal to
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our solutions found above. then

〈
∆tC

 ηk

ξk−1

 ,
 ηk

ξk−1

〉 ≥ ct

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
ηk

ξk−1

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

+O(||ηk||2, ||ξk−1||2)

In particular, any non-harmonic eigenforms eigenvalue grows on an order of t

If we compute

〈
∆tC

 ηk

ξk−1

 ,
 ηk

ξk−1

〉 =

〈∆tM + ωΛ −dΛ∗
t

−dΛ
t ∆tM + Λω


 ηk

ξk−1

 ,
 ηk

ξk−1

〉

=

〈 ∆tMηk + ωΛηk − dΛ∗
t ξk−1

−dΛ
t ηk + ∆tMξk−1 + Λωξk−1

 ,
 ηk

ξk−1

〉

= 〈∆tMηk, ηk〉+ 〈ωΛηk, ηk〉 − 〈dΛ∗
t ξk−1, ηk〉

+ 〈∆tMξk−1, ξk−1〉 − 〈dΛ
t ηk, ξk−1〉+ 〈Λωξk−1, ξk−1〉

= 〈∆tMηk, ηk〉 − 〈dΛ
t ηk, ξk−1〉+ 〈∆tMξk−1, ξk−1〉

− 〈dΛ∗
t ξk−1, ηk〉+ ||Ληk||2 + ||ωξk−1||2

To start, note that ∆tM is self adjoint and has a basis of orthogonal eigenforms likeHmi(
√
txi)e

−t|x|2/2dxI .

Note that this has an eigenvalue for ∆tM of 2t(` +
∑
mi) where ` is the number miss-

ing/different in dxI = dxi1 ∧ ... ∧ dxik from harmonic form’s dx1 ∧ ... ∧ dxnf . Therefore,

we can write as a linear combination of these ηk = Hmηi
(
√
txi)e

−t|x|2/2dxIηk = ηi, ξk−1 =

Hmξi
(
√
txi)e

−t|x|2/2dxIξk−1
= ξi (call ξi, ηi a simple one). Next, as ∆tC is self adjoint, we have

that  ηk

ξk−1

 ∈ (ker ∆C,t)
⊥, so

〈 ηk

ξk−1

 ,
ηH

0

〉 = 0 =

〈 ηk

ξk−1

 ,
−τp ∧ ξH

ξH

〉
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where ηH, ξH are Witten harmonic and thus we cannot have ηk with an orthogonal com-

ponent, as then it would not be orthogonal to

ηH
0

 However, we can have a particular

ξi = CξH harmonic, but if this is the case then

0 =

〈ηi
ξi

 ,
−τp ∧ CξH

CξH

〉 = 〈ηi,−τp ∧ CξH〉+ 〈CξH,p, ξH〉 = C(〈ηi,−τp ∧ ξH〉+ ||ξH,p||2)

Thus we have that ηi has to be some combination of the

−τp ∧ ξH =
1

2

n∑
j=nf+1

xn+je
−t|x|2/2dxj ∧ dx1 ∧ ... ∧ dxnf − xje−t|x|

2/2dxn+jdx1 ∧ ... ∧ dxnf

so in particular, ηi is a linear combination of

ηi = (
−||ξH,p||2

||xjdxn+j ∧ ξH,p||2
)an+j(−xjdxn+j) ∧ ξH,p + ajdxj) ∧ ξH,p

where we know
∑
aj = 1. Normalizing so ||ξH,p||2 = 1, then ξH,p = tn/2

πn/2
e−t|x|

2
dx1∧ ...∧dxnf ,

so

xjdxn+j ∧ ξH,p =
tn/2

πn/2
xje
−t|x|2/2dxj ∧ dxi ∧ ... ∧ dxnf

=
1√
2t

(
tn/2√
2πn/2

H1(
√
txj)e

−t|x|2/2dxj ∧ dxi ∧ ... ∧ dxnf
)

where the term in the parentheses has norm 1, so ||xjdxn+j ∧ ξH,p||2 = 1
2t

, and thus

ηi = 2t(an+jxjdxn+j − ajxn+jdxj ∧ ξH,p)

. Noting that xje
−t|x|2/2dxj ∧ dxi ∧ ... ∧ dxnf is an eigenform of the Witten laplacian with
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m = 1 and ` = 1) we have

〈
∆C,t

ηi
ξH

 ,
ηi
ξH

〉 = 〈∆tMη
i, ηi〉 − 〈dΛ

t η
i, ξH〉+ 〈∆tMξH, ξH〉

− 〈dΛ∗
t ξH, η

i〉+ ||Ληi||2 + ||ωξi||2

= 4t||ηi||2 − 2〈dΛ
t η

i, ξH〉+ 0 + ||Ληk||2 + ||ωξk−1||2

If we calculate dΛ
t η

i = (dtΛ−Λdt)η
i, note that for a particular ηj = txn+je

−t|x|2/2dxj ∧ dx1 ∧

... ∧ dxnf has no dxrdxr+n (τnf was chosen in this way) so Ληj = ι∂r+nι∂rι∂i+nη
i = 0 Thus

dΛ
t ηj = (dtΛ− Λdt)ηj

= −Λdt(txndxn+jξH,p

= −tΛ(d+ tdf∧)(xndxn+jξH,p)

= −tΛ(d(xjdxn+j) ∧ ξH,p − xjdxn+j ∧ dξH,p − xjdxn+j(tdf ∧ ξH,p))

= −tΛ(dxj ∧ dxn+j ∧ ξH,p − xjdxn+j ∧ dtξH,p)

= −tΛ(dxj ∧ dxn+j ∧ ξH,p − xjdxn+j ∧ 0)

so we have dΛ
t ηj = −tΛ(dxn+j∧dxjξH,p, and as ξH,p is primitive, this just gives dΛ

t ηj = −tξH,p

A similar result for ηn+j = −xjdxn+j ∧ ξH,p also gives dΛ
t η

i = −tξH,p And adding all these

terms together gives

dΛ
t η

i =
∑
−2tajξH,p = −2tξH,p
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. Plugging these in, we get

〈
∆C,t

ηi
ξH

 ,
ηi
ξH

〉 = 4t||ηi||2 − 2〈dΛ
t η

i, ξH〉+ ||Ληk||2 + ||ωξk−1||2

= 4t||ηi||2 − 2〈−tξH, ξH〉+ ||Ληk||2 + ||ωξk−1||2

= 4t||ηi||2 + 4t||ξH, ||2 + ||Ληk||2 + ||ωξk−1||2

> 4t(||ηi||2 + ||ξH,p||2) +O(||Ληi||2, ||ωξ||2)

Thus in this case, we are also bounded by ct for some c = 2. We thus have a bound for the

case of a ξi harmonic, and also that ηi cannot be not harmonic.

Before we continue, we first need to discuss the Witten symplectic laplacian ∆Λ
tM = dΛ

t d
Λ∗
t +

dΛ∗
t d

Λ
t . To start, note that dΛ

t = dtΛ − Λdt = ∗sdt∗s, and similarly dΛ∗
t = ωd∗t − d∗tω =

∗sd∗t∗s = (dΛ
t )† Therefore, using that ∗2

s = I, we have

∆Λ
tM = dΛ

t d
Λ∗
t + dΛ∗

t d
Λ
t

= ∗sdt ∗s ∗sd∗t ∗s + ∗s d∗t ∗s ∗sdt∗s

= ∗s(dtd∗t + d∗tdt)∗s

= ∗s∆tM∗s

Therefore since ∗s = ∗−1
s , ∆Λ

tM = ∗s∆tM∗−1
s has the eigenforms ∗sHmi(

√
txi)e

−t|x|2/2dxI =

Hmi(
√
txi) ∗S dxI with eigenvalues 2t(`Λ +

∑
mi), where `Λ is the number of forms in ∗sdxI

missing/different from dx1 ∧ ... ∧ dxnf
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Next, note that

||dΛ
t ηk||2 = 〈dΛ

t ηk, d
Λ
t ηk〉

≤ 〈dΛ
t ηk, d

Λ
t ηk〉+ 〈dΛ∗

t ηk, d
Λ∗
t ηk〉

= 〈dΛ∗
t d

Λ
t ηk, ηk〉+ 〈dΛ

t d
Λ∗
t ηk, ηk〉

= 〈∆Λ
tMηk〉

a similar argument works for ||dΛ∗
t ξk−1||2 ≤ 〈∆Λ

tMξk−1, ξk−1〉

With these inequalities, we are now able to show that

〈
∆C,t

 ηk

ξk−1

 ,
 ηk

ξk−1

〉 ≥ ct

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
ηk

ξk−1

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

+O(||ηk||2, ||ξk−1||2)

We will now focus on the two components 〈dΛ
t ηk, ξk−1〉 and 〈dΛ∗

t ξk−1, ηk〉 To start, we begin

with 〈dΛ∗
t ξk−1, ηk〉 = 〈dΛ

t ηk, ξk−1〉, which we will use later. Next, note that by the Cauchy-

Schwarz inequality, we have that 〈dΛ
t ηk, ξk−1〉 ≤ ||ηk||||ξk−1||. Next, using the arithmetic-

geometric mean inequality with C||dΛ
t ηk||2, C||ξk−1||2, for C a constant we have

〈dΛ
t ηk, ξk−1〉 ≤ ||ηk||||ξk−1|| ≤

1

2
(

1

C
||dΛ

t ηk||2 + C||ξk−1||2) =
1

2C
||dΛ

t ηk||2 +
C

2
||ξk−1||2

If we try to bound 〈
∆C,t

 ηk

ξk−1

 ,
 ηk

ξk−1

〉
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with ηk = ηi, ξk−1 = ξi the sum of basic forms and re-indexing for the second term, we have

〈
∆C,t

ηi
ξi

 ,
ηj
ξj

〉 = 〈∆tMη
i, ηj〉 − 〈dΛ

t η
i, ξj〉+ 〈∆tMξ

i, ξj〉−

〈dΛ∗
t ξ

i, ηj〉+ 〈ωΛηi, ηj〉+ 〈Λωξi, ξj〉

= 〈ληiηi, ηj〉 − 2〈dΛ
t η

i, ξj〉+ 〈λξiξi, ξj〉+O(||ηi||||ηj||, ||ξi||||ξj||)

= 〈ληiηi, ηj〉 − 2〈dΛ
t η

i, ξj〉+ 〈λξiξi, ξj〉+O(||ηi||||ηj||, ||ξi||||ξj||)

= ληi ||ηi||2 − 2〈dΛ
t η

i, ξj〉+ λξi ||ξi||2 +O(||ηi||||ηj||, ||ξi||||ξj||)

We now rewrite ξi as AξH,p + ξi where ξi are all now nonharmonic. Note that to be orthog-

onal to

−τp ∧ ξH
ξH

 there must exist a correstponding ηi of the form ηa = t(ajxjdxn+j −

an+jxjdxj) ∧ AξH,p. Thus, if we split the term above out term out, we get

= ληi ||ηi||2 − 2〈dΛ
t η

i, ξj〉+ 〈λξi ||ξi||2 +O(||ηi||||ηj||, ||ξi||||ξj||)

= ληi ||ηi||2 − 2〈dΛ
t η

i, ξj〉 − 2〈dΛ
t η

i, AξH,p〉+ ληa ||ηa||2 − 2〈dΛ
t η

a, ξj〉 − 2〈dΛ
t η

a, AξH,p〉

+ λξi||ξi||2 + λξH,p||AξH,p||2 +O(||ηi||||ηj||, ||ξi||||ξj||)

Next, note that ηi = Hmr(
√
txr)e

−t|x|2/2dxIi , then dtη
i (using that the hermite polynomials

satisfy the relations H ′mr(
√
txr =

√
t(2mr)H

′
mr−1(

√
txr),

√
txHmr(

√
tx) = Hmr+1(

√
tx) −
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√
t(mr − 1)Hmr−1(

√
tx)) will give

dtη
i = (d+ tdf)Hmr(

√
txr)e

−t|x|2/2 ∧ dxIi

= (d(Hmr(
√
txr))± txrdxrHmr(

√
txr)e

−t|x|2/2) ∧ dxIi

= Hms 6=r(
√
txms)(

√
tH ′mr(

√
txr)e

−t|x|2/2)dxr

−
√
t(1∓ 1)

√
txrHmr(

√
txr)e

−t|x|2/2dxr) ∧ dxIi

= Hms 6=r(
√
txms)

(
2
√
tmr)Hmr−1(

√
txr)e

−t|x|2/2)

−
√
t(1∓ 1)(Hmr+1(

√
tx)−

√
t(mr − 1)Hmr−1(

√
tx))

)
dxr ∧ dxIi

so there are two eigenfunctions Hms 6=r(Hmr+1) and Hms 6=r(Hmr−1 in the form dxr ∧ dxIi and

this is summed over the 2n possible r, so we have at most 4n basic eigenforms in dtη
i where

ηi is basic. Next note that Λ = ι∂r+nι∂r can have at most n terms when applied to a basic ηi.

Thus, dΛ
t η

i = dtΛη
i − Λdtηi can have 4n(n) basic terms for dtΛ and n(4n) terms for Λdt so

we get at most 8n2 terms (some of these will cancel out) Thus, for each of the ηi, the term

〈dtΛηi, ξj〉 is nonzero for at most 8n2 ξj.

If we look at the first three terms, ληi ||ηi||2 − 2〈dΛ
t η

i, ξj〉 − 2〈dΛ
t η

i, AξH,p〉, and removing the
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nonzero 〈dΛ
t η

i, ξj〉 we get

ληi ||ηi||2 − 2〈dΛ
t η

i, ξj〉 − 2〈dΛ
t η

i, AξH,p〉 ≥ 2t(`η
i

+
∑

mηi)||ηi||2 − 2(
1

2C
||∆Λ

C,tη
i||2

+
C

2
||ξj||2)− 2(

1

2C
||∆Λ

C,tη
i||2 +

C

2
||AξH,p||2)

= 2t(`η
i

+
∑

mηi)||ηi||2 − 2t

Cij
(`η

iΛ+∑
mηi)||ηi||2)− Cij||ξj||2

− 2t

Ci
H,p

(`η
iΛ +

∑
mηi)||ηi||2)− Ci

H,p||AξH,p||2)

= 2t

(
`η
i −

(
1

Ci
H,p

+
∑
j

1

Cij

)
`η
iΛ

+

(
1−

(
1

Ci
H,p

+
∑
j

1

Cij

))∑
mηi

)
||ηi||2

− Cij||ξj||2 − Ci
H,p||AξH,p||2)

Now, recall that ηk is not harmonic, so either
∑
mηi > 1 or `η ≥ 1. Also, `Λη ≤ 2n.

Therefore, if we choose Cij, Ci
H,p so

(
1

Ci
H,p

+
∑
j

1

Cij

)
≤ 1

4n
≤ 1

4

(for instance, by setting Cij = 4n(8n2) = Ci
H,p (as 8n is the number of ξj we have after

removing the zero terms), then in the case of ` > 1 (with
∑
mηi > 0, we have

2t

(
`η
i −

(
1

Ci
H,p

+
∑
j

1

Cij

)
`η
iΛ +

(
1−

(
1

Ci
H,p

+
∑
j

1

Cij

))∑
mηi

)
||ηi||2

> 2t

(
`η
i − `η

iΛ

4n
+

(
1−

(
1

Ci
H,p

+
∑
j

1

Cij

))
0

)

≥ 2t(1− 2n

4n
) ≥ t

Thus the coefficient cη
i

= 2
(
`η
i −
(

1
CiH,p

+
∑

j
1
Cij

)
`η
iΛ +

(
1−

(
1

CiH,p
+
∑

j
1
Cij

))∑
mηi
)
>
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0 gives us a bound of cη
i
t||ηi||2 in this case.

In the case of `η
i
> 0, so

∑
mηi > 1, we have

2t

(
`η
i −

(
1

Ci
H,p

+
∑
j

1

Cij

)
`η
iΛ +

(
1−

(
1

Ci
H,p

+
∑
j

1

Cij

))∑
mηi

)
||ηi||2

> 2t

(
`η
i − `η

iΛ

4n
+

(
1− 1

4n

)∑
mηi

)

≥ 2t

(
0 +

3

4

∑
mηi
)
≥ 1.5t

Thus cη
i

above also gives a bound cη
i
t||ηi||2 inn either case, so this positive bound holds in

all cases. so we have

ληi ||ηi||2 − 2〈dΛ
t η

i, ξj〉 − 2〈dΛ
t η

i, AξH,p〉 ≥ cη
i

t||ηi||2 − (4n)(8n)2||ξj|| − 4n(8n)2|ξH,p||2

And note that we picked only the ξj that had a component with dtΛηi, and each ξj can

only have this happen with a certain number of ηi from the formula for dtΛηi, so each |ξj| is

multiplied by (4n)(8n)2 for the terms where Hmr of ηi are equal or off by 1 and the forms are

off by dxr, which is only 3*(2n) at most. Thus we are not summing ξj an infinite number of

times, but at most Cηj

max <∞ times.

If we now look at the next three terms ληa ||ηa||2 − 2〈dΛ
t η

a, ξj〉 − 2〈dΛ
t η

a, AξH,p〉, note that

our calculation from the ηH,p harmonic case we have

ληa||ηa||2 − 2〈dΛ
t η

a, ξj〉 − 2〈dΛ
t η

a, AξH,p〉 ≥ 4t||ηa||2 − 2〈dΛ
t η

a, ξj〉+ 2t||AξH,p||2

And if we use our inequality on 〈dΛ
t η

a, AξH,p〉, we have
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ληa||ηa||2 − 2〈dΛ
t η

a, ξj〉 − 2〈dΛ
t η

a, AξH,p〉 ≥ 4t||ηa||2 − 2〈dΛ
t η

a, ξj〉+ 2t||ξH,p||2

≥ 4t||ηa||2 − 2(
1

2CaH,p
||∆Ληa||+ Caj

2
||ξj||2)

+ 2t||ξH,p||2

=

(
4t− 2t

Caj

(
`η
aΛ +

∑
mηa

))
||ηa||2

+ 2t||ξH,p||2 − Caj||ξj||2

with ηa having
∑
mηa = 1. and again choosing the appropriate Caj = 4n(8n2) where again

8n2 is the max number of nonzero 〈dΛ
t η

a, ξj〉 (note that we removed the ξj associated to ξH,p,

so
∑

1
Caj
≤ 1

4n
), we then have

ληa||ηa||2 − 2〈dΛ
t η

a, ξj〉 − 2〈dΛ
t η

a, AξH,p〉 ≥
(

4t− 2t

Caj

(
`η
aΛ +

∑
mηa

))
||ηa||2

+ 2t||ξH,p||2 − Caj||ξj||2

≥
(

4t− 2t

(
`η
aΛ

4n
+

1

4n

))
||ηa||2 + 2t||ξH,p||2

− Caj||ξj||2

≥
(

4t− 2t

(
2n

4n
+

1

4

))
||ηa||2 + 2t||ξH,p||2

− Caj||ξj||2

≥ (4t− 1.5t) ||ηa||2 + 2t||ξH,p||2 − Caj||ξj||2

≥ 2.5t||ηa||2 + 2t||AξH,p||2 − Caj||ξj||2

Thus if we define cη
a

= 2.5 and cξH,p = 2, we have positive bounds for these forms.
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Combining all of this together (and recalling Cηj

max, C
iH,pCaj < 3n(2n)(8n2)), we have

〈
∆C,t

ηi
ξi

 ,
ηj
ξj

〉 = ληi ||ηi||2 − 2〈dΛ
t η

i, ξj〉+ λξi||ξi||2 +O(||ηi||||ηj||, ||ξi||||ξj||)

≥ cη
i

t||ηi||2 + cη
a

t||ηa||2 + cξH,pt||AξH,p||2 + cξ
i

t||ξi||2

− Cηj

max||ξj||2 − Caj||ξj||2 − CiH,p||AξH,p||2 −O(||ηi||||ηj||, ||ξi||||ξj||)

Thus if we let cmin be the minimum of cη
i
, cη

a
, cξH,p , cξ

i
that are part of the sum (so no

cη
a
, cξH,p if they are not part of ηk, ξk−1) then this inequality shows

〈
∆C,t

ηi
ξi

 ,
ηj
ξj

〉 = ληi ||ηi||2 − 2〈dΛ
t η

i, ξj〉+ λξi ||ξi||2 +O(||ηi||||ηj||, ||ξi||||ξj||)

≥ cmint(||ηi||2 + ||ηa||2 + ||AξH,p||2 + ||ξi||2)−

O(||ηi||||ηj||, ||ξi||2, ||ξi||||ξj||)

= cmint

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
ηi

ξi

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

−O(||ηi||||ηj||, ||ξi||||ξj||)

we thus have

λ

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
ηi

ξi

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

=

〈
∆C,t

ηi
ξi

 ,
ηj
ξj

〉 ≥ ct

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
ηi

ξi

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

−O(||ηi||||ηj||, ||ξi||||ξj||)

so by driving t large enough it will dominate this inequality (as O(||ηi||||ηj||, ||ξi||||ξj|| has

no factor of t) and as eigenforms are non-zero λ > ct for sufficiently large t As another

result of our inequality above, we now show that the kernel of ∆tx is generated by only

our two harmonic solutions. For if it were a third independent solution, we could project it

to the orthogonal complement of our two solutions and get a nonzero harmonic solution in
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the othorgonal complement of

ηH,p
0

 ,
−τp ∧ ξH,p

ξH,p

, but then our inequality above would

apply to our new solution, but choosing t large enough would give a positive eigenvalue,

contradicting that our projection was harmonic. Thus the kernel of ∆C,t is two dimensional

and is generated by

ηH,p
0

 ,
−τp ∧ ξH,p

ξH,p

, The proofs above work for the case of nf ≤ n,

for nf ≥ n, use that [∆X , ∗] = 0 to change f to −f , which now has index less than n, and

the proof follows.

4.2 Showing that the Only L2 Harmonic Solutions Are

Localized

Without loss of generality assume that each Vp where p ∈ Zero(f) is an open ball of radius

4a, and assume nf ≤ n, t > 0 let γp be a smooth bump function such that γp(z) = 0 if

|z| > 2a γp(z) = 1 if |z| < a. Define

αp,1(t) =

√√√√√√∫ γ2
p

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
ηH,p

ι−τ ′]p ηH,p

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

dV ol, αp,2(t) =

√√√√√√∫ γ2
p

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
−τp ∧ ξH,p

ξH,p

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

dV ol

Now define the forms ρp,1(t), ρp,2(t) by

ρp,1(t) =
γp

αp,1(t)

 ηH,p

ι−τ ′]p ηH,p

 , ρp,2(t) =
γp

αp,2(t)

−τp ∧ ξH,p
ξH,p


Then ρp,1(t), ρp,2(t) is a section of unit length with compact support contained in Vp. Also,

note that ρp,1(t), ρp,2(t) encompass all our local solutions found in section 2 as if nf (p) ≤ n,
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then ι−τ ′]p ηH,p = 0 and if nf (p) ≥ n, then −τ ′]p ∧ ξH,p = 0. Let EC,t denote the direct sum of

the vector spaces generated by the ρ,p,1(t), ρp,2(t), and let E⊥C,t be the orthogonal complement

to EC,t in H1(Cone(ω)), so H1(Cone(ω)) = EC,t ⊕E⊥C,t. Let pC,t, p
⊥
C,t denote the orthogonal

projections from H1(Cone(ω) to EC,t and E⊥C,t, respectively and decompose the operator

DC,t = dC,t + d∗C,t = dC + d∗C + c(∇(f)), where c(e) = e∗ ∧ −ιe via

DC,t,1 = pC,tDC,tpC,t, DC,t,2 = pC,tDC,tp
⊥
C,t, DC,t,3 = p⊥C,tDC,tpC,t, DC,t,4 = p⊥C,tDC,tp

⊥
C,t

we now have the following results:

Theorem 4.4.

for some t0 > 0, and any t ≥ t0, and 0 ≤ u ≤ 1, the operator is fredholm

DC,t,u = DC,t,1 +DC,t,4 + u(DC,t,2 +DC,t,3) = DC,t + (u− 1)(DC,t,2 +DC,t,3)

(ii) the operatorDC,t,4 : E⊥C,t ∩H1(Cone(ω)→ E⊥C,t is invertible

To prove these, we need the following inequalities:

Lemma 4.2.1. there exists a constant t0 > 0 such that for σ ∈ E⊥C,t∩H1(Cone(ω)), σ′ ∈ EC,t

and t ≥ t0 one has

||Dt,2σ||0 ≤
||σ||0
t

,

||Dt,3σ
′||0 ≤

||σ′||0
t

Proof: note that Dt,3 is the adjoint. of Dt,2 so if we prove for the first we get the second.
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Since ρp,1(t), ρp,2(t) has support in Vp, we have

Dt,2s = pC,tDtp
⊥
C,tσ

= pC,tDtσ

=
∑

p∈Zero(V )

ρp,i(t)

∫
Vp

〈ρp,i(t), Dtσ〉dvVp

=
∑

p∈Zero(V )

ρp,1,t

∫
Vp

〈Dt
γp

αp,1(t)

 ηH,p

ι−τ ′]p ηH,p

 , σ〉
+ ρp,2,t

∫
Vp

〈Dt
γp

αp,2(t)

−τp ∧ ξH,p
ξH,p

 , σ〉dvVp
And note that γ is constants on |y| < a, |y| > 2a, so Dtρp,1(t) = 0 = Dtρp,2(t) (as these are

harmonic solutions multiplied by a constant) on |y| < a, |y| > 2a.

Now note that we chose

αp,1(t) =

√√√√√√∫ γ2
p

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
ηH,p

ι−τ ′]p ηH,p

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

dV ol, αp,2(t) =

√√√√√√∫ γ2
p

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
−τp ∧ ξH,p

ξH,p

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

dV ol

so ρp,1(t) =
γp

αp,1(t)

 ηH,p

ι−τ ′]p ηH,p

 , ρp,2(t) =
γp

αp,1(t)

−τp ∧ ξH,p
ξH,p

 have norm 1. Thus note that,

as ηH,p, ξH,p,−τp ∧ ξH,p, ι−τ ′]p ηH,p are either e−tx
2
i dxI or xje

−tx2i dxJ where dxJ = ιn+jdxI or

dxn+j ∧ dxI . Thus, on the interval a < |y| < 2a, these are bounded above by
∫
Rn(1 +

2an)e−t|x|
2/2dV ol = max(1, (2a)n)

(
2t
π

)2n/2
, and bounded below by

∫
Ba

max(1, 2an)e−t|x|
2/2

dV ol = Ca
(

2t
π

)2n/2
, and thus C ′at

n ≤ 1
αp,i(t)

≤ C ′′a t
n. Thus when we look at the integrals

∫
Vp

〈Dt(
γp

αp,1(t)

 ηH,p

ι−τ ′]p ηH,p

), s〉dvVp ,
∫
Vp

〈Dt(
γp

αp,2(t)

−τp ∧ ξH,p
ξH,p

), s〉dvVp .

53



Mote that we can restrict these to a < |x| < 2a, where γηH,p,ΛηH,p, ξH,p,−ω ∧ ξH,p are

bounded by C ′′ae
−ta2 , also note that

dt + d∗t (γψ) = (dγ) ∧ ψ + γdtψ + (d∗ + tι∇f)γψ

= (dγ) ∧ ψ + γdtψ + (∂iγψI)ι∂idxI + tι∇fγψIdxI

= (dγ) ∧ ψ + γdtψ + (∂iγ)ψIι∂idxI + γ∂iψIι∂idxI + γtι∇fψIdxI

= (dγ) ∧ ψ + γdtψ + (∂iγ)ψI + γd∗ψI + tγι∇fψ

= (dγ) ∧ ψ + γdtψ + (∂iγ)ψIι∂idxI + γd∗tψ

Therefore for ψ = ηH,p, ι−τ ′]p ηH,−τp ∧ ξH,p, ξH,p the terms we can get in DC,t are Λψ, ω ∧ ψ

(which are bounded by max(1, 2a)e−ta
2/2) and (dγ)∧ψ, γdtψ+ (∂iγ)ψIι∂idxI + γd∗tψ (which

are bounded by (max γ) max(1, 2a)e−ta
2/2. therefore, we have

∫
Vp

〈DT (
γ

αp,i,t

 ηH,p

ι−τ ′]p ηH,p

 , σ〉dvVp ≤ ||σ||0
√∫

a<|x|<2a

Cγ
αp,i,t

e−ta2/2dVVp

≤ C1t
ne−ta

2/2||σ||0 ≤
C2||σ||0

t

Therefore, the norm of Dt,2s is

||Dt,2σ|| ≤
∣∣∣∣∣∣∣∣ρp,i(t)C||σ||0t

∣∣∣∣∣∣∣∣ =
C||σ||0
t

and we thus have our first inequality.

Next, note that this implies that DC,t,2 and DC,t,3 are compact operators, and thus DC,t,u =

DC,t+(u−1)(DC,t,2+DC,t,3) is a fredholm operator plus a compact operator, hence fredholm.

To show that the operatorDC,t,4 : E⊥C,t ∩H1(Cone(ω)) → E⊥C,t is invertible , we follow Bis-

mut and Zhang [2] will show that for t ≥ t2 and σ ∈ E⊥C,t, we have ||DC,t,4σ||0 ≥ C3

√
t||σ||0.
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To do this, we break into cases:

Lemma 4.2.2. Case 1

if Supp(s) ∈ Vp(4a) (the ball of radius 4a) Let Ep be a euclidean space containing Vp. Define

ρ′p,1,t =
(
t
π

)n/2
e−tx

2
i /2ρp,1,t and ρ′p,2,t =

(
t
π

)n/2
e−tx

2
i ρp,t,2, and define p′C,t to be the projection

onto the subspace of H0(Ep) spanned by the ρ′p,i,t. Since pC,ts = 0, we have that

p′C,tσ = p′C,tσ − pC,tσ

=
∑

p∈zero(f)

ρ′p,i,t

∫
Ep

(1− γ(|x|))
(
t

π

)n/2
〈e−t|x|2/2ρp,i,t, σ〉dV olEp

As γ = 1 near p, this is 0 in the ball of radius |a| and since σ has support in the ball of

radius 4a A similar result to lemma 3.2

||p′C,t(σ)|| ≤ 2 ≤ C ′4
√
t||σ||2

Next, note that DC,tρ
′ = 0, so DC,tp

′
C,tσ = 0, and as σ − p′C,tσ ∈ (E ′C,t)

⊥ we can apply our

inequalities above and get

||DC,tσ||2 = ||DC,t(σ − p′σ)||2 ≥ C6t||s− p′σ||2 ≥ C6t||σ||0 − C7

√
t||σ||2

Thus ||DC,tσ||0 ≥ C8

√
t

2
||σ||0,

Lemma 4.2.3. Case 2
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Supp (σ) ⊂M \
⋃

p∈zero(f)

Vp(2a) (and still σ ∈ E⊥C,t ∩H1(M)) to prove this, recall that

D2
C,t = D2 +

 0 −dΛ∗
t

−dΛ
t 0

+ t2|df |2I

= D2 +

 0 −dΛ∗

−dΛ 0

+ t

 0 d∗ω − ωd∗

Λd− dΛ 0

+ t2

|df |2 0

0 |df |2

 ,
where since we are away from the zeroes of f , |df |2 ≥ C9, thus

||Dtσ||2 = 〈〈D2
C,tσ, σ〉〉

≥ (C9t
2 − C10t− C11)||σ||2

From which we can conclude ||Dtσ|| ≥ C12

√
t||σ||

Case 3: Let γ̃ ∈ C∞(M) be defined such that on Vp, p ∈ zero(f) that γ̃(y) = γp(|y|/2)

and γ̃|M\⋃Vp(4a) = 0 Now for σ ∈ E⊥C,t ∩ H1(M) one can see that γ̃σ ∈ E⊥C,t ∩ H1(M), as

˜gamma = 1 in the regions of Vp so it is still 0 there. also ||DTσ|| ≥ ||DT s+(−γ̃DT s||+ ||− γ̃

Lemma 4.2.4. Case 3

Thus by Case 1 and 2, one deduces there is a C13 such that for t ≥ t1 + t2,

||Dtσ||0 ≥
1

2
(||(1− γ̃Dtσ||0 + ||γ̃Dtσ||0)

≥ 1

2
(||Dt(1− γ̃)σ + [D, γ]σ||0 + ||DC,tγ̃ + [γ,D]σ||0)

≥
√
tC8

2
||(1− γ)σ||0 +

√
C6||γ̃σ||0)− C9||σ||0

Where C10 = min{
√
C6/2, C8/2}. Thus we have that the operatorDC,t,4 : E⊥T ∩H1(M)→ E⊥T

is invertible.
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Theorem 4.5. There exists a T5 so that for T > T5, σ ∈ H1(Cone(ω)) ||DC,t,1σ|| ≤ C14||σ||
T

To show this, note that for the operator DC,t,1 that

||DC,t,1σ||0 ≤
C14||σ||0

t

to prove this, we proceed in a similar method to our first inequality, using

pC,tσ =
∑

p∈Zero(V )

ρp,i(t)

∫
Vp

〈ρp,i(t), σ〉dvVp

And note that if we take Dtρp,i(t), then this is 0 in the region |x−p| < a and |x−p| > a and

from a similar argument to lemma 3.2 ||Dtρp,i(t)|| ≤ C3

t
. Then using that ρp,i(t) has norm 1

||pC,tDtpC,tσ||0 =

∣∣∣∣∣∣
∣∣∣∣∣∣
∑

p∈Zero(V )

ρp,i(t)

∫
Vp

DTρp,i(t)〈ρp,i(t), σ〉dvVp

∣∣∣∣∣∣
∣∣∣∣∣∣

≤
∑

p∈Zero(V )

∣∣∣∣∣
∣∣∣∣∣(ρp,i(t))〈ρp,i(t), σ〉

∫
Vp

DTρp,i(t)dvVp

∣∣∣∣∣
∣∣∣∣∣

≤
∑

p∈Zero(V )

∣∣∣∣∣∣∣∣〈ρp,i(t), σ〉C3

t

∣∣∣∣∣∣∣∣
≤

∑
p∈Zero(V )

C3

t
||ρp,i(t)||0||σ||0

≤ C12||σ||0
t

Definition 4.1. Let for c > 0, let EC,t(c) denote the direct sum of eigenspaces of D2
C,t with

eigenvalues in [−c, c]. since D2
C,t is a self adjoint linear operator E(c) is finite dimensional

subspace of H0(Cone(ω))

Let PC,t(c) denote the projection operator from H0(Cone(ω)) to EC,t(c)
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Lemma 4.2.5. There exists a C1 > 0 such that for t ≥ t3 and σ ∈ ET

||PC,t(c)σ − σ||0 ≤
C1

T
||σ||0

Proof: Let δ = {λ ∈ C : |λ| = Cλ} By Lemma 3.2 and Theorem 3.6, we have that for any

λ ∈ δ, t ≥ t1 + t2, σ
′ ∈ H1(Cone(ω),

||(λ−DC,t)σ
′||0 ≥

1

2

(
||λpC,tσ′ −Dt,1pC,tσ −Dt,2p

⊥
C,tσ

′||0 + ||λp⊥T −Dt,3pC,tσ
′−

Dt,4p
⊥
C,tσ

′||0
)

≥ 1

2

((
Cλ −

C3

t
− C12

t

)
||pC,tσ′||0 +

(
C6

√
t− Cλ −

C3

T

)
||p⊥C,tσ′||0

)

By the inequality, for t4 ≥ t1 + t2 and C13 > 0 such that for any t > t4 and σ′ ∈ H1(Cone(ω)

||(λ−DC,t)σ
′||0 ≥ C13||σ′||0

Thus for any λ ∈ δ, λ −DC,t : H1(Cone(ω)) → H0(Cone(ω)) is invertible, so the resolvent

(λ−DC,t)
−1 is well defined. By the basic spectral theory for operators, for σ ∈ ET one has

PC,t(c)σ − σ =
1

2π
√
−1

∫
δ

((λ−DC,t)
−1 − λ−1)σdλ.

Since with pC,t the projection to ET , we have p⊥C,tσ = 0 Thus using the inequality above, we

have

(λ−DC,t)
−1 − λ−1)σ = λ−1(λ−DC,t)

−1DC,tσ

= λ−1(λ−DC,t)
−1(DC,t,1σ +DC,t,3σ)
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One deduces by Lemma 3.2 and above we have

||λ−DC,t)
−1(DC,t,1σ +DC,t,3σ)||0 ≤ C−1

13 ||Dt,1σ +Dt,3σ||0

≤ C−1
13 (

C14 + C2

T
||σ||0

and plugging this into the integral gives

||PC,t(c)σ − σ||0 =

∣∣∣∣∣∣∣∣ 1

2π
√
−1

∫
δ

((λ−DC,t)
−1 − λ−1)σdλ

∣∣∣∣∣∣∣∣
0

≤ 1

2π

∫
δ

||λ−1(λ−DC,t)
−1(DC,t,1σ +DC,t,3σ)||0dλ

≤ Cλ
2π

∫
δ

||C−1
13 (

C14 + C2

T
||σ||0dλ

≤ C15

T
||σ||0

Theorem 4.6. Let F
[0,c]
C,t be the space of all eigenforms of ∆tf with eigenvalues in [0, c].

Then for t large enough, (F
[0,1]
C,t , dtC) is a chain complex with dim(F

[0,1]
tC ) = mk +mk−1

Proof: by lemma 3.7 applied to the ρp,i,t when t is large enough, PC,t(c)ρp,i,t will be linearly

independent (as if they are not linearly dependent, then σ = ρp,i,t and σ′ = aρ′p′,i′,t would

have PC,t(c)σ = PC,t(c)σ
′, but then by (3.7) we would have

C1

T
||σ − σ′||0 ≥ ||PC,t(c)σ − PC,t(c)σ′ − (σ − σ′)||0 = ||σ − σ′||0

Thus for t ≥ t5, we have dim(EC,t(c)) ≥ dim(EC,t). Now assume for the purposes of contra-

diction that dim(EC,t(c)) ≥ dim(EC,t). Then there is a nonzero σ ∈ EC,t(c) that is orthogonal

to PC,t(c)EC,t, or 〈σ, PC,tρp,i(t)〉H0(Cone(ω) = 0 for any ρp,i. Then from lemma 4.2 and 4.7, we
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have that

ptσ =
∑

p∈zero(df)

〈σ, ρp,i(t)〉ρp,i(t)

=
∑

p∈zero(df)

〈σ, ρp,i(t)〉ρp,i(t)−
∑

p∈zero(df)

〈σ, PC,tρp,i(t)〉PC,t(c)ρp,i(t)

=
∑

p∈zero(df)

〈σ, ρp,i(t)〉(ρp,i(t)− PC,t(c)ρp,i(t))+

∑
p∈zero(df)

〈σ, ρp,i(t)− PC,tρp,i(t)〉PC,t(c)ρp,i(t)

By lemma 3.2, there exists a C3 > 0 so when t ≥ t5 ||pC,tσ||0 ≤ C3

T
||σ||0, and thus

||p⊥C,tσ||0 ≥ ||σ||0 − ||pC,tσ||0 ≥ ||σ||0 ≥ C15||σ||0

using this and lemma 3.7, when T > 0 is large enough

C15C4

√
t||σ||0 ≥ ||DC,tp

⊥
C,tσ||0

= ||DC,tσ −DC,tpC,tσ||0

= ||DC,tσ −DC,t,1σ −DC,t,3σ||0

≤ ||DC,tσ||0 + ||DC,t,1σ||0 + ||DC,t,3σ||0

≤ ||DC,tσ||0 +
C12 + C3

T
||σ||0

From which one gets |DC,tσ||0 ≥ C15C4

√
T ||σ||0 − C12+C3

T
||σ||0 which contradicts that σ ∈

EC,t(c) is an eigenspace for t large enough.

Thus one has

dim(EC,t(c)) = dimEC,t =
∑
k

mk +mk−1 = 2
∑
k

mk

Morevoer EC,t is generated by the PC,t(c)ρp,i(t)
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Now to prove Theorem 3.8, for any integer k such that 0 ≤ k ≤ 2n + 1 let Qi denote the

projection from H0(Cone(ω)) onto the L2 completion of Conek(ω). Since ∆C,t preserves the

Z grading of Ω∗(M), for any eigenvector σ of DC,t associated with an eigenvalue µ ∈ [−c, c]

∆C,tQkσ = Qk∆C,tσ = Qkµ
2σ = µ2Qkσ

That is Qkσ is an eigenform of ∆C,t with eigenvalue µ2

We thus need to show that dimQkEC,t(c) = mk + mk−1 To prove this, note that by lemma

3.7

||Qnf (p)PC,t(c)ρp,i(t)− ρp,i(t)||0 ≤
C3

T

so for t large enough the Qnf (p)PC,t(c)ρp,i(t) are linearly independent. Thus for each k

dimQkEC,t(c) ≥ mk +mk−1

however, we also have (as every element in H0(Cone(ω)) is a linear combination of 2n + 1

form)

2n+1∑
k=0

dimQkEC,t(c) =
2n+1∑
k=0

dimEC,t(c) =
∑
k

mk +mk−1 = 2
∑
k

mk

from this and dimQkEC,t(c) ≥ mk +mk−1 we have

dimQkEC,t(c) = mk +mk−1

Remark: as Zhang [19] also proves, since c > 0 is arbitrary, as T → ∞ the eigenvalues of

[0, c] converge to 0.
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Appendix A

Morse Stokes’ Theorem

We describe here the conventions used to define the differential map ∂ in the Morse cochain

complex and also the orientations of the submanifolds which are integrated over in the c(ψ)

map of (??). A main aim is to prove the following:

Lemma A.0.1 (Leibniz Rule on forms in Morse cohomology). Let ψ ∈ Ω`(M) then

∂ c(ψ) + (−1)`+1c(ψ) ∂ = −c(dψ) . (A.1)

This formula appeared in Austin-Braam [1] and Viterbo [16] though with ambiguous signs.

To set our conventions and prove the Lemma, we start with a brief background.

Let φt be the flow of the vector field −∇f . For a critical point r ∈ Crit(f), the stable Sr

and unstable Ur submanifolds are defined to be

Sr = {x ∈M : lim
t→∞

φt(x) = r} , Ur = {x ∈M : lim
t→−∞

φt(x) = r} ,
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and the moduli spaces of gradient lines between two critical points, q, r ∈ Crit(f),

M(r, q) = Sq ∩ Ur , M̃(r, q) =
Sq ∩ Ur

{x ∼ y : φt(x) = y for some t ∈ R}
.

We define the orientation of the moduli spaces similar to that in Austin-Braam [1, Section

2.2]. For an oriented manifold M , we first specify an orientation for either the stable sub-

manifolds, or equivalently, the unstable ones. The orientation of one type determines the

other by the relation

[Sr][Ur] = [M ] . (A.2)

The orientation of the moduli space is then just the orientation of the transversal intersection

which can be expressed as

[M(r, q)] = [Ur][M ]−1[Sq] = [Ur][Uq]
−1 . (A.3)

We will also take as convention

[M(r, q)] = [M̃(r, q)][∇f ] . (A.4)

In the special case when ind(r) = ind(q) + 1, M(r, q) is an oriented one-dimensional sub-

manifold of gradient flow lines and M̃(r, q) is an oriented collection of points. Also, recall

that the Morse differential is defined by ∂q =
∑
r

n(r, q) r where

n(r, q) = #M̃(r, q) . (A.5)

It follows from (A.4) that n(r, q) is equal to the number of gradient lines flowing in the

direction of ∇f minus the number flowing in the direction of −∇f .
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As an example of why (A.1) has the correct signs, we first prove the zero-form case with

ψ = h, a function.

Corollary A.0.2. If h ∈ C∞(M), then −c(dh) = ∂c(h)− c(h)∂.

Proof. Evaluating c(dh) by integrating over the gradient curves with orientation, we have

c(dh)qk =
∑
rk+1

(∫
M(rk+1,qk)

dh

)
rk+1

=
∑
rk+1

(n(rk+1, qk)(h(rk+1)− h(qk))) rk+1

=
∑
rk+1

h(rr+1)n(rk+1, qk)rk+1 −
∑
rk+1

n(rk+1, qk)h(qk)rk+1

= c(h)∂qk − ∂c(h)qk = (c(h)∂ − ∂c(h))qk

where c(h)qk = (
∫
M(qk,qk)

h)qk = h(qk)qk. Thus, having taken into account our orientation

convention, we find that −c(dh) = ∂c(h)− c(h)∂ .

To prove (A.1) in general, we re-express the right-hand side by Stokes’ theorem

c(dψ)qk =
∑
rk+`+1

(∫
M(rk+`+1,qk)

dψ

)
rk+`+1 =

∑
rk+`+1

(∫
∂M(rk+`+1,qk)

ψ

)
rk+`+1 .

The relevant components of ∂M(rk+`+1, qk) for integrating ψ consists of

⋃
pk+`

M(pk+`, qk)× M̃(rk+`+1, pk+`)

 ⋃ ⋃
pk+1

M(rk+`+1, pk+1)× M̃(pk+1, qk)

 .
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This implies up to signs

c(dψ)qk

=
∑
rk+`+1

±∑
pk+`

∫
M(pk+`,qk)×M̃(rk+`+1,pk+`)

ψ ±
∑
pk+1

∫
M(rk+`+1,pk+1)×M̃(pk+1,qk)

ψ

 rk+`+1

=
∑
rk+`+1

±∑
pk+`

(∫
M(pk+`,qk)

ψ

)
n(rk+`+1, pk+`)±

∑
pk+1

n(pk+1, qk)

(∫
M(rk+`+1,pk+1)

ψ

)rk+`+1

= ±∂c(ψ)qk ± c(ψ)∂qk (A.6)

To fix the signs, we will proceed in two steps. First, we make a choice of the orientation of

the stable and unstable manifolds at the critical points {qk, pk+1, pk+l, rk+l+1}. By (A.3), this

determines the orientation of the various moduli spaces that arise in the Stokes’ theorem

calculation above. Then in step two, we compare the orientation of the relevant boundary

components, M(pk+`, qk) × M̃(rk+l+1, pk+l) and M(rk+`+1, pk+`) × M̃(pk+1, qk), with the

orientation needed to satisfy Stokes’ theorem. The relative difference in the orientations will

determine the signs in (A.6).

Step 1: Computing the orientation of the moduli spaces.

By (A.3), the orientation of a moduli space M(r, q) can be determined by the orientation

of the unstable submanifolds Ur and Uq. Hence, we will write below our choice for the

orientation for the relevant unstable submanifolds explicitly. (The orientation of the stable

submanifolds of a critical point are then fixed by (A.2).) Similar to [1, Section 2.2], we will

express the orientations in terms of orthonormal frame vectors grouped together by Clifford

multiplication.

Let e1, . . . , ek be an orthonormal set of frame vectors that are shared by both Uqk and Urk+`+1
.
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Let ek+1, . . . , ek+`+1 be the additional frame vectors in Urk+`+1
defined such that they point

in the direction away from qk towards rk+l+1, i.e. in the direction of ∇f . Then, for pk+1,

there is a vector eipk+1
that points along the gradient curveM(pk+1, qk) from qk to pk+1, and

for pk+`, there is a vector eipk+` that points along the gradient curve M(rk+l+1, pk+l) from

pk+` to rk+`+1. Note both eipk+1
and eipk+` are defined to point in the direction of ∇f . See

Figure A.1 below.

Figure A.1: M(rk+`+1, qk) with orientations.

Our choice for the orientation of the relevant unstable submanifolds are

[Uqk ] = ek . . . e1 , [Upk+` ] = ek+`+1 . . . êipk+` . . . ek . . . e1 ,

[Upk+1
] = eipk+1

ek . . . e1 , [Urk+`+1
] = ek+`+1 . . . ek . . . e1 .

Then by (A.3), [M(r, q)] = [Ur][Uq]
−1, we find the orientations of the moduli spaces:

[M(rk+`+1, qk)] = (ek+`+1 . . . ek . . . e1)(e1 . . . ek) = ek+`+1 . . . ek+1 , (A.7)

[M(pk+`, qk)] = (ek+`+1 . . . êipk+` . . . ek . . . e1)(e1 . . . ek) = ek+`+1 . . . êipk+` . . . ek+1 ,

[M(rk+`+1, pk+1)] = (ek+`+1 . . . ek . . . e1)(e1 . . . ekeipk+1
)

= (−1)ipk+1
−k−1 ek+`+1 . . . êipk+1

. . . ek+1 .
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And by (A.4), we also have

[M̃(rk+`+1, pk+`)] = [M(rk+`+1, pk+`)][∇f ]−1

= (ek+`+1 . . . ek . . . e1)(e1 . . . ek . . . êipk+` . . . ek+`+1)(eipk+` )

= (−1)k+`+1−ipk+` ,

[M̃(pk+1, qk)] = [M(pk+1, qk)][∇f ]−1

= (eipk+1
ek . . . e1)(e1 . . . ek)(eipk+1

) = 1 .

Hence, we find

[M(pk+`, qk)× M̃(rk+`+1, pk+`)] = (−1)k+`+1−ipk+` ek+`+1 . . . êipk+` . . . ek+1 , (A.8)

[M(rk+`+1, pk+1)× M̃(pk+1, qk)] = (−1)ipk+1
−k−1 ek+`+1 . . . êipk+1

. . . ek+1 . (A.9)

Step 2: Orientation of the boundary components, M(pk+`, qk)× M̃(rk+`+1, pk+`) and

M(rk+`+1, pk+1)× M̃(pk+1, qk), as specified by Stokes’ theorem.

For a manifold N with boundary ∂N , Stokes’ theorem holds only if the orientation of the

boundary ∂N is chosen such that

[vout][∂N ] = [N ] (A.10)

where vout is the outward pointing normal on the boundary.

For the boundary component M(pk+`, qk) × M̃(rk+`+1, pk+`), the outward pointing normal
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at for instance pk+` can be expressed as (see Figure A.1)

vout,M(pk+`,qk) = −eipk+` +
∑

k+j 6=ipk+`

ajek+j .

Therefore, the specified orientation from Stokes’ theorem (denoted with a subscript ‘S’) is

[M(pk+`, qk)× M̃(rk+`+1, pk+`)]S = [vout,M(pk+`,qk)]
−1[M(rk+`+1, qk)]

= (−eipk+` )(ek+`+1 . . . ek+1)

= (−1)k+`+ipk+` ek+`+1 . . . êipk+` . . . ek+1

= −[M(pk+`, qk)× M̃(rk+`+1, pk+`)] (A.11)

having used (A.7) in the first line and (A.8) in the last line.

Similarly, for the boundary componentM(rk+`+1, pk+1)×M̃(pk+1, qk), the outward pointing

normal at for instance pk+1 can be expressed as (see Figure A.1)

vout,M(rk+`+1,pk+1) = eipk+1
+

∑
k+j 6=ipk+1

ajek+j .

This gives for the specified orientation from Stokes’ theorem

[M(rk+`+1, pk+1)× M̃(pk+1, qk)]S = [vout,M(rk+`+1,pk+1)]
−1[M(rk+`+1, qk)]

= (eipk+1
)(ek+`+1 . . . ek+1)

= (−1)k+`+1−ipk+1 ek+`+1 . . . êipk+1
. . . ek+1

= (−1)`[M(rk+`+1, pk+1)× M̃(pk+1, qk)] (A.12)

having used (A.7) in the first line and (A.9) in the last line.
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Finally, with (A.11)-(A.12) and matching up with the corresponding terms in (A.6), we have

c(dψ)qk =
∑
rk+`+1

[
−
∑
pk+`

(∫
M(pk+`,qk)

ψ

)
n(rk+`+1, pk+`)

+
∑
pk+1

(−1)`n(pk+1, qk)

(∫
M(rk+`+1,pk+1)

ψ

)]
rk+`+1

= −∂c(ψ)qk + (−1)`c(ψ)∂qk

or equivalently, −c(dψ) = ∂c(ψ) + (−1)`+1c(ψ)∂.
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Appendix B

Proof of Long Exact Sequence

Between Cone, Kernel, and Cokernel

To show we have the isomorphism, we start with the short exact sequence

0 −→ (ker(c(ω)),−∂)
F−→ (Cone(c(ω)), dC)

G−→ (Cone(ι), dι) −→ 0

where (Cone(ι), dι) is the cone chain complex arising from the inclusion ι : Im (c(ω))→ Ck,

i.e ι(c(ω)b) = c(ω)b, Cone(ι) = Ck ⊕ c(ω)Ck−1, and dι =

d ι

0 −d

. The map F is given

by F (s) =

0

s

 while G

t
b

 =

 t

c(ω)b

 it is clear that F is injective, G is surjective, and

kerG = Im F . It is also straightforward to check that dC(F (s)) =

 0

−∂s

 = F (−∂s) and

GdC

t
b

 =

∂t+ c(ω)b

−c(ω)∂b

 = ∂ιG

t
b

 Thus these are chain maps, and thus we get the

long sequence in cohomology. It remains to show that Hk(Cone(ι)) ∼= Hk(coker(c(ω))). To
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do this, define the map H : Cone(ι) → coker(c(ω)) by H

t
b

 = {t} ∈ coker(c(ω)). Thus

Hdι

 t

c(ω)b

 = {∂t} = ∂mΠ {t} = ∂mΠH

 t

c(ω)b

). Hence we have a chain map.

We will show that [H] is injective. To do this, note that if

H
 t

c(ω)b


 = [{0}] ∈

Hk(coker(c(ω))), then this implies that {t} ∈ [{0}], or {t} = ∂mΠ {a} = {∂a}, which im-

plies t − ∂a = c(ω)r. Note also that


 t

c(ω)b


 being closed implies −c(ω)∂b = 0 and

∂t+ c(ω)b = 0. Note that −c(ω)b = ∂t = c(ω)∂r combining these equations, we find

∂ ι

0 −∂


 a

c(ω)r

 =

∂a+ c(ω)r

−c(ω)∂r

 =

 t

−(−c(ω)∂b)

 =

 t

c(ω)b



Thus

 t

c(ω)b

 is exact, so [H] is injective.

To show [H] is surjective, note that if [{a}] ∈ Hk(coker(c(ω))), then ∂a ∈ {0}, i.e ∂a = c(ω)b.

Thus c(ω)∂b = 0, so if we consider

 a

−c(ω)b

, then it is clear that ∂ι

 a

−c(ω)b

 =

0

0

.

Hence


 a

−c(ω)b


 ∈ Hk(coker(c(ω))), and [H]


 a

−c(ω)b


 = [{a}], so [H] is surjective.

Hence [H] is a bijection between Hk(Cone(ι)) and Hk(cokerc(ω)). Using [H] and the Zig-Zag

lemma, we thus have the following long exact seqeunce on cohomology

. . . Hk−1(ker(c(ω)))
[F ]−→ Hk(Cone(c(ω))

[H][G]−−−→ Hk(coker(c(ω)))
[δ][H]−1

−−−−→ Hk(ker(c(ω))) . . .
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