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Abstract 
Many technologists who work in robotics and AI bristle at the idea 
that human worker displacement is problematic. Others wish to 
account for workers’ needs, but face pervasive myths about the 
impacts of these technologies. This paper aims to clear the air by 
refuting five common arguments for automation: 1) the jobs being 
automated are undesirable, 2) labor shortages necessitate automa-
tion, 3) by “augmenting rather than automating” labor displacement 
will be prevented, 4) there will be new and better job creation, and 
5) automation will give us all more leisure time. The advent of 
foundational models has led to an industrial gold rush, accelerat-
ing deployment without careful consideration of responsible and 
sustaiable design and deployment of these technologies. Despite 
technologists’ best intentions, this path of pervasive automation we 
are on is not a good one, and we offer suggestions for how technolo-
gists, designers, and decision makers can push for worker-centered 
technological change moving forward. 

CCS Concepts 
• Social and professional topics → Automation; • Human-
centered computing → HCI theory, concepts and models; 
• Computer systems organization → Robotics. 

Keywords 
automation, robotics, AI, labor, ethics, social theory, critical com-
puting, future of work 

ACM Reference Format: 
Laurel D. Riek and Lilly Irani. 2025. The Future Is Rosie?: Disempowering 
Arguments About Automation and What to Do About It. In CHI Conference 
on Human Factors in Computing Systems (CHI ’25), April 26–May 01, 2025, 
Yokohama, Japan. ACM, New York, NY, USA, 14 pages. https://doi.org/10. 
1145/3706598.3714151 

1 Introduction 
Several scholars have argued that since the start of the COVID-19 
pandemic, the pace at which automation is being used in indus-
try has greatly accelerated [11]. Autor and Reynolds argue it has 
brought an “increasingly automation-intensive future closer to the 
present.” 
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Technologically, we have seen large leaps forward in founda-
tional models being used in AI and robotics to start to solve “wicked” 
problems previously unsolvable [23]. That is not to say these prob-
lems are solved, nor are these systems anywhere near ready or 
approriate to be deployed en masse, but Estlund [53] argues orga-
nizations and their workers are entering a “ tournament economy” 
with machines. Companies are racing to embrace automation to 
retain their perceived competitiveness (i.e., “adopt AI or fail” [155]), 
which is leading to deleterious effects on the workforce. 

Many governments and industries meet this moment with a 
combination of ethical AI principles some call “useless” [105] or 
“utopian” visions of abundant worlds of automation, leisure, and a 
population dependent on universal basic income [53]. With the ex-
ception of the European Union [54], progress on policies to protect 
and empower workers has been slow, often hampered by lobby-
ing from industry that prefers to work unhindered by stakeholder 
input. This moment is particularly problematic for marginalized 
people in low wage jobs, who are already facing precarious working 
conditions within gigified work [96] and complex subcontractor 
arrangements that siphon the value workers create while making 
accountability complex [160]. 

As scholars who work in the fields of AI, robotics, and HCI, we 
frequently encounter five myths masquerading as arguments for 
automation in everyday conversations with technologists, includ-
ing: 1) the jobs being automated are undesirable, 2) labor shortages 
necessitate automation, 3) by “augmenting rather than automating,” 
we can prevent labor displacement, 4) there will be new and better 
job creation, and 5) automation will give us all more leisure time. 
These arguments are entrenched within sections of labor economics 
[53, 121], in sociotechnical imaginaries [28, 52], and in discourses 
of industrial capitalism and colonialism [10, 110]. We choose to 
counter these myths both because we frequently encounter them 
among peers, and because we wish to draw together resources 
from disparate fields to articulate a pro-labor, [169], social justice 
[40, 48, 174], and feminist [13] case against them. 

In this article, we will explore and refute each of these claims, 
by drawing on research about robotics and AI, as well as older but 
relevant technologies from computer supported cooperative work, 
as well as critical computing related research such as feminist HCI 
and worker-centered HCI. The form of this paper draws from the 
labor organizing strategy of “inoculation,” in which people intro-
duce common ideas that mask unequal power relations and present 
counter-arguments and substantiating evidence. In a sense, this 
is a motivated literature review that recognizes that technologists 
participate in an uneven ideological field influenced by technology 
industry funding and state interests [4, 165]. The goal of this paper 
is to accelerate progress in worker-centered research and teaching 
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by synthesizing important work both from within our field and 
beyond it for technologists, whether HCI researchers, tech workers, 
or students. 

The myths this paper challenges are most dangerous in 
economies with highly financialized business sectors that have 
sufficient capital to invest in risky and costly automation, and 
where countervailing institutions such as the state or unions have 
struggled to reign in the speculative pursuit of automation. North 
America, where both authors reside, is one such place (see [120]). 
Ideologies of labor, of the state, and of corporate development of 
automation look very different in other regulatory and cultural con-
texts [6, 67, 68, 81, 115] and we hope scholars with accountabilities 
in those regions might decide whether this approach is relevant to 
workers’ needs. 

We note that despite technologists’ best intentions, the path 
of pervasive automation we are on is not a good one, and it is 
critical to do something now to avoid a “dystopian, hyper-polarized 
future” [53]. Thus, we end the article with concrete suggestions for 
how technologists and decision makers can affect change moving 
forward. 

1.1 Contributions 
We contribute to human-computer interaction research that ad-

vances a worker-centered HCI [57] and technology that centers 
the most vulnerable and most impacted by technological change 
[47, 48, 81, 164]. By bringing together a multidisciplinary set of lit-
eratures to counter widespread claims about automation, including 
worker-centered HCI [169], feminist studies, economics, manage-
ment, and social justice human robot interaction (HRI) [60, 112, 174], 
this paper can support both HCI researchers who work on critical 
AI topics, as well as those who may need to refute misconceptions 
about automation in the course of their work. Additionally, by dis-
cussing workers’ experiences of automation across multiple sectors, 
including manufacturing, fulfillment, healthcare, and service, we 
call on researchers to slow down automation development so that a 
wider range of voices can shape the progress of these technologies, 
taking a more holistic and worker-centered approach. 

We make these contributions by both synthesizing disparate 
literatures, as well as speaking from situated perspectives that draw 
on our own work (AI data production and assistive robotics). In 
doing so, we respond to calls by Wolf, Dombrowski, and Asad 
for “A labor-informed, or pro-labor, praxis” which “confronts – 
and fights against – capitalism’s dehumanizing forces by centering 
workers, individual people whose dignity, care, self-determination, 
and flourishing are ambitions to be held in higher esteem than the 
accumulation of material goods” [169]. 
1.2 Positionality 
One author is a roboticist, computer scientist, and designer, who 
also has training in the social sciences. The other author is a social 
science researcher, designer, and organizer, and is involved in a labor 
research center that collaborates with worker organizations, as well 
as has training as a computer scientist. In their work, they have 
found cultural corners of engineering that celebrate automation, 
while assuming lack of skill to those with less power, status, or 
wages in the workplace. And yet they also find those who genuinely 

seek to do good but are not specialists in social justice approaches 
to design and automation. This paper aims to synthesize research to 
support those who wish to make work better for workers, especially 
non-specialists who nevertheless seek support in countering these 
common myths. 

2 Background 
Before discussing and refuting common arguments made in favor 
of automation, it is important to introduce several key terms and 
concepts we will use throughout the article, and also briefly discuss 
their context within the workplace. 

2.1 Key Technologies 
2.1.1 Robotics and fauxtomation. A robot is a physically embodied 
system capable of enacting physical change in the world. Robots 
have effectors and actuators that support their ability to engage in 
manipulating objects in the environment and/or with mobility [131]. 
Robots operate with a range of autonomy, from fully autonomous 
(e.g., airport terminal trains), to semi-autonomous (e.g., autonomous 
vacuum cleaner robots where a person can take over control of 
tricky areas), to fully-teleoperated (e.g., underwater exploration 
vehicles). 

Until recently, robots were largely separated from people by 
cages, where human and robot work was strictly bifurcated (for 
example, in automotive manufacturing). However, due to the advent 
of compliant actuators and lower cost and smaller sensing systems, 
humans and robots now work physically close together human 
workplaces and are widely deployed, in contexts ranging from 
picking items within warehouses [83], collaboratively harvesting 
field crops [152], and delivering items in hospitals [36]. 

Some recent advancements in the use of foundational models 
in robotics suggest substantial leaps forward in capability, such as 
via language and vision, enabling robots to generalize to new situ-
ations and support task specification and learning [23]. However, 
many key (possibly insurmountable) problems remain, including 
sufficient (and correct) real world data that can support learning 
(and methods to do so longitudinally), as well as issues with safety 
and robustness. This is due to the fact that human environments 
are unpredictable and always in flux, sensors are unreliable, and 
hardware breaks down all the time. 

It is important to note that many advanced robotic systems 
deployed in the real world are actually fauxtomation [143]. Behind 
the scenes, there are either humans taking on the role of robot 
wranglers, either directly controlling them to make them work, 
or, if they are fully autonomous, scuttling around after them to fix 
them when they break. Thus, while some “automation anxiety” [53] 
can be lessened when it comes to concerns of widespread robot 
adoption any time soon, there are real concerns about the use of 
robotics in work that need to be addressed. 

2.1.2 Automation. Automation is defined as the use of autonomous 
systems to support “efficiency, productivity, quality, and reliability,” 
largely in structured environments, and typically longitudinally 
[76]. While roboticists largely consider the “autonomous systems” 
part of this definition to refer to automation coupled with physically-
embodied systems, public discourse has shifted, and now the term 
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is broadly used to include any automated processes, including imag-
ined ones, regardless of its physicality. 

2.1.3 Artificial Intelligence (AI). AI is commonly used to refer to 
computing systems programmed to simulate or mimic human cog-
nition, or ideological constructions of human cognition [137]. Clas-
sically, there are many kinds of AI systems: expert systems which 
employ pre-defined rules and knowledge bases; symbolic AI sys-
tems that attempt to produce intelligent behavior through the logi-
cal processing of conceptual maps; and search algorithms which 
use algorithms to search massive and growing data structures. How-
ever, over the last decade machine learning (ML) – one particular 
kind of artificial intelligence – has been the focus of most research 
and development efforts, and has attracted significant attention and 
investment. ML algorithms that learn without being explicitly pro-
grammed through interaction with data (often already categorized) 
and the environment. 

AI, like robotics, can only interact with the world through elec-
tronic sense data processed mathematically through intensive com-
puting resources and, often, human input at training and model 
evaluation phases. Much ML relies on data sets commandeered 
from digitized content produced for other purposes, such as social 
media posts, films, newspaper articles, or institutional documents. 
Like with robotics, some AI is fauxtomation [143] and most AI re-
quires supply chains of human data annotation workers to produce 
training data and supervise algorithmic outcomes [64, 78]. 

2.2 Human Robot Interaction and Workers 
Researchers in Human Robot Interaction have considered how 

robots may affect workers’ experiences across multiple sectors, 
such as in the gas industry [91], manufacturing [161, 162], dairy 
farming [35], and service work [20, 33] While much early work in 
this field largely had an “acceptance framing” (see Section 2.1.3), 
the HRI community overall has started to shift to adopting social 
justice oriented research and design practices (c.f. [60, 85, 111, 167, 
168, 174]). 

Last year at HRI 2024, researchers organized the “First Inter-
national Workshop on Worker-Robot Relationships” [173], which 
explored several related ideas, including how to foreground front-
line workers in public deployments of robots [55], an exploration of 
how workers engage in knowledge hiding and territoriality against 
robots [99], etc. The workshop organizers argued in their proposal 
that most HRI research lacks critical stance on the social implica-
tions of worker-robot relations [173], citing a recent special issue 
on critical robotics research by Serholt et al. [129] that echoes this 
point. Our work addresses this gap, building upon the growing 
trend of social-justice oriented research practices in HRI, and we 
contribute by connecting worker-centered robotics with a wider 
frame of worker-centered HCI and cultural and historical analysis 
of automation discourses of which robotics is often a part. 

2.3 Automation myths and engineers’ 
imaginaries 

In 2013, Bradshaw et al. [25] published “The 7 deadly myths of 
automation,” and, in 2014, a follow up article with an analysis of 

catastrophic examples of missile errors leading to fratricide due to 
poor classification algorithms on an “AI-assistive” targeting system 
[71]. The articles largely focus on how we should appropriately 
conceptualize autonomy, and the critical importance of keeping hu-
mans centered within its use. Additionally, the authors are mindful 
of fauxtomation [25] (defined in Section 2.1.3, see also [77, 82], and 
argue that humans “on the loop” is insufficient to ensure safety in 
critical settings [71]. These problems persist to this day, famously 
in recent catastrophic “full self-driving” vehicle crashes [42, 43] 
and Boeing 737 Max crashes [45]. 

Bradshaw et al.’s excellent work emphasizes engineering and 
safety concerns primarily in contexts where failure is catastrophic. 
By contrast, our work centers workers’ experiences and power in a 
wider range of work settings, including manufacturing, care deliv-
ery, and service work, where often more subtle forms of automation 
expansion do not become catastrophically visible. 

Not all myths about automation lead to calamity, but can still 
cause disconnects in how technology creators consider its use and 
impacts. For example, ethnographer Both [24] spent three years 
embedded within a German autonomous driving team at FU Berlin. 
He discusses how some roboticists were prone to reductionism 
in their conceptualization of autonomy, viewing it as a series of 
subtasks to be solved (e.g., sensing, navigation, planning), while 
allowed them to convince themselves (and others) that a fully func-
tional autonomous system was just around the corner. This sort 
of framing necessitates internalizing some automation myths to 
justify the purpose of the work in the first place. 

Other HCI and STS work has explored engineers’ imaginaries 
and their conceptualizations of autonomy. For example, in health-
care robotics, Breuer et. al [28] and Wright [170], discuss similar 
types of task reductionism in engineers’ imaginaries, leading to 
care fragmentation (e.g., robots do the physical labor, humans do 
the emotional labor). This is opposed to adopting more holistic 
and value-centered care models, which is seen as key for ethically-
grounded care delivery [28, 151]. 

Additionally, Breuer et. al [28] discuss how German roboticists 
often couch their work within “acceptance framing”, e.g., workers 
are people who need to be convinced to accept robot use within 
their practice, as opposed to experts of their own work context 
who may have valid reasons for not wanting to adopt automation. 
This tension also can lead to engineers embracing solutionist myths 
around automation in order to perpetuate (and defend) a project’s 
existence. 

In Swedish contexts, scholars such as Eriksson [52], Rahm [119], 
and Toll [149] have highlighted vast differences in the sociotechni-
cal imaginaries of end users and the engineers and other suppliers 
of automation technology, leading to complexity in organizational 
policy decision making. These disconnects in sociotechnical imag-
inaries have also been explored in agricultural robotics contexts, 
such as between farm workers and manufacturers, in North Amer-
ica, Europe, and Oceania [16, 35, 63, 66]. 
2.4 CSCW, social-technical gaps, and power 
We build on the long history of close attention to bodies at work 
with machines in the fields of HCI and Computer Supported Coop-
erative Work. 
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The situation of robotics and AI at work today shares basic chal-
lenges identified decades ago: social needs or “requirements” are 
often mismatched with technical capabilities of systems. Mark Ack-
erman called this “The Intellectual Challenge of CSCW” [2]. A key 
approach to CSCW developed to understand how people coordinate 
group activities, in the workplace and beyond, and how they orient 
and towards or through digital systems in the process. Schmidt and 
Bannon [128] argued that the study of how people sustain activ-
ities in interaction would yield more robust designs than simply 
approaching individuals as users and designing applications. 

Feminist researchers further noticed that power dynamics within 
organizations and societies, shaped by gender, race, and class, affect 
people’s awareness of the work needed to produce successful out-
comes, or what a successful outcome even is. A key set of debates 
in the field historically counterposed managerial understandings of 
work processes with workers’ own understandings. Lucy Suchman 
and Susan Leigh Star, with many colleagues, drew attention to invis-
ible work by which workers repair systems and organizations such 
that they appear to operate as managers expect [135, 138, 139]. It is 
this invisible work that managers and those less intimately familiar 
with the work fail to recognize, value, and compensate [138, 139]. 
Making this work visible, however, is not necessarily liberatory, 
Suchman argued, as visibilization can bring more surveillance and 
control of workers [139]. Suchman and Star built on the contribu-
tions of Scandinavian participatory design which brough Computer 
Scientists together with Nordic trade unions [49, 140], to counter 
deskilling in technological change (see Braverman [27]). 

We build on these longstanding orientations to the social analysis 
of human-computer interactions to counter common misconcep-
tions about AI and robotics with grounded realities of these diverse 
technologies at work. In doing so, we join and build on researchers 
who have demonstrated importance of the invisible work of jani-
tors, hotel workers, bus drivers, and health workers, showing where 
it is required to make technology work and where it is impeded 
by technology to the detriment of customers, patients, and many 
others [5, 51, 58, 78, 100, 106]. 

3 Exploring and refuting the five common 
arguments in favor of automation 

Common arguments in favor of automation circulate in the media 
and around kitchen tables as everyday stories through which we 
make sense of technology. As ideologies, they are most persuasive 
among those who do not have information that contradicts the 
story. The common myths we identify below are ones we hear 
among people of relative privilege as highly-remunerated profes-
sionals and knowledge workers. These stories cover up the realities 
less privileged people experience around automation and techno-
logical change while disempowering technologists from critically 
questioning the projects that we work on. The stories also often 
rely, as we will show, on cultural assumptions bound up in histories 
of industrialization, colonialism, and the value of different kinds 
of people and workers in a world order built to justify global ex-
ploitation [10, 110]. In that sense, the stories we describe below 
are ideological —highlighting one aspect of reality while erasing 
others in ways that support the powerful [123]. By challenging 
these ideologies, we hope to better prepare technology builders 

to engage in technology work that engages with workers’ wider 
realities. 

3.1 Claim 1: “No one wants those jobs anyway: 
It’s better for robots do them.” 

One of the most common arguments in favor of the use of robotics 
(and AI) is to claim that a particular set of jobs is undesirable. Roboti-
cists have a particular term for this, the “3Ds”: dirty, dangerous, and 
dull jobs. This concept originated in Japan, the “3Ks” - kitani, kitsui, 
and kiken [38], describing jobs dominant assigned to migrant work-
ers and those of lower class workers (e.g., burakumin) [38, 118, 170]. 
The concept resonates with longstanding Euro-American bourgeois 
conceptions of work that demean manual labor in relation to men-
tal labor, and demean household and caring labor in relation to 
craft and production – devaluing work assigned to working class, 
feminized, and racialized people [175]. 

There is little dispute that highly toxic and dangerous jobs, such 
as cleaning up hazardous waste or demining war zones, are well-
suited for robots. However, many of the jobs people might call 
“dirty” or “dull” are not inherently so but sometimes made so by 
exploitative social conditions and demeaning interpretations. 

A majority of people working in these “dirty” and “dull” jobs are 
marginalized (e.g., women, people of color), and most are of low-
SES status. They are in need of a paycheck, and have to overcome 
a lack of time and resources when they are able to push back [118]. 
Those employed in precarious “at will” employment positions also 
overcome the threat of losing their jobs when they speak up or resist 
[53]. Employers take advantage of worker vulnerability, including – 
whether fear of job loss or deportation (in the case of undocumented 
or employment visa holders), to sustain dangerous and exploitative 
working conditions, knowing workers enjoy fewer legal protections 
when they push back [158]. A dirty job – child and elder care, 
for example – might, by contrast, also be a caring and safe job 
when done with proper safety equipment, time, compensation, and 
respect for skill. A dull job might be more interesting when workers 
control the pace and conditions under which they do it, such as 
collaboratively with others or interspersed with other work for 
variation. 

As if in rebuttal to those who degrade dirty work, social scientists 
have persistently found that workers in stigmatized occupations 
—for example, oil rig workers, sanitation workers, and gravediggers 
—usually see themselves in a positive light. They find that workers 
are supported by strong group identities fostered by other similarly 
positioned workers well aware of the stereotypes and stigmas of 
wider society [8]. 

Those who demean dirty work are often the ones who create it 
for others. Feminist scholars have demonstrated how middle- and 
upper-class notions of dignity, poise, and even femininity depend 
on the assignment of undesirable work to those over whom they 
have power, especially along racialized, gendered, and caste op-
pressed lines [10, 61]. Ethnic studies scholar Evelyn Nakano Glenn 
has shown how Black and immigrant servants made possible “the 
woman belle ideal for white middle class women” who employed 
them [61]. Building on these scholars, Irani has argued that in late 
capitalism, the entrepreneurial information and communications 
technology ideal of creative and innovative work rests on the work 
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these creatives selectively outsource to data annotation workers, 
Task Rabbits, and others to whom “creatives” can outsource work 
to with minimal pay, rights, or protections [79]. 

The stance, then, that robotics and AI will only replace dull and 
dirty jobs largely reflects a lack of acknowledgment of the societal 
inequities that create this kind of labor, the stereotypes that erase 
workers’ conceptions [118], and its origination from colonialist, 
extractive labor [9]. Workers who do the job are in the best position 
to judge their jobs – what they value, what they want changed, and 
whether and how they want their job eliminated or transformed 
into a different role. We offer examples of this in our concluding 
discussion. (See Section 4.3). 

What if robots and AI could serve to disrupt this disdain or stigma? 
Some researchers in the field of human-robot interaction (HRI) 
have proposed unique ways for robots to support workers in these 
jobs. For example, researchers have suggested robots can be used 
to disrupt hierarchies, such as giving nurses a voice to speak up 
against physician error [144], or to take on the role of the “out 
group member” to strengthen human group bonds [59]. Recently, 
HRI scholars have explored the possibility of how to interrupting 
these power dynamics [73, 168], which raises the question: might a 
robot be introduced, intentionally, as being a lower-than-human 
status in the hierarchy, and thus somehow lead to an improvement 
of conditions for human workers? 

Boddington [22] suggests this can backfire in contexts like nurs-
ing. By using automation to “professionalize” work, nursing risks 
becoming viewed solely a series of billable technical and physical 
tasks, where the fuzzier aspects of care provision (e.g., connect-
ing with patients) become a “luxury” by healthcare management 
[22, 29]. Technology is frequently introduced into healthcare with 
an initial goal of replacing nurses, devaluing the legitimacy of the 
profession, and care work in general [17, 148]. 

Finally, across many countries and sectors, it is worth noting that 
even exposing workers to robotics and automation provokes work-
ers’ concern about job security, even in sectors where automation 
does not threaten jobs [87, 172]. Thus, as HCI researchers, how we 
frame new technologies and introduce them can cause harm to the 
communities we wish to support, and it is important to be mindful 
of this. One way to mitigate this is by giving workers more control 
and say over the introduction of automation into the workplace, 
including automation-related research [46, 62]. 

3.2 Claim 2: “There’s a labor shortage, therefore 
we need robots.” 

In government, industry, and research spaces, speeches and papers 
commonly open with cries of “labor shortage,” citing statistics from 
their own region. These claims often adopt crisis discourse that 
seems to urge swift action, rather than careful negotiation with 
workers. While in different regions and times, there may be labor 
shortages across key economic sectors, the reasons for these short-
ages vary by sector. The reasons, however, are rarely technological. 

Following the crisis discourse about labor shortages, government 
and industry leaders often then pivot to “the language of necessity” 
[15] wherein the use of automation is the only possible solution to 
a sector’s labor shortage problem. This is then used as justification 
for heavy investment in automation technology development as 

opposed to supporting worker recruitment, training, re-skilling, or 
up-skilling [53, 97]. 

For example, in nearly all high and middle income countries, 
care work is becoming increasingly commodified, e.g., “the care 
economy” [114]. In Japan, there has been a push to displace human 
care labor with capital (robots), by opening new markets for existing 
robotics companies to transition their industrial robots to ones that 
provide care, and offering a global marketplace and helping the 
country gain its once global dominance in service robotics [170]. 
Automating care promises to let Japan turn a crisis of care for 
an aging population into an economic opportunity. In the United 
States, labor shortages offer a convenient excuse for technology 
solutions, but economists attribute the shortages to a problem of 
incentives. Conservatives want to reduce unemployment benefits to 
urge people back on payroll. Liberal economist and former Secretary 
of Labor Robert Reich counters that people need to stay home to 
avoid unsafe working conditions or because their pay is too low to 
afford child care and transportation to outside workplaces [124]. 

Within industries, there are complex root causes for labor short-
ages. The UC Berkeley Labor Center, for example, reports that low 
property and commercial taxes —taxes that benefit owning classes 
—result in smaller government budgets and perpetual public worker 
understaffing. Public workers leave the sector due to higher work-
loads, mandatory overtime, and the stress of offering services to 
residents with thin resources [70]. In some states, high cost of liv-
ing also keeps workers from entering these lower wage industries. 
Teacher shortages similarly have been attributed to low pay relative 
to cost of living as well as burnout [26]. 

Approaching a labor shortage with technology can do harm. 
For example, there is a critical labor shortage of mental health-
care providers in many countries [39, 156]. This is due to several 
reasons, including a lack of funding for counseling, inadequate reim-
bursement rates, stigma against the profession, etc. [116]. However, 
rather than addressing these root causes, companies have promoted 
chatbots as mental health supports under the guise of extending 
access. Unsurprisingly, this has resulted in deleterious effects: the 
chatbots provided erroneous information and caused traumatic 
harm, such as encouraging people with eating disorders to starve 
themselves and people with suicidal ideation to harm themselves 
[56, 171]. 

While paying workers (including informal care givers) a better 
wage has political enemies, technology solutions find few [103]. 
These technologies, however, do not solve any of the root prob-
lems inherent in care work (or labor shortages therein), but rather 
exacerbates them. Unfortunately, key decision makers buy into 
the efficiency myth [147] and AI hype [18] they may purchase and 
deploy these systems without a clear understanding of their limita-
tions (and dangers). 

3.3 Claim 3: “We don’t want to automate human 
work, we want to augment it.” 

Some argue that they have no wish to displace the human workforce, 
but rather augment it. Here, they suggest a robot assistant can 
lift heavy objects, fetch items, or perform repetitive work. The 
argument is that robots and people have complementary skill sets, 
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where robots can take on 3D/3K tasks, and human workers can 
spend their energies engaging in creativity and problem solving. 

Unfortunately, these claims do not hold water from an employer’s 
perspective. Raisch and Krakowski [121] frame this as “the automa-
tion–augmentation paradox”. They note the two cannot be read-
ily separated, and are interdependent. They give examples of two 
companies which began with a human augmentation approach, JP 
Morgan Chase (bank) and Symrise (fragrance company). HR staff 
at Chase and perfumers at Symrise respectively worked closely 
with AI tools to augment their jobs. After a year, once the AI tools 
were trained, the human workers had unwittingly automated key 
elements of their jobs. 

For physical robots (“cobots”), anecdotally there are many stories 
across sectors from healthcare to manufacturing of robots becoming 
“million dollar coat racks” [98]. Robots were designed to augment 
skilled human work, such as by helping with patient lifting or 
stroke rehabilitation in healthcare, or robots helping workers on 
the assembly line in factories. However, once workers experience 
the realities of a robot’s poor usability, large maintenance load, and 
unfit work contextualization, they abandon the robot. In healthcare, 
Wright [170] gives an example of this with the Hug patient-transfer 
robot deployed at a nursing home in Japan. While a great idea in 
theory (it could potentially save care workers from serious back 
injuries), within several days of use it had been relegated to the 
closet. Neither residents nor care workers liked it - residents found 
it uncomfortable, and care workers found it to decrease the single 
most important characteristic of their job: “caring with one’s own 
hands” to maintain both kinship and skinship with residents [170]. 

3.4 Claim 4: “Robots and AI will create 
new/better jobs.” 

Another frequent argument in favor of automation is that it will 
create a series of new and better jobs [109]. The claim goes that 
automation will change how work is done, shift work to “higher 
value tasks”, and that automation will create “more meaningful 
and productive careers for employees” [32, 65]. This is known as 
the reinstatement effect [1], where automation creates new jobs 
that give workers a ”comparative advantage”. Thus far, this has 
not borne out, and displacement effects have been outweighing 
reinstatement effects for the last 30 years [53]. 

Further, the logic of “better” and “higher value” jobs implicitly 
denigrates jobs in ways that can be unfair. Empirically, sociologists 
in the United States have found that the wages of an occupation 
negatively correlate to the number of women in the occupation, 
even controlling for specialized education and skills [37, 92]. This is 
called the “devaluation theory” of wage setting and has been tested 
against other explanations of gender gaps in wages. (Evidence on 
race suggests that discrimination preventing Black workers from 
entering higher wage occupations is the more dominant mechanism 
of white supremacy suppressing Black wages [74].) Women and 
Black workers are in putatively lower value jobs, but the invisible 
hand of the value-determining market is discriminatory. Put another 
way, is it fair that the labor of failed startup founders are typically 
valued higher than farm workers or carpenters who provide for 
essential needs of life? 

The value attributed to jobs also depends a great deal not on 
skill or human capital investments, but on trade policies and corpo-
rate practices. The reason a designer is valued more highly than a 
rubber worker is global exploitation. Since the 1980s, corporations 
have adopted a hierarchical “value chain” form of production in 
which they reorganize their production to control their competitive 
advantage (what makes them unique in customers’ eyes) while out-
sourcing the rest [80, 88]. Companies like Nike, for example, keep 
what they see as their core value (branding, advertising, marketing, 
and design) within the corporate center. The rest —molding, cutting, 
sewing, gluing, assembly —they outsource through supply chains 
of extraction and manufacturing enabled by free trade zones and 
capital mobility. 

The value earned by these different aspects of products is hi-
erarchical not because logos are more useful than shoe soles, but 
because corporations and formerly colonizing countries have mech-
anisms to secure markets and stimulate desire for their brand among 
those with money to spend and invest. They also pay as little as 
the local workforce, made vulnerable by other processes, will bear. 
In short, the higher value assigned to jobs in branding, finance, and 
software than in manufacturing and agriculture has more to do 
with trade policy and domination than it does with the inherent 
quality or worth of the work. 

When new jobs do emerge around robotics and AI, there is little 
evidence that these jobs are better. The way work is shifting is 
not into a utopia, but rather into roles of automation managers 
and robot wranglers. This invisible labor is what the “automa-
tion charade” (aka “fauxtomation”) rests on [104, 143, 163]. In the 
service industry, the labor of automation managers is becoming 
increasingly visible in grocery self-checkout, hotel front desks, and 
at passport control stations. Automation managers flutter from 
station to station, punching in override codes, cleaning the glass, 
and repositioning items for the machine’s scanners. In many cases, 
when an autonomous system fails (as they often do), automation 
managers take over the work of the system, generally engaging 
in more work than they would have had they just been doing the 
original human-led process themselves. These forms of automation 
also create new kinds of labor for consumers, who now must learn 
the interface and perform their own data entry [113]. In short, man-
agement is placing the burden of successful automation integration 
onto consumers and frontline workers [93], forcing workers to take 
on new roles including tech support and additional emotional labor 
in the service sector. 

In robotics, the automation charade is well known but rarely 
discussed. From giving demos to local school children to conducting 
high profile events with world leaders, roboticists understand the 
necessity of robot wranglers to support successful demos (and, ulti-
mately, successful deployments). The world is full of physical and 
sensor obstacles which few robots are equipped to handle entirely 
independently; let alone mundane problems such as an unreliable 
WiFi connection stopping a robot in its tracks. And, of course, the 
robots themselves need maintenance like any built system, includ-
ing its wheels, motors, batteries, etc. In short, autonomous systems 
are brittle and fragile, and physically embodied systems with sen-
sors and actuators, like robots, even more so. 

Those who must manage and maintain these fragile systems are 
termed by Munn as a “digital underclass”, who engage in “precarious 
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and exploitive piecework” [104]. Fox et al. studied workers in an 
automated recycling facility and described a wide range of ways 
workers supervise, repair, and anticipate processing problems in 
real time. Machine parts wear over time, or a rainy day confuses 
the AI with wet bags. They call this work “patchwork,” as workers 
must ongoingly patch automated systems [58]. 

Robot wrangling will always be necessary, but can it lead to good 
jobs? Autor and Reynolds [11] note that when automation reduces 
demand for workers in low-paid jobs it does not result in demand for 
these same workers to take on middle-paid jobs. They also note that 
the few workers who remain in their jobs can experience a reduction 
in pay. And for those that wish to transition to new positions, they 
lack experience and training, and thus may experience significant 
hardship during the transition. 

Facing this, automation champions largely counter with an ar-
gument that people will be retrained for new jobs. However, a 
large-scale study by McKinsey surveyed over 300 executives at a 
range of companies, and while the majority found re-skilling and 
up-skilling of upmost importance, very few actually invested in 
such programs [97]. And even with increased training and educa-
tion, workers will need to be “constantly retaining and remarketing 
themselves” to compete with the accelerated pace of how automa-
tion will shift work [53], which is both exhausting and assumes 
bodyminds capable of maintaining this frenetic pace. 

Evidence from Amazon suggests that robotically augmented 
work is not better work. Amazon makes workers wear devices 
that direct them where to meet robotic, mobile shelves; workers 
pick the product from the shelf then packing it to ship.. The algo-
rithmically paced work creates high rates of injury and prevents 
workers from learning to anticipate what will happen next since 
shelves constantly move [44, 122]. Workers have demanded breaks 
for safety, less surveillance, and even a cessation to the selling of 
non-essential goods during the pandemic [153]. A good job can 
mean many things, and the workers in Amazon’s warehouses have 
many visions. 

Work by Whittaker et al. [166] highlights how not only automa-
tion affects the quality of work [122], but also who gets hired as 
a worker at all. They cite the example of HireVue, an automated 
video-based screening tool which considered non-disabled body 
minds as “the norm”, massively discriminating against people with 
disabilities that affect their facial expressions and voice, including 
speech disorders, having had a stroke, deafness, and blindness [166]. 
Systems like these reinforce ableist, medical models of disability, 
and rarely include disabled people as collaborators in the AI design 
process [108]. What new jobs may be created, then, will not neces-
sarily be available at all, let alone be accessible to a huge percentage 
of people with disabilities (which is 25% of the world’s population). 

Good jobs accompany automation when workers have labor pro-
tections and institutional power. Journalist Simon Head compares 
how automation plays out in Germany, a country with a strong 
craft tradition and workers at the table in corporate governance 
versus in the United States where corporations prefer command 
and control over workers [69]. The Treuhand workshop in Chem-
nitz, Germany, presents one possibility. The shop uses advanced 
machining systems to manufacture components, but strong trade 
unions facilitate worker control over their labor. Managers send 
specifications to workers trained in craft-apprentice traditions and 

those workers decide how to use machine tools to design the com-
ponent. Managers check for quality only just before shipment. The 
Treuhand workers augment their craft with automation without 
falling under managerial microcontrol from a distance. 

By contrast, the US workers Head observes at Caterpillar and 
John Deere are commanded by engineer managers who specify 
parts and process in detail. Machinists then execute the plan. Little 
collaboration transpires between machinists, who know the ma-
chines intimately, and the managers who detail the work. When 
machining the materials inevitably reveals design problems, the 
distance between workers and managers stymies resolution. With 
their command-and-control structure, the American workshops 
do not meet the design and quality standards German companies 
achieve with empowered machinists. The problem lies with the 
ways automation entrenches command-and-control relationships 
between managers and workers. 

Head argues that Germany became a leader in precision machin-
ing while US manufacturing quality suffered with automation [69]. 
Thus, automation might create some new jobs, or it might change 
existing jobs. But those jobs may be worse for workers and even 
worse for product and service quality. 

3.5 Claim 5: “Automation will give us more 
leisure time” 

Automation by itself does not produce leisure time. Leisure time 
depends a great deal on power and access to sufficient resources to 
live. In a capitalist system, as investors and owners seek continue 
growing the value of their capital, they search for new ways to 
produce value and that often means finding new ways of squeezing 
value out of people —more customer support calls, cleaner store-
fronts, more bugs cleared, or (beyond the domain of work) higher 
rent, for example. It does not reduce work hours, and also creates a 
faster pace of work [30, 157]. 

The story of household technologies is instructive here. Scholars 
broadly agree that the time spent on housework in the United States 
did not decrease with industrialization, despite the invention of 
refrigerators, washing machines, dishwashers, and other forms of 
household mechanization [41, 102]. Historian Ruth Schwartz Cohen 
showed that as mechanization sped up certain forms of housework, 
it did not reduce the amount of time women spent at work in 
the household. Cultural standards of cleanliness changed, along 
with commercial products to produce such cleanliness and hygiene 
[41] (see also Brumberg [31]). Women —some paid as servants, 
some unpaid —reallocated hours saved from mechanization to work 
towards these changing standards. 

The broader principle is that leisure time in capitalist systems is 
a product of power that enables people to keep the housing, food, 
and water they need for a basic living. While in the US, politician 
Bernie Sanders [127] and the United Auto Workers union [84] have 
called for a 30 hour work weeks to accompany productivity gains 
from automation, workers will not gain this leisure time without 
the power to demand living wages or a roof over their heads. 

In short, introducing time freed by technology tends to get filled 
with different kinds of work, little of which is pleasant for low wage 
workers. In a sense, it mirrors the concept of “induced demand” in 
transportation planning: expanding lanes on a highway ironically 
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Fig. 4: Left: The Iris platform. Center/Right: A HCW remotely interviews a patient using Iris.

5 Evaluation
We ran two studies to evaluate Iris. The first was conducted at a researcher’s apartment,
in which a HCW controlled the robot to remotely conduct a mock patient exam (re-
ferred to as APS). This was while we waited for approval from infection control before
deploying the robot in a hospital. The second was at a suburban ED (referred to as EDS).

Study Design APS: We used inspiration from pre-pandemic visits to our local
ED and patient-room photos sent from stakeholders, to re-envision the researcher’s 1-
bedroom apartment. Similar to an actual ED, the APS set up consisted of a patient room
with a bed and an area in the kitchen that we designated as the nurses’ station. EDS:
We conducted the study in patient rooms at the ED.

Procedure: Participants were recruited opportunistically via word of mouth and
email by our EM collaborators. All participants gave written informed consent.

APS: After the study’s introduction, participants could ask questions. They then
practiced driving the robot. The robot started in the kitchen. From there, participants
drove the robot to the head of the bed in the experimenter’s bedroom. The experimenter
laid on the bed, wearing a mask, and used a simulation case script, provided by an EM
physician. The participant conducted a patient interview taking this history about the
patient’s physical state then conducted an examination by having a patient follow in-
structions. After the patient exam, the participant drove back to the kitchen, and engaged
in a short interview and survey.

EDS: The design was similar to APS. Participants practiced driving the robot, then
drove it from the physicians’ work area to a patient room and conducted a patient history
and exam with a researcher using the same script. For five participants, the tablet had a
low quality microphone, resulting in garbled audio, so they stood near the door where
they could hear but not see the patient to do the exam; we addressed this for other
participants by using a different tablet. Participants drove the robot back to the work
area, and engaged in a short interview and survey.

Measures: We conducted semi-structured interviews to gather feedback about how
the robot might work for HCWs in the ED, especially during a pandemic. The interview
was split into five categories: patient interview experience, robot experience, system
improvements, situating the robot in the ED, and comparisons to existing systems.

We followed our interview with a survey. We used the System Usability Scale (SUS)
questionnaire, a validated and effective questionnaire for usability [22]. We also asked

Figure 1: Real world work contexts where we have engaged in participatory research with workers who considered and tested 
robot prototypes. Left, healthcare: A clinician directs a robot to deliver items to patients within a hospital. Right, manufacturing: 
Workers in a factory engage in assembly manufacturing tasks, while a robot retrieves items on the other side of the factory. In 
both contexts, workers expressed significant concerns about job displacement, while also reimagining ways robots could be 
used to improve their working conditions [94, 95, 144, 145, 162]. 

creates more traffic than less, here, employers are using automation 
to extract more labor from workers under the guise of making their 
worklife better. 

The leisure narrative persists through the efforts of public rela-
tions work. In Germany, arguments in favor of autonomous driving 
are situated within “a narrative of emancipation of the masses” 
[24], i.e., they will provide more time for leisure rather than being 
stuck in traffic. Because two thirds of the German population is 
against autonomous driving, engineers have had to develop a series 
of “innovation communication” [72, 117] strategies to convince the 
public that their work is of value and attempt to cultivate positive 
attitudes towards it [24]. Thus, promoting the claim of leisure is a 
part of perpetuating this narrative. 

4 Worker-centered practice within capitalism 
HCI scholars Wolf, Dombrowski, and Asad [169] have identified a 
range of challenges in achieving HCI goals of design that is good 
for people within a capitalist system organized around extraction 
of value from workers, land, and non-humans. Here, we propose 
pitfalls and ways forward building worker-centered technologies 
and building worker power over technologies. 

4.1 Why does building “tech for good” require 
engaging with collective and institutional 
power? 

When technologists engage in real-world deployments of robotics 
and AI, they often have good intentions: they want to solve a 
problem in the real world. From those who come from human-
centered fields, such as HCI and HRI, they may have embarked 
on participatory research practices to identify these problems, and 
feel like their use of technology in a particular context is well-
justified. Getting to good in a profit-driven economy, however, is 
more complex than making the particular users in the study happy 

—especially when users perceive the technology as to management’s 
advantage. 

Recently, one of the authors deployed a robot prototype in a 
busy urban hospital setting in North America to explore workers’ 
perceptions of it and consider the ways in which it might sup-
port their work (See Figure 1, left). In [86, 94, 95, 144–146], we 
describe the multi-year collaborative design process and technical 
elements which led to the deployment. In our recent work, the robot 
was used by multiple interprofessional clinicians (e.g., physicians, 
nurses), as well ancillary staff (e.g., technicians, assistants). Partic-
ipants engaged in think aloud, completed several questionnaires 
(e.g., SUS, TLX), and participated in semi-structured interviews 
with researchers, to which we then employed reflective thematic 
analysis. 

Upon arriving at the hospital to do some technical setup, the 
very first thing a nurse said to our team was, “Oh, you’re here 
to take my job away.” This was followed by a slew of individuals 
complimenting how “cute” the robot was and wanting to take selfies 
with it. 

One of the individuals who took a selfie with the robot was 
ironically wearing a pin that read “Trust Nurses, Not AI”, which 
a slogan of recent campaigns by National Nurses United (NNU) 
to shape how AI is deployed in nursing (See Figure 2). NNU is 
the largest nursing union in the United States, and has recently 
organized protests at Kaiser Permanente and ACH Health to bring 
attention to the dangers of AI in nursing. 

NNU has also published research on the on-the-ground impacts 
and dangers of AI systems finding their way into healthcare settings 
[150]. Cathy Kennedy, registered nurse and president of the Cali-
fornia Nurses Association stated that human expertise and clinical 
judgment “are the only ways to ensure safe, effective, and equitable 
nursing care. . .No patient should be a guinea pig and no nurse 
should be replaced by a robot” [21]. Their activities highlight the 
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importance of fully including nurses in any decisions that affect 
their work and patient care. 

Given this context, we were not surprised when our robotics 
research team heard offhand comments from healthcare workers 
like, “Look what [ANON] is spending money on instead of paying 
us better.” Nurses have voiced (and research shows) understaffing as 
an issue that impedes patient care and job quality [90, 134, 141], and 
it is understandable money used for experimental robotics might 
be seen as money better spent on staff. 

However, we also encountered an overall positive response from 
the healthcare workers who participated in our study, including 
nurses. They viewed the co-designed robot as a way of “making 
their life easier”, and returning time to them to “perform the joyful 
parts” of their jobs: interacting with patients. This situation demon-
strates the complexity of designing and deploying robots in what 
nurses correctly see as a very uneven playing field. 

Even when union members desire ways to make their worklife 
better, their unions very rarely have research and development re-
sources to direct experimental technology development. This leaves 
workers facing the participatory design challenge that technologies 
most often come off-the-shelf from major technology companies, 
rather than designed from the ground up with stakeholders [12]. 
Creating working systems requires navigating complex institutions 
– compliance requirements, legal, labor relations, etc [75]. Wolf, 
Dombrowski, and Asad [169] observe that workers’ organizations 
find it difficult to justify such risky technology development in-
vestments when workers face daily labor issues like workplace 
safety, inadequate wages, high housing costs, or flagging health 
from overwork. Without public resource distribution towards work-
ers visions and needs [142], we face severe limits in achieving the 
goals of design justice [40] or community-based participatory re-
search [159]. A collective of CSCW researchers published an essay 
“Defund Big Tech, Refund Community” calling on for resistance to 
the accumulation of power by “big tech” and “a redistribution of 
Big Tech revenues” to reimagine digital infrastructures [14]. We 
echo this call, which itself will require imagination, organizing, and 
institutional transformation. Funding for worker-accountable tech-
nology development mechanisms — both research and investment 
— would be a good place to start. This is particularly the case in 
North America where research is predominantly technocentric and 
capability-focused [34, 129, 174]. 

The question of AI and automation is one institutional, economic, 
and ideological power, rather than good or bad technologies power 
[50]. Historian James Resnikoff documents a long history of how 
US corporations coined the word automation to promise a better 
future for all through technology, obscuring the dominant thrust 
of the technologies within US political economy to degrade and 
deskill jobs [125]. In the United States, for example, research funding 
on science and technology has historically prioritized intellectual 
property and economized goals such as national economic compet-
itiveness, rather than the reduction of inequality or improvement 
of worker well being [19]. 

HCI scholars and technologists have much to gain from po-
litical economists who analyze the social forces and institutions 
that structure possibilities for the technologies we study, design, 
and contest. AI, for example, relies on cloud infrastructure and 
high-concentrations of capital, aligning with tendencies towards 

monopoly [107]. We do not design and deploy under conditions of 
our own making, and other fields illuminate the social forces we 
contend with. 

4.2 How can we counter Global North tactics by 
learning from Global South efforts? 

“Designing for social good” has been critiqued in the HCI for devel-
opment (HCI4D) community, as it tends to espouse a deficit framing 
and perpetuate colonialism and savorism [3], and can both “solve” 
the wrong problem and generate new ones [130]. Philip et al. call 
to reverse the assumed flow of technology from north to south, 
looking for flows of innovation in the opposite direction [115]. 

AI decolonization efforts demonstrate inspiring pathways for 
countering mythologies as ideologies that mask power. For exam-
ple, dozens of international scholars have adopted a “manyfesto” 
approach to approach, where multinational voices and approaches 
are celebrated (https://manyfesto.ai/), and relational and locally 
adaptive understandings of AI ethics are furthered. In Latin Amer-
ica, Tierra Común in Latin America (https://www.tierracomun.net) 
works to decolonize data, and connect activists, journalists, scholars, 
and citizens together, through workshops, meetings, newsletters, 
etc. Masakhane (https://www.masakhane.io) in Africa is a grass-
roots effort for/by African NLP researchers to preserve and integrate 
African languages, which have been woefully underrepresented 
within Global North technology companies. 

These global south networks can connect with global north 
efforts. The Distributed AI Research Institute has published a Data 
Workers Inquiry (https://data-workers.org/), in which AI supply 
chain workers from Kenya, Syria, Venezuela, and the United States 
speak to one another about their working conditions and build 
relationships with labor organizations further up the supply chain. 
These data workers are joining in efforts to counter the corporate 
imaginaries of Amazon through global coalitions to transform the 
narratives by which we understand AI and challenge the policies 
that sustain corporate power over technologies. 

4.3 How can we design for job quality and 
quality outcomes rather than productivity, 
efficiency, or profit? 

When making decisions over the adoption of automation, man-
agers frequently frame decisions around perceived productivity 
and efficiency gains at the unit or organizational level. These gains, 
however, often do not measure invisible labor that makes produc-
tion possible or of high quality. For example, the time nurses spend 
coordinating with one another, or empathizing with and dialoguing 
with patients may be deemed an inefficiency, even if it improves 
patient experience and health outcomes [89, 136]. They also do not 
consider job quality — what workers prefer to do and where they 
need help. 

For example, one of the authors spent several years engaging 
in participatory research in an assembly manufacturing context in 
North America (See Figure 1, right). We conducted over 52 inter-
views with line workers, asking about their work, and perceptions 
of robots in general and in their workplace. We also conducted 
informal interviews with managers over the course of several years 

https://manyfesto.ai/
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Figure 2: An image from a recent nurse union protest at 
Kaiser Permanente in San Francisco. The nurses are hold-
ing red signs which read, “Patients are not algorithms” and 
”Trust Nurses, not AI”. Credit: Jaclyn Higgs, California Nurses 
Association 

of the project. We describe our methodology and analysis methods 
in detail in [162]. 

Managers sought to replace a slow manual work process, item 
replenishment, with mobile robots. However, our work showed that 
item replenishment was the job workers most loved, as it provided 
workers social interaction opportunities that helped strengthen 
bonds and improve the overall work experience for all [162]. Instead, 
workers re-envisioned the robot to take on a dangerous job they 
hated and feared –moving carts of sharp and heavy sheet metal 
around the factory. Thus, productivity and efficiency are not just 
about time saved or units produced, but also about the nature of 
the work itself and worker’s feelings about it. By proposing to 
displace their favorite job (item replenishment) rather than their 
most dangerous job (sheet metal transport), management risked 
burning out their already precarious workforce. 

We propose considering job quality as a wider set of issues: 
safety, wages, job stability, a sense of fairness and respect on the 
job, craftsmanship, or other qualities relevant to workers them-
selves. Labor-oriented policy strategists talk about “high road” de-
velopment as strategies that bring workers, companies, and policy 
makers together to devise win-win models where businesses can 
profit, workers can have good jobs, and communities benefit from 
sustainable economic development models. “Low road” approaches, 
by contrast, place profit and efficiency above all else, treating work-
ers, communities, and the environment as disposable – and are 
often not sustainable in the long run [154]. We suggest engineers 
and designers push for “high road” approaches to design and de-
ployment of advanced technologies, but do so clear eyed about 
how power dynamics between workers and companies may mean 
organizing and advocacy will be necessary to achieve it. 

Technologists embarking on partnerships with firms would do 
well to alert relevant worker organizations to technological explo-
rations and advocating for them to be brought on board early on. 
Some HCI researchers have fruitfully formed partnerships with 

workers, unions, and the companies that employ them to facili-
tate collaborative technology design, analysis, and configuration 
[5, 87, 132, 133]. This could mean building relationships with worker 
organizations who could be impacted by emerging technologies in 
your area of practice and, following community based participatory 
research principles, take their guidance on what problems and ques-
tions need research attention [101]. Robotics, AI, and automation 
have a role to play in the futures of work, but that role will likely be 
low road and guided by profit motive if those closest to the work are 
not informed, setting the agenda, and co-developing the solutions. 

4.4 How can we engage with automation in our 
own work lives? 

It is highly likely that the readers of this paper are themselves 
workers or workers-in-training, whether as teachers, engineers, 
researchers, designers, or students. How do attempts at automation 
target your own work and learning processes? What claims are 
made about your work in the name of that automation? 

As we encounter these technologies, we can draw on questions 
framed by HRI researchers led by Šabanović et al. [126] to clarify 
what counts as good and ethical for whom. They stress the impor-
tance of framing “good” technology through an honest and clear 
vision of the true capability and limitations of robots and AI. That 
analysis should directly inform aims for societal good. The authors 
propose 10 questions researchers can use to ask to assess if a tech-
nology is actually good, including: who might be helped and who 
might be harmed, which stakeholders in an organizational hierar-
chy were involved (executives vs. front-line workers), and ways to 
consider protecting those most vulnerable to being harmed by the 
technology. These questions are directly applicable in the context 
of deliberating on, designing, deploying, and maintaining robotics, 
AI, and automation in the workplace and in our communities. 

We can join efforts of community organizations and worker 
organizations, including through committees of unions, labor com-
mittees, worker centers, or religious community groups. We can 
counter these myths and open up new ways to encounter and shape 
automation, and we can amplify pro-labor perspectives through 
practices of writing, organizing teach ins, or otherwise being in 
community as a critical learning practices. This can be part of cul-
tivating a wider practice of interdependence, solidarity, and care 
that, as other HCI scholars have argued, neoliberal practices and 
ideologies have eroded [169]. 
5 Conclusion 
We have argued that common myths that circulate about robotics, 
AI, and automation justify the development of technology in ways 
that benefit companies while obscuring the meaning, value, dignity, 
and actual needs of workers impacted by technological change. This 
has been a truly interdisciplinary endeavor, combining evidence 
and analysis from economics, organizational sciences, and cultural 
and humanistic ways of understanding gender, race, and class. We 
urge technologists involved in the development of these advanced 
technologies to understand themselves as not only as “experts” 
but as workers and find opportunities to act in solidarity with 
workers implicated in projects of technological change, even if 
it means challenging managers and administrators to collaborate 
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in ways that are not comfortable or do not promise the greatest 
short-term gain. Sometimes, this may require opening design to 
worker involvement to prefigure preferred futures for which we 
can collectively strive [7]. Other times, it might involve standing 
with workers to resist some futures so we may collectively strive 
for others [164]. 
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