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ABSTRACT OF THE DISSERTATION
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Cloud computing is an integral part of today’s world: it primarily enables individuals and

enterprises to provision and manage resources such as compute, storage, etc., for their needs

with the click of a button. Modular approach to software development enabled cloud providers

to rapidly evolve and deliver increasing number of services to users rendering clouds mission-

critical. To insure prompt serviceability of this Achilles’ Heel from facing incidents, cloud

providers employ significant human resources. However, with the ever increasing number of

services offered by clouds and growing types of workloads such as the proliferation of Machine

Learning workloads in recent times, it is no longer viable for cloud providers to scale their

human resources at this pace to insure prompt serviceability of their clouds.

In this dissertation, I present my work towards improving the serviceability of clouds by

leveraging insights from my experience with real debugging workflows employed at the three

largest clouds today. I present techniques from Machine Learning and Natural Language

Processing to leverage the vast amount of historical debugging data in clouds to develop tools

that provide assistance to their engineers. I present a ‘Coarsening’ framework that enables
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transition towards a centralized debugging plane and discuss practical evaluations of tools

built using this framework.

I present Revelio, a tool that can generate debugging queries for engineers to execute over

system-wide logged data, whose results can likely hint them of the root cause of an incident.

To enable benchmarking many techniques, I also built a distributed systems debugging testbed

that can inject faults into services, interface with human users and collect execution logs across

the system. I present AutoARTS, a tool that can tag a lengthy postmortem report of an

incident in the cloud with all root causes from an extensive taxonomy and can also highlight

key pieces of information from a postmortem for ease of analysis. I present PerfRCA, a

tool that can scale causal discovery to production-scale telemetry to reason performance

degradations. I conclude with my vision for a centralized approach to automatically extract

generalizable debugging assistance to engineers across a cloud.
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CHAPTER 1

Introduction

Dubbed as the modern day equivalent of Robin Hood [Far12], cloud computing has become

an integral part our lives by democratizing computing for users. With cloud computing,

users can provision resources (e.g., servers, storage, network) per their demand at the

click of a button. This eliminates the need to purchase resources, configure, maintain and

dispose off these resources. This empowers low-income individuals entering into global

markets with the necessary infrastructure, thereby playing an important role in bridging

socio-economic inequalities [CK12]. It also offers several other benefits such as significantly

reducing energy consumption, waste and greenhouse gas emissions [Wal21] as compared

to users using physical computers, and has helped accelerate vital vaccine research and

vaccination management [Dcr22, Bri21, Lan21] particularly during the Covid-19 pandemic,

among other grand societal challenges.

Despite being the enabler of myriad applications, clouds are also the Achilles’ Heel of

many services that rely on clouds delivering mission-critical performance, high availability and

reliability. This is because clouds suffer from several major incidents [Sec22, Goo23, LLM19b,

Mac22] that cause gaps in their availability and performance. Today cloud providers rely

on human resources to insure prompt serviceability of their services. Unfortunately, this

means that cloud providers have to continue scaling human resources to keep up with the

pace of increasing and every changing workloads, like the proliferation of Machine Learning

workloads in the recent times. It is no longer viable for cloud providers to rely on human

resources to insure clouds deliver mission-critical performance, availability and reliability.
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In this thesis, I posit that high impact incidents still plague clouds today because

engineers lack a holistic understanding of all the components that comprise a large system,

which is a requirement for successfully debugging incidents. Engineers today use their

hard-won intuitions to debug production incidents manually: this is error-prone and time-

consuming [DNS22, LLM19c, GYM20]. Curiously, this is due to the classic modular approach

to developing services which enables cloud providers to rapidly and continuously offer new

product features. Such modular approaches allow thousands of engineers to work concurrently

on pieces of the system and speeds development; unfortunately, at the same time, as I will

argue later, this modular approach causes engineers to develop tunnel-vision.

But can classic reliability techniques – testing, formal verification, tracing, and learning

from past incidents – either avoid incidents in clouds or help debug them easily? I argue that

they cannot be used conventionally.

Testing: The competitive rat-race between cloud providers (e.g., Microsoft Azure, Google

Cloud) forces engineers to rapidly evolve software features; this creates a combinatorial

explosion in the number of scenarios to test before production deployment. Foolproof testing

of software services is impossible due to manifestation of multiple unique contributing factors

that can result in an incident. For example, a VM provisioning service can read a corrupt

configuration file, propagate incorrect data across other components and accidentally destroy

provisioned VMs, resulting in an incident.

Formal Verification: On the other hand, formal verification methods do not scale either

to entire clouds. The increasing diversity in the services offered by clouds such as storage, ML

pipelines, analytics, etc., makes formally specifying software behavior practically impossible.

The exponentially large domain spaces of inputs, effectively renders formal verification

techniques inapplicable to prevent incidents. Each service comprises hundreds of components

that interact with each other through loosely-coupled APIs, developed by hundreds of

engineers with varying degrees of expertise.
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Distributed Tracing and Logging: As services evolve incrementally, different generations of

software interact with each other, some of which might not be actively maintained (legacy

code) by the original developers, instrumented with different tracing frameworks or completely

lacking tracing instrumentation. Re-designing these components to employ a uniform tracing

framework is expensive, time-consuming and hence distributed tracing simply doesn’t work

at cloud scale (e.g., missing correlation Global UIDs in legacy code), resulting in error-prone

debugging efforts from engineers during incidents. Unfortunately, there is no effective policy on

what information needs to be logged, where in the software to log from and when they should

be logged/used. Hence, engineers might log information that is not relevant for debugging

which causes performance overheads; worse, they may miss logging vital information that

delays debugging incidents.

Learning from the Past: To learn from past debugging experiences, engineers commonly

document debugging steps taken to resolve an incident in lengthy natural language postmortem

reports. While these are treasure troves of rich insights, they are often not exploited due

to time required to manually digest these insights; thus, engineers often resort to hard-won

intuitions which are undocumented. When such failure “postmortem” reports are documented,

analyzing these reports can inform robust system design principles that can reduce the impact

of incidents. Unfortunately, no existing tools leverage postmortems and manually analyzing

them doesn’t scale at cloud-level. It is important to note that postmortems are documented

by thousands of engineers across the cloud, all with varying degrees of expertise, approach to

debugging and usage of language. Further, many incidents can go undocumented due to lack

of strict policies creating a loss of rich debugging insights to improve cloud serviceability.

Manual Cloud Debugging Today: To overcome these issues, engineers operationalize

their undocumented hard-won intuitions in ad hoc ways by organizing conference calls with

engineers across different teams to investigate different logs during debugging an incident

together, manually defining rules on metrics to alert them of impending incidents, making

mental notes of log distributions to attribute to a specific root-cause, etc. The manual and
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ad hoc nature of this approach is not viable to improve the serviceability of clouds as their

complexity only increases with time, as engineers move across different services with their

experience and restarting this painful process elsewhere.

Research in Debugging: Over the past several years, major cloud providers, startups

and researchers have investigated a plethora of techniques to improve cloud reliability

through formal verification methods [LNF12, PKL09, ADS91], tracing frameworks [MRF15,

SBB10, FLM20, FPK07, Sym14], testing strategies [CDE08, MSP18] and post-hoc log anal-

yses [New22, TL18, Twi15, SBN21]. These techniques are commonly inspired by taking a

distributed approach, which enables their functionality at small-scale but defeats them at

cloud-scale due to lack of effective coordination, making them inefficient and inaccurate.

While distribution can scale, centralization of debugging efforts – as I will argue for in this

thesis – does not necessarily mean merely replicating the debugging process at small-scale.

Rather, I argue for a shift in perspective which can also enable building effective tools.

Further, the classic distributed approach found in the literature also results in building tools

limited to specific types of bugs (e.g., performance, configurations, etc.). Unfortunately,

this causes significant overhead in deploying hundreds of specific tools to assist engineers

in debugging for rare wins (as we will see below from our data), making them impractical.

Finally, the distributed approach also results in newly emerging services not leveraging the

collective debugging wisdom accumulated by past services and different teams, resulting in

repeated incidents with similar causes and redundant effort.
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1.1 Thesis: Enabling Cloud-Scale Centralized Debugging via Coars-

ening

To scale, debugging tools and practices today mimic the modular approach used in developing

services operating at team-level (where individual teams are responsible for debugging

incidents). Doing so results in time-consuming manual, inaccurate and inefficient debugging

of production incidents in clouds due to the complexity of interactions across teams and

limits reliability improvements due to learning across teams that are inherently diverse.

My central thesis is that these problems will not disappear until we transition from team

level debugging to cloud scale debugging. Further, this can be done in scalable fashion even

for very large clouds without dismantling the successful modular structure used for team

development by abstraction, changing perspective in terms of problems to solve, and defining

appropriate interfaces and structures to a centralized debugging plane (CDP in what follows).

I propose the following desirable properties for solutions that contribute to cloud-scale

debugging, which I call CASH:

Centralized: Operate across the system to avoid redundant efforts and store the results in

a Centralized Data Plane

Abstract: Pass abstract team level information across team level APIs to the CDP to help

scaling and to allow better generalization and uniform learning

Scalable: Operate across different services, incidents and data types at cloud sale

Hierarchical: Interface at varying granularity for ease of use from cloud level to team level

and possibly at finer granularity.

I propose Coarsening as a theoretical framework to achieve CASH properties in solutions.

Inspired by the theory of Abstract Interpretation, I define Coarsening as an abstraction of

concrete poset of raw logs that capture various information related to debugging tasks (root
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causes, repairs, etc.) to an element in an abstract poset of data structures. The resulting

assistance to the engineer towards the debugging task serves as the concretization function

forming a galois connection measured by empirical and user studies. This is to accommodate

for the lack of well-defined semantics of logs and to improve learnability of the abstraction

function to develop tools.

The rest of this chapter is organized as follows. In § 1.2, I provide more context by

describing the debugging life cycle in clouds today. Next, in § 1.3, I present the limitations of

team-level distributed approaches to different stages in the debugging lifecycle. This sets the

stage to summarize my thesis contributions in § 1.4.

1.2 Debugging Lifecycle

Delivering high availability has become a predominant concern of nearly all global cloud

services. As a result, global cloud services today routinely target upwards of “five nines” (or

99.999%) availability. For context, this translates to tolerable downtimes of only 6 minutes per

year. Figure 1.1 presents the different tasks across which debugging an incident is distributed

to meet these targets.

Incident Detection: Meeting these stringent availability targets requires accurately

and quickly detecting incidents. To do this, engineers today deploy a slew of commercially

available monitoring tools – e.g., Cadvisor [Goo21], DataDog [Dat22b] – to log various metrics

that characterize system operation such as resource utilization (e.g., CPU, network, memory)

and application-level performance (e.g., response times, number of dropped requests). These

logs are then continuously analyzed in different ways to flag potential anomalies during

system operation [Twi15, TL18, New22, AWS23]. The corresponding alerts trigger a human

operator to further investigate the raised alert and captured logs to determine if it pertains to

an actual incident. These alerts are then triaged to compose an incident report with observed

symptoms, impact severity, etc. In the worst case scenario, an incident can go undetected by
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Figure 1.1: The debugging lifecycle of incidents in production distributed systems.

alerts and will be reported by end-users (customers) to trigger a human operator to initiate

the debugging process.

Incident Routing: After an incident is detected, due to the complex interactions

between service components, the underlying root-cause of the incident might not lie in the

component managed by an operator. This requires them to manually analyze the captured
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logs, determine that their component is behaving as expected, guess the plausible root-

cause, possibly document the evidence in the incident report (to avoid finger-pointing) and

route the incident to an appropriate operator for further investigation. In some instances,

representatives from several components investigate logs simultaneously on a conference call,

effectively rendering the incident routed to all of them.

Root-Cause Analysis: When an incident report reaches an operator, they investigate

the captured logs to diagnose the root-cause of the incident. They often rely on execution

traces to reason event triggers across different components and the corresponding outcomes.

Because of the complexity of interactions across components within a service, they first

hypothesize a root-cause from the observed symptoms, as there can be many such hypotheses.

To evaluate their hypothesis, they execute queries (which I call debugging queries) over the

datastores(s) collecting these logs. When their observation aligns this hypothesis, root-cause

analysis is concluded and if their observation does not align with the hypothesis, they repeat

this process with additional information they gathered from the debugging query and repeat

the process until a root-cause hypothesis is established with evidence. The incident report is

then tagged with this root-cause.

Mitigation: Engineers often attempt quick fixes to mitigate the incident symptoms

while root-cause analysis can still be in progress. For example, deleting temporary files in

a machine to free up disk space and restarting a crashed serviced component. While the

root-cause of the incident could be one of many reasons, this action lets the service function

normally while engineers continue to investigate logs to diagnose the root-cause. Engineers

also devise scripts that can check for certain symptoms and automatically deploy a mitigative

quick fix using their domain-expertise.

Resolution: A permanent fix that addresses the underlying root-cause of an incident

(after conclusion of root-cause analysis) is then deployed to prevent recurring incidents with

the same root-cause. This can take anywhere from days to weeks depending on the complexity
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of the fix. For example, code can be changed to prevent a race condition and tested against

to deploy but a flaw in the design of components will require major changes.

Retrospective Analysis: After an incident is resolved, engineers document the debug-

ging process in a detailed postmortem report for management to review debugging practices

and for peers to learn from their debugging experience. These reports are treasure troves of

rich debugging insights that can be leveraged to inform resilient system design [GMK16] and

impact all the other stages of the debugging lifecycle.

1.3 Limitations of Team Level Debugging

We have witnessed a flurry of recent advances (both tooling and methodology) for each

of these tasks. Several core challenges still persist with the existing practice of team-

level debugging despite a flurry of recent advances (both tooling and methodology) [GYM20,

BRA20, LCL21, SBB10, MRF15, MBK20, DNS22, LLM19a, AWS23, GMK16, JLC20, SH22,

DNS19a, ZYJ21a, Tor22, CKL20].

First, a team-level view can hurt accuracy of incident detection, routing, and root-cause

analysis. It is common for an incident to be caused by multiple factors spread across (and

its symptoms visible to) multiple services/teams. An individual team may not identify the

incident (e.g., when the symptoms are insignificant within a team but significant globally),

may assign it to a wrong person who spends significant resources before passing it to another

team, and may fail to identify all factors across teams that contribute to the incident.

Team-level debugging can also be inefficient: for example, in the absence of distributed

tracing across teams or automated correlation of cross-team telemetry, teams often communi-

cate in ad hoc and time consuming fashion. Engineers often use diverse data sources (e.g.,

bug reports, source code, comments, documentation, and execution traces) to make sense of

system-wide semantics, bridging together outputs and features from existing debugging tools

for root-cause analysis, which is not addressed by existing research.
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Finally, team-level debugging can limit reliability improvements because learning from

retrospective analysis cannot be shared across teams. Postmortems are labelled today with a

single root-cause based on an ad hoc taxonomy of root-cause tags. However, this manual

process is error-prone and a single root-cause is inadequate to capture all contributing factors

behind an incident, and ad hoc taxonomies fail to capture the diverse categories of root-causes,

wasting rich treasure troves of debugging insights.

1.4 Thesis Contributions

Figure 1.1 highlights my completed studies next to different stages in debugging lifecycle and

I present an overview of them below.

Chapter 2⟩ Towards Cloud-Scale Debugging via Coarsening

In this joint work with Suman Nath from Microsoft Research and professors

Ravi Netravali and George Varghese, we present that most debugging research and

practice focuses on specific hard problems, shifting focus to debugging systematically

at cloud-scale and across the entire life cycle suggests new research problems and a

potential architecture. We structure our discussion around three axes: observability,

diagnosability, and retrospective analysis. These axes suggest new problems which we

explore: a) Automatically generating quick fixes (e.g., mitigation) based on failure cues;

b) Consistently labelling failures across teams for retrospective analysis, c) Scalably

maintaining coarse dependency graphs among components; d) Scalably maintaining

telemetry and failure data for long periods. We suggest initial approaches to these

questions, provide early results highlighting the potential benefits of this vision, and

outline a future agenda to realize it.

Chapter 3⟩ A System-Wide Debugging Assistant Powered by Natural Language Process-

ing [DNS19b]

In this joint work with professors Karthik Narasimhan, Anirudh Sivaraman and Ravi
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Netravali, we present using statistical natural language processing (NLP) techniques

to help automatically analyze often ignored diverse data sources (e.g., bug reports,

source code, comments, documentation, and execution traces) that engineers collectively

use to make sense of system-wide semantics, bridging together outputs and features

from existing debugging tools to improve their debugging experience. We show this

by automatically identifying the location of root-cause in a code repository using issue

reports from popular large open-source code respositories on Github. We further identify

the many systems and learning challenges that must be overcome to realize this vision.

Chapter 4⟩ Revelio: ML-Generated Debugging Queries for Finding Root Causes in

Distributed Systems [DNS22]

In this joint work with Shiv Saini from Adobe Research and professors Karthik

Narasimhan, Anirudh Sivaraman, George Varghese and Ravi Netravali, we present

Revelio, a debugging assistant which takes user reports and system logs together as

input, and outputs debugging queries that developers can use to find a bug’s root cause.

It exploits observations from production systems to factorize query generation into

two computationally and statistically simpler learning tasks and exploits NLP and ML

models to uniformly represent diverse types of data. We built a testbed with multiple

distributed applications and debugging tools. By injecting faults and training on logs

and reports from 800 Mechanical Turkers, we show that Revelio generates the most

helpful query in it’s top-3 outputs 96% of the time and we conducted a developer study

which confirmed the utility of Revelio.

Chapter 5⟩ AutoARTS: Insights and Tools for Rootcausing Incidents in Microsoft

Azure [DBJ23]

In this joint work with Chetan Bansal, Gopinath Jayagopal, Richie Costleigh, Suman

Nath and Xuchao Zhang, we present that the existing manual root-cause labelling process

in clouds is error-prone and a single root-cause is inadequate to capture all contributing

factors behind an incident, and ad-hoc taxonomies fail to capture the diverse categories
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of rootcauses. To address this, we present a three-pronged approach. First, we conduct

the largest and most comprehensive study of production incident postmortem reports to

understand all contributing factors behind incidents. Second, based on the empirical

study, we propose a novel hierarchical and comprehensive taxonomy of contributing

factors. Lastly, we develop an automated tool that can assist humans in the labelling

process. To evaluate the tool, we present empirical evaluation as well as a user study.

Chapter 6⟩ Scalable Causal Discovery for Root Cause Analysis of Performance Degra-

dation in Distibuted Systems

In this joint work with Vikramank Singh, Zhengchun Liu, Murali Narayanaswamy

and Tim Kraska, we present that performance degradation over request response times

are challenging and time-consuming for engineers to reason. Engineers’ domain exper-

tise over large-scale services is narrow due to modularity and existing causal discovery

techniques cannot scale to production-scale telemetry due to computational complexity

and to the large and dynamic execution state of distributed systems due to missing

confounders. To address this, we present domain-agnostic featurization technique that

enables leveraging wide range of telemetry. We then use scalable anomaly detection over

the telemetry as a proxy to the execution states of the distributed system to enable causal

discovery across the telemetry to assist engineers in root cause analysis. To evaluate the

tool, we present a user study and an empirical evaluation.
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CHAPTER 2

Towards Cloud-Scale Debugging via Coarsening

This chapter provides an overview of a joint work with Suman Nath from Microsoft Research

and professors Ravi Netravali and George Varghese. While most debugging research focuses

on specific hard problems, shifting focus to debugging systematically at cloud-scale and across

the entire life cycle suggests new research problems and a potential architecture.

For scalability, debugging effort is usually distributed among loosely-coupled service

teams [CC20]: an outage in a service is debugged by the corresponding team primarily with

the help of its own domain knowledge, telemetry, and logs. Only if this is found inadequate, the

team may seek help from other teams, often in ad hoc ways [GYM20]. Based on our experience

at several large cloud platforms, we find this team-level debugging sub-optimal, often resulting

in delayed, insufficient, or even incorrect mitigation despite a flurry of recent advances for

different tasks in the debugging lifecycle [GYM20, BRA20, LCL21, SBB10, MRF15, MBK20,

DNS22, LLM19a, AWS23, GMK16, JLC20, SH22, DNS19a, ZYJ21a, Tor22, CKL20].

We argue that cloud-scale debugging — where debugging is done using centralized domain

knowledge and selected logs/telemetry from all service teams — can address many of these

limitations. Cloud-scale optimal debugging decisions are also team-level optimal. For example,

accurate cloud-scale incident routing means minimal involvement in other team incidents,

and shared learning allows teams to prioritize solutions to quickly mitigate incidents. While

the scale of clouds prompted team-level debugging, we argue that our vision for cloud-scale

debugging is indeed enabled by it.
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We envision a centralized debugging plane (CDP) (details in § 2.5 with a large central

store of catalogued key information that allows teams to learn where, when and how to

instrument and monitor information to reduce alert false positives, coarse dependency graphs

that capture global dependencies to automate rapid incident routing to the right team,

automated learning of quick mitigation suggestions and key failure patterns from the many

incidents across teams to make process and investment changes that increase overall cloud

reliability. To provide a theoretical framework towards building components of CDP, we

propose Coarsening, explained in detail in § 2.1.

We present the unique advantages and challenges (beyond scale) that cloud-scale debugging

introduces. In particular, we focus on three related debugging tasks: retrospective analysis

of past incidents to identify and prevent common failure patterns to improve long term

reliability, diagnosability of an incident to find its root causes, and observability of deployed

systems to help diagnosis and retrospective analysis. While the tasks are not exhaustive, we

hope that they motivate our key thesis and inspire future work on effectively debugging large

cloud systems.

2.1 Coarsening

The theory of Abstract Interpretation [Cou05] is used to make a sound approximation of

the semantics of a computer program. The elements in a concrete poset (e.g., inputs to a

program) are mapped to elements in an abstract poset (e.g., sign of an arithmetic expression)

such that computations over the abstract poset are computationally simpler. The resulting

abstract computation can then be concretized forming a galois connection, which loses some

information (e.g., output of arithmetic expression) but preserves the property (e.g., potential

sign of the output of arithmetic expression).

Abstraction function and concretization function should be well-defined to form a galois

connection. This is achieved by exhaustive enumeration of semantics (e.g., addition of
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two positive values results in a positive value). Unfortunately, data logged from service

components is largely heterogeneous and has little to no semantics due to the complexity of

services. Inspired by Abstraction Interpretation and humbled by the nuances of incidents in

production systems, I define Coarsening to be composed of:

• Two partially-ordered sets:

– C (concrete): A poset of real incidents from across the clouds stored across various

raw logs. Note that depending on the use case an incident can be a postmortem

report, it’s logs, combination of different subsets of data, etc.

– A (abstract): A poset of data structures that are relevant for a debugging task

and have well-defined syntax and semantics. For example, debugging queries are

relevant for root cause analysis and have well-defined syntax and semantics.

• A learned (ML-based) coarsening function α that maps C → A as shown in Figure 2.1.

The ground-truth for this mapping is ideally recorded by experts in historical debugging

data (e.g., the severity level of an incident). The goodness of α is evaluated through

empirical studies using metrics such as precision, recall, F1-scores, etc., over different

cuts of available incident data.

• The debugging assistance γ provided by the abstract data structure to an engineer to

perform the debugging task, as the implicit concretization function γ that maps A →

C. The goodness of γ is estimated through user studies.

• A galois connection between the learned Coarsening function α and the debugging

assistance offered γ:

– ∀a ∈ A, c ∈ C : α(c) ≤ a ⇐⇒ c ⊆ γ(a)

– ∀a ∈ A : α(γ(a)) ≤ a

– where ⊆,≤ are ordering of posets C, A respectively.
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Figure 2.1: Learned coarsening function that maps a concrete element (root cause of an incident) to an

abstract element (e.g., root cause label)

– This galois connection indicates that an engineer can arrive at a ‘coarser’ completion

of the debugging task, ideally completing the task with little to no extra work.

The following characteristics of Coarsening, make it amenable for transitioning towards

cloud-scale centralized debugging:

• Enables centralized storage of incident debugging data through compact abstractions

and sequentially scaling down on relevant logs over space/time at each stage of debugging.

(e.g., a debugging query localizes spatially over a subset of log, a repair set localizes on

a component of service/infrastructure).

• Accommodates for the ill-defined semantics of root causes of incidents with task-specific

abstract representations (e.g., debugging queries, labels, repair sets, causal graphs) that

have well-defined semantics that can be consumed through APIs.

16



Figure 2.2: Implicit concretization of concrete element through assistance from abstract element

(debugging tool’s output) forming a galois connection

• Improves learnability of ML-based tools by increasing the density of abstract elements,

i.e., ML tools can better learn the semantics of a coarser abstract element through

increased number of training samples from concrete elements.

Figure 2.3 shows Coarsening in iterations across different stages of the debugging lifecycle

to assist engineers. The size of the oval blobs indicate the amount of work involved to resolve

an incident and extract insights from it. The dashed arrows indicate manual labor engineers

have to put in from the starting point (the task at the bottom of an oval blob) to resolution.

The solid arrows indicate automated completion of (or) assistance for one debugging task,

enabling engineers to progress to the next task. Each oval blob also is annotated by it’s

operational scale, for example, the left-most blob (the biggest) indicates that the operational

scale is the entire cloud, as there is no available information about whether or not there is

an incident and it’s symptoms. At cloud-scale, the desired end outcome of an incident are

insights to improve the reliability of cloud services against future incidents. Unfortunately,
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Figure 2.3: Coarsening in stages to iteratively scale down manual work and assist engineers in debugging

tasks. Dashed arrows indicate hard manual labor that engineers would need to do without any assistance

and solid arrows indicate automated completion of or assistance for one debugging task, progressing

engineers to the next task. The size of each oval blob indicates the amount of work to be done and it’s

operational scale is indicated below.

today engineers have to manually learn insights from incidents by painstakingly working

through all the stages of the debugging lifecycle.

Our proposal is that this enables a central cloud-scale authority to conduct debugging

through a relatively much smaller storage overhead (for each incident, the owning service

name, the debugging query, the root cause labels, the repair set) and computational overheads

in building ML tools at each stage by scaling down necessary logs. From left to right in

Figure 2.3, ML-based debugging tools can be built that can automatically assist engineers in

achieving a ‘coarse’ completion of the overall debugging tasks and as a result narrow-down

the scope of available data:
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• Coarsening begins with analyzing all the available logs and user reports cloud-wide to

evaluate whether an incident is present/absent, if present, the impacted regions and

duration based on SLAs. As a result, the operating set is now scaled down to a subset

of ‘alarms’ possibly across multiple services and regions.

• In the next stage, by leveraging probes, coarse dependencies and other KPIs (Key

Performance Indicators), an ‘owning’ team is identified to whom the incident is routed

to for further debugging. As a result, the operating set is now scaled down to one

service at a region.

• In the next stage, by leveraging the logs in the ‘owning’ team’s service, a debugging

query is generated which identifies the key culprit metrics within the service log and

the infrastructure components that validates a root cause hypothesis. As a result, the

operating set is now scale down to a handful of metrics and infrastructure.

• In the next stage, by leveraging the log lines captured in that service, a sequence of log

lines with an unexpected pattern is identified for more granular root cause diagnosis

and mitigation. As a result, the operating set is now a few log lines at a small number

of infrastructure components and service code.

• In the next stage, by leveraging the natural language postmortem report, root cause

labels are identified, which can ultimately be used to extract insights to improve the

overall reliability of the cloud.

In what follows, we explain the ‘Coarsening’ formulations that achieve iterative scaling

down of scope and assistance to debugging tasks in Figure 2.3 one stage at a time. Note that,

detailed explanations of the techniques used in building the debugging tools are available in

their respective chapters.
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2.1.1 Coarsening Formulation - Incident → Alarms

Due to the lack of accurate and interpretable alerting tools, engineers today use their domain

knowledge to define rules on system metrics to raise alerts. This approach gives them the

benefit of defining post alert rulebooks to investigate the incident, but unfortunately the false

positive rate is still so high to cause “alert-fatigue" and obsolescence of rules added in the

past. Drawing from the importance of interpretable alert rules in detecting and handling

incidents, we present a coarsening formulation as follows:

• Incidents = {i1, i2, ...im|ix = Unique Incident IDs}

• Alarms = {a1, a2, ..., an|ai = unique alarm ID cloud− level}

• Fired(alarm) = 1 ⇐⇒ alarm is triggered & alarm ∈ Alarms

• Ground_Truth(incident) = alarms ⊆ Alarms

• Concrete Poset (C,⊆) : cx ⊆ cy ⇐⇒ gy ⊆ gx

Fired(alarm) = 1 ∀ alarm ∈ alarmsx ∪ alarmsy

gi = Ground_Truth(ci)

ci = incidents ⊆ Incidents | Ground_Truth(incident ∈ incidents) = alarmsi

{ci, cj} ∈ C

• Abstract Poset (A,≤) : ax ≤ ay ⇐⇒ alarmsy ⊆ alarmsx

Fired(alarm) = 1 ∀ alarm ∈ alarmsx ∪ alarmsy

ai = alarmsi ⊆ Alarms

{ai, aj} ∈ A

• Input for the debugging tool: Alarms, F ired

• Output of the debugging tool: alarms ⊆ Alarms, F ired(alarm) = 1 ∀alarm ∈ alarms
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2.1.2 Coarsening Formulation - Alarms → Team

In this stage of debugging, we already have a list of alarms that are relevant for an incident.

The debugging task is to identify the culprit team from these alarms, by using dependency

graphs, probes, etc. The Coarsening formulation is as follows that ideally enables identifying

the right team and if not, a ‘coarser’(parent) team that can route the incident to the right

engineers within their team:

• Incidents = {i1, i2, ...im|ix = Unique Incident IDs}

• Dependency Graph, DG = (T,E)

T = {Developer Teams}, E = {(Ti, Tj)|Code(Ti) calls Code(Tj) ∀ Ti, Tj ∈ T}

• Code(team) = Code developed by team

• Ground_Truth(incident) = team ∈ T

• Concrete Poset (C,⊆) : cx ⊆ cy ⇐⇒ Code(gx) ⊆ Code(gy)

gi = Ground_Truth(ci)

ci = incidents ⊆ Incidents | Ground_Truth(incident) = teami

∀incident ∈ incidents

{ci, cj} ∈ C

• Abstract Poset (A,≤) : ax ≤ ay ⇐⇒ Code(ax) ∈ Code(ay)

ai = teami ∈ T

{ai, aj} ∈ A

• Input for the debugging tool: Logs, Probes collected from services with the relevant

alarms from previous stage.

• Output of the debugging tool: team ∈ T, F ired(alarm) = 1 ∃ alarm ∈ Code(team)
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2.1.3 Coarsening Formulation - Team → Query

In this stage of debugging, we already have root cause analysis routed to the right team. The

debugging task is to identify the culprit component within the components managed by this

team, by using debugging queries, system logs, etc. The Coarsening formulation is as follows

that ideally enables identifying the right component and if not, a ‘coarser’ template that can

help engineers diagnose the root cause of the incident:

• Incidents = {i1, i2, ...im|ix = Unique Incident IDs}

• Debugging Queries : Q = {Q1, Q2, ..., Qn|Qi = valid query over logs}

• Result_Set(query) = Result− set from issuing query

• Ground_Truth(incident) = query ∈ Q

• Concrete Poset (C,⊆) : cx ⊆ cy ⇐⇒ Result_Set(gx) ⊆ Result_Set(gy)

gi = Ground_Truth(ci)

ci = incidents ⊆ Incidents | Ground_Truth(incident) = Qi ∀incident ∈ incidents

{ci, cj} ∈ C

• Abstract Poset (A,≤) : ax ≤ ay ⇐⇒ Result_Set(ax) ∈ Result_Set(ay)

ai = Qi ∈ Q

{ai, aj} ∈ A

• Input for the debugging tool: Logs, User Reports collected from components within the

service owned by the team identified from previous stage.

• Output of the debugging tool: query ∈ Q
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2.1.4 Coarsening Formulation - Query → Events

In this stage of debugging, we already have identified a culprit sub-component/sub-system

within a service. The debugging task is to identify a summary of log that captures the

sequence of events that led to the incident by using system logs, events, etc. The Coarsening

formulation is as follows that ideally enables identifying the right sequence of events to help

engineers diagnose the root cause of the incident:

• Incidents = {i1, i2, ...im|ix = Unique Incident IDs}

• Events : E = {E1, E2, ..., En|Ei = events captured in logs}

• Follows(Ei, Ej) = True ⇐⇒ Ej should follow Ei per design

• Ground_Truth(incident) = [Ea, Eb | Follows(Ea, Eb) = 0] ⊆ E

• Concrete Poset (C,⊆) : cx ⊆ cy ⇐⇒ Follows(gx[1], gy[1]) = 1

gi = Ground_Truth(ci)

ci = incidents ⊆ Incidents | Ground_Truth(incident) = [Ea, Eb]

∀incident ∈ incidents

{ci, cj} ∈ C

• Abstract Poset (A,≤) : ax ≤ ay ⇐⇒ Follows(ay, ax) = 1

ai = Ei ∈ E

{ai, aj} ∈ A

• Input for the debugging tool: Logs collected from the culprit component identified from

previous stage.

• Output of the debugging tool: [Ex, Ey | Follows(Ex, Ey) = 0]
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2.1.5 Coarsening Formulation - Document → Label(s)

In this stage of debugging, the incident has been resolved and a postmortem report has been

document. The debugging task is to label the postmortem report with all the contributing

factors to enable extracting meaningful insights to improve the overall reliability of the cloud

using a well-defined taxonomy and the content of the postmortem report. The Coarsening

formulation is as follows:

• Incidents = {i1, i2, ...im|ix = Unique Incident IDs}

• Taxonomy : (L) = {L1, L2, ..., Ln|Li = Root Cause Label}

• Parent_Of(L1, L2) = 1 ⇐⇒ L2 is a sub− category of L1

• Ground_Truth(incident) = [Lx, Ly, ..., Lz] ⊆ L

• Concrete Poset (C,⊆) :

cx ⊆ cy ⇐⇒ Parent_Of(gy, gx) = 1 & Parent_Of(gx, gy) = 0

gi = Ground_Truth(ci)

ci = incidents ⊆ Incidents | Ground_Truth(incident) = [Li, Lj, ...]

∀incident ∈ incidents

{ci, cj} ∈ C

• Abstract Poset (A,≤) : ax ≤ ay ⇐⇒ Parent_Of(ay, ax) = 1

ai = Li ∈ L

{ai, aj} ∈ A

• Input for the debugging tool: Postmortem Report of incident in natural language.

• Output of the debugging tool: [Lx, Ly, ..., Lz] ⊆ L
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2.2 Retrospective Analysis

A cloud-scale retrospective analysis of incidents and their fixes uncovers common problem

areas and patterns to mitigate future failures [GMK16]. These insights guide cloud providers

to prioritize their reliability investments. We demonstrate this with a multiple person-year

effort that analyzed 2000+ incidents from 450+ teams within Microsoft Azure. Table 2.1

shows the top 5 contributing factors of severe incidents and Figure 2.4 shows the distribution

of time taken to mitigate (TTM) these incidents with a median TTM of 4 hours. We also list

the steps taken to mitigate these incidents (besides root causing), that we refer to from now

on as Quick Fixes. Observe that quick fixes come in two categories. The first is immediate

actions like rolling back recently deployed changes (Row 2), and procedural changes (Rows

1, 3, 4, and 5) such as requiring better tracing. Procedural changes will not fix an ongoing

incident quickly but will likely prevent future problems or help diagnose them faster.

Contributing factor Corrective Steps
Missing alerts Monitor failures, exceptions, QoS, etc.

Buggy code change Roll-back recently deployed changes.
Insufficient telemetry Trace QoS related metrics, resources.

Latent bugs Improve test coverage & define alerts.
Poor test coverage Multi-dimensional test-cases (hardware, de-

pendency, stress.)

Table 2.1: Top-5 contributing factors across 450+ cloud services at Microsoft Azure and the corresponding

quick fixes.

This study shows that identifying and addressing common flaws can significantly decrease

incidents; simple logistical wins can be had by leveraging past debugging experience. These

insights were generated by manual cloud-scale analysis of a subset of incidents. Though

quick fixes are easily actionable (e.g., rebooting a server, scaling-up resources) once found,

identifying which of the many ad-hoc quick fixes are worth a team’s time to deploy is

non-trivial and is sub-optimal (e.g., a quick fix already identified by one of their many
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Figure 2.4: CDF of mitigation times of over 2000 incidents from our manual study at Anon (TTM over

24 hrs depicted as 24 hrs).

counterparts) at team-level. The rat-race between different cloud competitors and the scale

of cloud services prevents engineers from identifying and deploying all useful quick fixes

team-locally. This motivates cloud-scale retrospective analysis wherein the increased scale of

information can generate global insights which can then be deployed team-locally.

2.2.1 Quick Fixes

Much existing research focuses on building tools to identify and fix specific failures (e.g.,

performance [GLD21], concurrency bugs [LLM19a], configuration changes [MBK20]). At

Anon, these failures only constituted a very small fraction of incidents. For example in our

study, configuration changes (broadly) contributed to only 4.51% and capacity/load issues

contributed to only 5.1% incidents. It is impractical to run each specific tool continuously

in each production service to achieve a rare win in diagnosing the root cause of an ongoing

incident.

A global, retrospective analysis can identify relatively simpler and more practical logistical

wins to quickly mitigate production incidents. Examples of simple logistical wins based on

incidents at Anon are:
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(Q1) After finding that latent bugs frequently cause incidents, a policy can be enforced

to deploy code only if its test coverage exceeds say 80%, instead of zeroing-in on the buggy

code, which is time-consuming and challenging [LLM19b, DNS22].

(Q2) After seeing that authentication related failures cause many production incidents,

one can invest in building (fault injection) tools that can uncover authentication issues during

testing, automatically rotate certificates, and employ monitors to detect soon-to-be expired

certificates in production.

These efforts at Anon are proving useful by reducing incidents. These examples suggest

that cloud operators should shift the arc of debugging research from automation for finding

deep causes (whose coverage is necessarily small) to automation for finding quick fixes with

broader coverage.

The main challenge in identifying quick fixes is learning how to associate a quick fix

with features of a failure. While this could be done within teams, the same patterns can

recur across teams though the specific implementations differ. Aggregating across teams in

cloud-scale debugging allows larger datasets to better train ML models on unstructured failure

reports. Other research questions include: extracting meaningful information from lengthy

natural language documents to aid policy-makers in simple fix generation; identifying metrics

to monitor, determining which test-cases are needed to increase test coverage; estimating the

risks of new deployments based on past incidents; and automating insight generation from

postmortem reports.

2.2.2 Consistent Root-Cause Labelling

Table 2.1 hides hundreds more such rows in the real table due to space constraints. The

number of rows (and fixes) can significantly increase when analysis scales to hundreds of

thousands of past incidents. These past fixes are valuable for engineers to fix ongoing incidents.

For example, while fighting an ongoing incident caused by a specific root cause (e.g., a faulty
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network driver), an engineer may find it useful to consult past fixes for incidents caused by

the same root cause.

At cloud-scale, large amounts of training data exist, but off-the-shelf techniques can

be inaccurate due to heterogeneity in domain-specific language use. A more practical

solution is to label each incident and postmortem report with tags describing their root

causes and fixes; then one can easily search over these tags without expensive NLP. A key

requirement, however, is that the labelling must be consistent— e.g., all network driver

related incidents/postmortems need to be labelled with the same tag. At Microsoft Azure,

we found that team-level labelling is unworkable —different teams label the same root cause

with different labels due to differing expertise and interpretation. We describe our attempt

at solving this in Chapter 5

While we made significant progress towards bootstrapping consistent root-cause labelling,

there are several problems that need addressing. Examples include (but are not limited

to): Unsupervised clustering of incidents where each cluster represents semantically singular

root-cause (Our tool was trained on small subset of labelled incidents); Highlighting key pieces

of information that can enable engineers in appending it to the taxonomy (Our taxonomy was

manually grown); Extracting patterns in logs/telemetry to label root-causes for incidents that

do not have or have partial postmortem analysis (Our tool only uses postmortem reports).

2.3 Diagnosability

We focus on incident routing to show the advantages of cloud-scale debugging. We have seen

at least three common practices today, all of which work at team-scale. First, all affected

teams meet and coordinate, which doesn’t scale. Second, manual rule-based routing is used,

which causes incidents to be routed back and forth across teams. Finally, automated tools

like Scouts [GYM20] are trained by individual teams, where each team can only debug based
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on internal metrics. Once assigned, engineers bear the burden of gathering enough evidence

to route to another team.

Globally orchestrating incident routing by leveraging and correlating telemetry from all

teams can greatly increase its accuracy. For example, at Anon, an outage at service X was

caused because of a failure at another service Z that X depends on via service Y . By knowing

that X experienced the incident at the same time Z’s telemetry indicated failure, a global

incident routing algorithm can route the incident to Z who can investigate the root cause

behind Z’s failure. X’s team-level approach does not consider Z’s telemetry and will fail to

do so.

However, at cloud-scale, it is non-trivial to distinguish concurrent failures from common

failure symptoms across services. Earlier work has already shown methods to construct

and use dependency graphs. However, there are two key challenges at cloud-scale. First,

instrumentation-based techniques [SBB10] are hard to consistently deploy across teams for

logistical reasons (e.g., legacy code). At Anon, many teams do not implement distributed

tracing or ignore crucial correlation IDs, making stitching together traces across services

infeasible. Second, fine-grained dependency graphs are noisy and vary over request types and

over time as service implementations evolve.

We present our attempt with Coarse Dependency Graphs for centralized incident routing.

Key research questions include: (1) how to construct CDGs despite the absence of distributed

tracing in some teams, (2) how to efficiently maintain CDGs as services evolve, (3) how to

leverage CDGs to scale automated correlation of telemetry for diagnosing cross-team incidents

and distinguishing concurrent failures from symptoms of a single failure. We are investigating

(1) and (2) with automated instrumentation and offline analysis of auxiliary information e.g.,

configuration files and DNS requests for dependencies.
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2.3.1 Coarse Dependency Graphs

A dependency graph contains edges x → y if component x depends on component y at

runtime. At the very least, a coarse-grained dependency graph shows dependencies of various

services and teams (Figure 2.5 and Figure 2.6). By contrast, a fine-grained dependency graph

shows dependencies between components within a service and can be useful for root causing.

To allow team sovereignty, the CDP may let individual teams maintain their own fine-grained

dependency graphs. Dependency graphs can be constructed manually with domain knowledge,

automatically by data-driven techniques [CMF14], or via automatic instrumentation.

Figure 2.5: Health checks for reachability in a cloud network. Arrows indicate reachability probes within

clusters, fabrics, and across WANs.

2.3.2 Incident Routing

Symptom Explainability: We define symptom explainability of team T as the fraction

of symptoms explained assuming team T is the only one to fail. Unfortunately, this does

not generalize when there is a vector of symptoms of different types (e.g., infrastructure

health metrics exceeding thresholds, network probes failing). Instead, we define the vector of

symptoms as an incident syndrome. We then define symptom explainability for team T as the

cosine similarity of the incident syndrome to the syndrome if only team T failed. This allows
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for noise and normalizes each team’s explainability feature to lie between 0 and 1. Symptom

explainability assumes only a single failure. However in systems with many microservices,

multiple concurrent failures are common and we present a technique for root-cause analysis.

Figure 2.6: Coarse dependency graph for Reddit in our distributed systems testbed.

2.3.3 Root-Cause Analysis

Dependency Graph Traversal: Given an incident at a component S and a dependency

graph D for S, we aim to identify a small set X of nodes in D whose failures have likely

propagated to S to cause the incident. We initialize X = {S}, and traverse D breadth-first

starting from S. At each step, we select a node x ∈ X and find all its child nodes y /∈ S

such that (1) there is an edge x → y in D and (2) y have failed, i.e., reported bad health

telemetry, around the time of the incident. If any such child node is found, it is added to X

and x is removed from X. Intuitively, if x depends on y (i.e., x→ y) and both x and y has

failed, the traversal keeps y and discards x since y is the root-cause of x’s failure.

To reduce computational complexity, symptom explainability over the coarse dependency

graph can be used to rank culprits, and graph traversal can be done on the finer-grained

dependency graph for those culprits.
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2.3.4 Preliminary Evaluation - Incident Routing

We construct a coarse dependency graph (shown in Figure 2.6) for our testbed (details in

Chapter 4). We identify 8 “teams”: Network, Application and Infrastructure (per-microservice

in the topology — 6 teams) to route incidents to. On 560 incidents collected in the Revelio

incident dataset [DNS22] with the open-source Reddit [red22] application, CDP’s incident

routing achieves an accuracy of 78.57% indicating the benefit of symptom explainability

as compared to using only internal metrics (45.24%). We also conduct an experiment to

evaluate a distributed Scouts-like approach to incident routing (using only 3 teams to allow

for sufficient training data for each team’s scout) achieving an accuracy of 21.43%. Observe

the reduced performance caused by lack of visibility into the global structure.

2.3.5 Preliminary Evaluation - Root Cause Analysis

In our second experiment, we use an Azure Stack[Mic22] private cloud deployment to evaluate

the dependency graph traversal technique. To construct a fine-grained dependency graph,

we instrument Azure Stack binaries to track interactions between various micro-services and

their API calls. We then deploy the instrumented version of Azure Stack on a 4-machine

cluster and run a workload including a VM creation operation. Our instrumentation produces

fine-grained dependency graphs for the VM creation operation. The graph consists of 29

nodes and 38 edges.

For each of the 10 incidents, dependency traversal narrowed down the set of root-causes

to fewer than 3 nodes (out of 29 nodes), which included the true root-cause identified

by engineers. This shows that the traversal algorithm can significantly reduce the set of

micro-services and their API calls that engineers need to investigate.
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2.3.6 Coarse Log Summarization using Chains

We analyzed a private cloud system at Anon and found that only 0.87% of logged events from

its 343 services carried a correlation ID required for distributed tracing. To enable accurate

and complete distributed tracing, engineers across all services (including legacy components)

need to instrument the code with a standard distributed tracing framework which is expensive

and time-consuming. Further, distributed tracing alone does not help localizing faults. We

solve both problems by a form of coarsening that we call chain summarization.

Each log entry (event) is timestamped, and identified by the service name that emits the

entry and an opaque event ID which corresponds to the line number in the source code of the

service that emits this entry. Each entry also contains a parametric description (in natural

language as written by the developer) and a list of parameters that are instantiated in the

description. Our experience is that such a stylized format is also common to other cloud

providers and lends itself to a simple templating strategy (without sophisticated NLP) to

extract parameters by aligning several occurrences of log entries for the same event ID, and

extracting parameters as the variable portions.

We adopt a 3-phased approach (see Figure 2.7) to generate execution traces: (1) we

extract start and end points of an execution trace by tracking the occurrence of an event

B after the occurrence of an event A within a sliding window of duration 10minutes. We

then add a directed edge from event A to event B if and only if event B appears within the

10 minute window after all occurrences of event A at least 90% of the number of times. We

use this heuristic (B often follows A within a short time window) to surmise that A causes

B. (2) We then construct a directed graph of events whose edges are drawn from step-1 and

prune the edges of this graph by only preserving edges between events which share common

parameters in their respective properties and direct edges such as A → C if A → B and

B → C. (3) With the resulting graph, we search for all events between the occurrences of

events A and B of an edge (A→ B) which share common parameters with A or B, which
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00:00:01 S2 C NIC adapter successfully started on VM1 [VM1]

… … … … …

00:00:05 S1 B Completed live migration of VM1 to node N2 [VM1, N2]

Figure 2.7: Overview of our approach to detect anomalous execution during runtime for root cause

analysis.

are not captured in the graph (due to parallelism and branching). We then pick the patterns

(third frame in Figure 2.7) that cover the 90th percentile of executions that start with event A

and end in event B. Note that the events between A and B in a given pattern are unordered

to build robust patterns and are only ordered by timestamp during runtime. We refer to such

sequence of events as chains.

During runtime, we can efficiently find all occurrences of A that are not followed by a

subsequent expected B event by initializing a queue of all chains that start with A and simply

removing the expected events in the chain as they occur. If after a period, expected events

remain in the queue (e.g., M & E in Frame 4 of Figure 2.7 due to missing C), we output the

failed chain. and highlight which events are expected to occur after A based on step-3 to

localize to specific components/services: this is helpful for engineers in root cause analysis.

Note that we choose a large enough window to not miss true A→ B relationships and we

choose a high threshold to prevent false positive edges. We further refine the graph based on
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common shared parameters in the event properties to get rid of cycles in the graph due to

the large window size (e.g., background worker events making it past threshold).

Engineers can investigate these incomplete chains and provide feedback as to which of

failures are expected by design (e.g., failed live migration of a VM to a node because it

doesn’t have sufficient resources). This can then be incorporated to our runtime checks to

avoid future false positives.

2.3.7 Preliminary Evaluation - Log Summarization

As an early experiment, we consider millions of events from live clusters in the cloud with 3089

distinct event IDs from 289 services. Steps 1 and 2 resulted in a directed acyclic chain graph

with 375 nodes and 389 edges. We then focused on one edge A → B in the graph (which

was validated by engineers to be correct) where A is the‘initiation of a VM {param1} live

migration from source node {param2}’ and B is ‘successfully completed the live migration of

VM {param1} to destination node {param2}’. Using this edge, we were able to identify 2500

live migrations that successfully completed and 163 live migrations which failed (resulting in

a 94% reduction in events to investigate). Further, from step-3 of our approach, we identified

5 execution patterns (reduction of 99.8% data for investigation) that cover 100 failed live

migrations through which engineers easily identified 2 of the patterns as expected behavior

and the remaining 3 patterns to be investigated for root cause analysis.

While these results are very preliminary, they suggest that the coarsening provided by

chain summarization of service logs can be succinct (500X data reduction, which enables

storage at a central repository), extremely fast to process using the queue algorithm, and yet

provides strong localization (94% less events to examine compared to sifting the entire log

as engineers do today). Note that even in a world with perfect tracing where Step 1 can be

provided by traces, Steps 2 and 3 are still useful for localization.
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2.4 Observability

2.4.1 Monitoring

Developers log information needed to analyze performance, incidents, etc. Each team

(responsible for a component in the cloud) exercises its sovereignty to determine what,

where, and when to log leveraging their expertise and overhead measurements. Existing

logging frameworks like AWS’s CloudWatch, Google’s Lighthouse and Datadog [AWS23,

Lig22, Dat22b] operate at the scale of an individual service. The following challenges remain:

(1) No policies exist to say where, when, what and how to log and monitor information —

communication across teams can inform strategic logging and alerting, (2) It is non-trivial to

catalog and analyze the data — clouds need standards and mechanisms to handle schema

changes (3) There is no uniform framework to capture other data such as debugging queries

issued on logs, mitigation commands, etc., issued via CLI or other interfaces in ad hoc ways.

Cloud-scale observability can also enable spatio-temporal log and alert refinement (which

metrics at components to log and when to increase logging granularity) by leveraging CDGs.

2.4.2 Data Retention

It is impossible to retain logs permanently due to their volume. Often, retention policies

retain incoming stream of logs within a buffer duration and discard older data. ML based

approaches exist to debug production incidents [GYM20, BRA20, DNS22, GLD21, SBN21].

However, they require past historical incident data. Postmortem reports and incident tickets

are permanently retained at large clouds today, but many tools rely on logs and telemetry

data for root-cause diagnosis.

We instead propose retention policies over logs and telemetry that are collected from

production services during incidents to enable supervised learning strategies. The rarity of

incidents enables retaining logs from the components involved to be feasible with minimal

36



overhead. Besides debugging, clouds can benefit from such retention policies in multiple

ways. For example, clouds engage significant resources to ensure impacted customers are

compensated according to the SLAs; third-party (e.g., judiciary, customers) audits can also be

uniformly performed to investigate potential privacy/security threats resulting from certain

incidents as cloud usage increases.

Several challenging research questions can be answered with intelligent retention policies

over logs such as tuning alert thresholds to improve incident detection accuracy, these include

extracting root-cause signatures from logs; generating mitigation scripts for past incidents;

quantitatively measuring the effectiveness of policies in reducing mitigation times; and

developing standards for storing, querying and instrumenting logs.

2.5 Centralized Debugging Plane

The earlier questions and concepts suggest that the current distributed approach to debugging

is time-consuming and inefficient, and should be augmented by a centralized, cloud-scale

component that we call a Centralized Debugging Plane (CDP). Importantly, we are not

proposing dismantling the highly successful modular, team-oriented approach to developing

clouds. Rather, we advocate augmenting this approach with a narrow API to a CDP to

enable a cloud-scale view of incidents. Our vision is inspired by the Software Defined Network

(SDN) movement where a centralized controller orchestrates individual switches; in our case,

the CDP can be implemented using software deployed on a set of servers.

The CDP collects coarse-grained, minimal information from individual teams, and uses

this information to adjudicate when there is contention between teams (e.g., to orchestrate

incident routing). The CDP also provides a long-term store for debugging data (for long

term insights or hints to guide per-team debugging) and training examples for data-driven

debugging. Like SDN, CDP is more than mere centralization (Table 2.2). We envision the

following components to CDP.
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Dimension SDN CDP
Functionality Maximize resource utilization,

Flexible access control
Speed up mitigation, Consumable
root-cause analysis

Scale Network-wide centralized observa-
tion, route computation

Cloud-wide centralized observa-
tion, labelling and recommenda-
tions

APIs OpenFlow Open Telemetry
Structure Controller, Network, Virtualiza-

tion
CDGs, Extensive root-cause tax-
onomy, Quick fixes

Enabling Tech-
nologies

NoSQL databases, Compilers, Op-
timization algorithms

ML, NLP, Data warehouses,
Coarsening algorithms

Table 2.2: Comparing SDN and CDP architectures

2.5.1 Global data lake

At the core of the CDP is a real-time data lake that provides a global view of alerts,

incidents, telemetry, and logs from service teams. We aim for a fine balance between effective

coordination and team sovereignty. In our vision, data is provided and managed by individual

teams. However, to enable one team to easily discover and consume data from others, the data

lake provides mechanisms such as: (1) A queryable global catalog describing data sets and

metadata, (2) a uniform schema, (3) access control policies, (4) automation that continuously

processes real-time telemetry and logs, and (5) policies to retain data.

We can leverage recent advances in building large-scale data lakes [Ama22b, Dat22a] and

instrumentation frameworks such as Open Telemetry [Ope22a] to achieve these goals.

2.5.2 Incident data store

The global view provided by CDP’s data lake can help identifying all data (across teams)

relevant to an incident. This enables CDP to use sophisticated retention policies: e.g., it

can retain all data that are related to incidents for a long period of time and a small sample

of failure-free data. Since the number of major faults is fairly small, the amount of data
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retained for machine learning is manageable. A more speculative idea is to keep ML models

(presumably smaller than logs) over very long periods to concisely capture how failure patterns

evolve with time.

2.5.3 AIOps engine

CDP’s data lake provides a natural place for developing AIOps1 solutions. For example, one

can build AIOps solutions to (1) denoise telemetry and logs when they are injected into the

data lake, (2) enrich incidents with additional metadata such as similar incidents, potential

root causes, and related fixes learnt from retrospective analysis, (3) learn rules to prioritize

and route incidents, (4) take automatic mitigation steps such as rebooting an unhealthy

micro-service, and so on. Even though there are existing AIOps efforts[CKL20], CDP’s data

lake makes it easier to experiment with new techniques, especially those that involve data

from multiple teams.

2.5.4 Incremental deployment of CDP

CDP is incrementally deployable. First, CDP enhances, rather than replace, existing debug-

ging efforts. Second, many CDP components can be incrementally built; e.g., the global data

lake can be started with data from a small number of teams. Third, some CDP components

can be constructed at a smaller scale. For example, the dependency graph of a service can

be learned from its test deployment. Moreover, many cloud providers offer private clouds

that mimic the architecture of their public clouds and can be deployed in a local cluster

(e.g, Azure Stack[Mic22] or AWS Outposts[Ama22a]). We hypothesize that it is possible to

construct various CDP components for a private cloud first and gradually transfer them to

the public cloud.

1 Artificial Intelligence for IT operations
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CHAPTER 3

NLP-Powered Debugging Assistance

This chapter provides an overview of a joint work [DNS19b] with professors Karthik Narasimhan,

Anirudh Sivaraman and Ravi Netravali. As discussed in § 1.3, despite the proliferation of

debugging techniques and tools [NSN17, MRF15, KMB17, TAL15, GNU22, VNN13, MF18,

MEH10], diagnosing and fixing bugs in systems remains challenging. Existing debugging

tools ignore diverse types of data (e.g., bug reports, source code, comments, documentation,

and execution traces) that engineers collectively use to make sense of system-wide semantics,

bridging together outputs and features from existing debugging tools to debug production

systems. Intrigued by the variety of abstractions provided by unstructured natural language

data, we paint our vision for a debugging assistant that is powered by NLP techniques.

3.1 Auxiliary Data

The debugging process for developers typically entails reading a bug report, understanding

its context in the system, reproducing the bug, iteratively asking and answering questions to

identify its root cause, and then developing and testing potential fixes. Much of this process is

manual, has many false starts, and requires significant developer familiarity with the system

at hand—an increasingly elusive requirement as systems get more complex.

A key challenge for developers is identifying how to leverage the fine-grained operations

they support (e.g., queries) when presented with a high-level bug or issue. For example, what

debugging tool should the developer use when a service is deemed unreachable? What query
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should they issue? At the same time, the amount of auxiliary data associated with software

systems has rapidly grown, e.g., monitoring logs, execution traces, bug reports, patches, and

code documentation. These data sources embed helpful debugging information [GMK16],

but existing debugging tools fail to fully leverage them, and instead place the burden of

extracting insights from this data on developers.

There are two reasons why this auxiliary data isn’t fully exploited in today’s debugging

workflows. First, the auxiliary data sources, in contrast to source code, are highly unstructured

and varied, ranging from custom logging formats (e.g., from debugging tools) to natural

language bug reports. Techniques for automatic test generation [CDE08, MSP18] and program

repair [LNF12, PKL09] rely on precise definitions of correctness and cannot fully leverage

such unstructured data.

Second, in large systems, problems occur at the intersection of different system components.

The above approaches, as well as existing monitoring and debugging tools, only instrument

specific subsystems (e.g., network switches [HHJ14, NAR16, NSN17], end-host network stacks

and operating systems [GNU22, MYG16, TAL16, TAL15], or applications [NGM16, VNN13]),

but still place the onus of correlating information across subsystems on developers. Thus,

existing tools have limited utility in debugging issues that arise due to the interaction between

subsystems. For example, they are unable to automatically determine that an application

timeout was the result of a routing black hole, since they fail to link together data from

multiple disparate sources (in this case, network and application-level traces from an entire

cluster).

3.2 NLP Powered System-Wide Debugging Assistant

Our thesis is that natural language processing (NLP) techniques are well-positioned to

analyze the large amount of auxiliary data across multiple subsystems and extract insights

that significantly enhance the current debugging experience. The natural language nature of
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auxiliary data and the inexact nature of the debugging process require models that go beyond

existing techniques that need exact and structured inputs. NLP can provide these models.

Figure 3.1: Overview of how our proposed debugging assistant improves different steps in a developer’s

end-to-end debugging workflow. Developers begin by submitting system-wide bugs or performance

concerns to the NL debugging assistant. The assistant generates hints (e.g., files to investigate) or actions

(e.g., debugging queries to issue) based on analyzing past bug report data, design documents, tracing

information collected throughout the system, and developer input. The process is iteratively followed

until a bug is resolved.

Prior work has focused on specific sub-problems (e.g., generating Bash scripts from natural

language [LWZ18] or extracting keywords from bug reports [PJN13]). Though promising, we

believe there is a significant untapped opportunity for systems research that integrates these

NLP techniques—and develops new ones—into a system-wide interactive debugging assistant
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that facilitates and accelerates each step in a developer’s end-to-end debugging process

(Figure 3.1). We identify three features that are crucial to such a system: a) preliminary

diagnosis of incoming bug reports, b) automatic generation of debugging queries (for existing

debugging tools) to monitor different subsystems, and c) taking multiple diagnostic or

corrective decisions towards fixing the bug.

3.2.1 Opportunities for Automation

Developer intuition is invaluable to the debugging process and complementary to the automa-

tion afforded by techniques from NLP. Conceptually, imagine an NLP-powered debugging

assistant running in the background to continuously ingest text from various sources: the bug

report’s text, the bug report’s comments as they come in, the source code of the repository,

and different traces. It then produces recommendations, e.g., assign a particular label to the

bug report, look at this folder to diagnose the bug. These recommendations are shown to the

developer, who can act on them and fix the bug, or provide further input to the debugging

assistant based on their domain knowledge. This assistant can be applied to several different

parts of the workflow:

1. Preliminary diagnosis: At the beginning of the workflow, the assistant can be used

to perform diagnostics on incoming issues such as assigning labels or localizing the relevant

subsystems in the project at various granularities, from top-level directories to individual

lines of code. The assistant can also assign each ticket to the most relevant developer in

order to streamline reviews. These tasks broadly fall into the framework of text classification

and document retrieval. However, our setup presents a unique challenge of learning joint

representations of the data that capture useful information from both unstructured text and

structured source code.

2. Generating debugging queries: Another part of the workflow involves the assistant

generating domain-specific queries to monitor different subsystems (e.g., BPF code for

monitoring the kernel). This falls under the umbrella of language generation which plays a
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key role in problems like machine translation or text summarization. The added challenge

here lies in learning a model that can effectively use a diverse set of sources like issue text,

system status information, and source code semantics to generate useful and syntactically

correct debugging queries (e.g., queries in BPF [Wik22] or AppDynamics [App21]).

3. Active (interactive) debugging : Finally, the debugging assistant could take multiple

diagnostic or corrective actions, each building upon previous actions and their results. For

this, we will draw upon techniques for sequential decision making like reinforcement learning,

with the goal being to perform the optimal sequence of actions to fix the problem, within

constraints on the latency of performing these actions or the compute resources expended

in the process. In addition, we can keep the developer in the loop to supervise the entire

process, and simultaneously help fine-tune the assistant’s decision making. We imagine that

developer and assistant actions will be interleaved to debug the issue efficiently and with

minimal human effort.

Ultimately, our vision is an assistant that captures the hard-won debugging wisdom of

the expert programmer in different parts of the workflow by exploiting the abundant data

available within source code repositories and their associated issue trackers. Of course, across

all of these use cases, we must provide system support to ensure a developer-assistant interface

that seamlessly handles expressive input options from the developer and provides timely

responses from the assistant. In particular, developers must be able to (but not required

to) input case-specific debugging information (e.g., time limits, expertise levels), and receive

responses in a way that does not add undue latency to any debugging stage.

3.3 Preliminary Experiments

We perform empirical evaluation of our models on real-world data sourced from publicly

available code repositories, specifically 98 repositories hosted on GitHub. We collect text

from closed issues (∼240k) along with associated labels and pull requests containing details
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on modified folders in the source code. This gives us supervised data for the following

classification problems. Our results highlight the ability of NLP techniques to relate varied

data sources (i.e., by learning a model across repos that are quite different in terms of topic,

code, and structure).

3.3.1 Label Prediction for GitHub Issues

We formulate the label prediction task as a standard text classification problem. As an initial

foray, we use a bag-of-words representation to convert the text in each issue into a suitable

vector. Formally, consider a dataset D = (x, y) containing pairs of issue text (x) and their

corresponding labels (y). Since each issue may have more than one valid label, our task is

a multi-label classification problem [TK07]. Therefore, we consider each y to be a one-hot

vector of size |L|, where L is the set of all possible labels, with each entry in the vector being

1 or 0 depending on whether a particular label applies to the issue or not. Our goal is to

train a model to accurately predict as many labels as possible.

The key challenge lies in learning an appropriate representation for the bug reports

available in textual form. This representation should be able to capture the semantics of the

issue sufficiently to predict accurate labels. There are several techniques and models that have

shown considerable promise in NLP such as word embeddings [MSC13, PSM14] or LSTM

recurrent neural networks [HS97], which convert discrete textual symbols into a real-valued

vector representation. As an initial foray, we use a bag-of-words representation to convert

the text in each issue into a suitable vector: ϕ(x). Each entry in this vector corresponds to

the number of times a particular word appears in the text (most entries will be 0). We train

a linear classifier f to predict probabilities for each label from this representation:

fθ(ϕ(x)) = W · ϕ(x) + b; ŷ = σ(fθ(ϕ(x)))
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where W is a matrix of weights, b is a bias vector, σ is the ReLU function and ŷ is a vector

of predictions over all labels. We train our model by minimizing the binary cross-entropy

loss (over all the labels) with respect to θ using stochastic gradient descent [Bot10]:

L(θ) = −
∑
i

[yi · log ŷi + (1− yi) · log(1− ŷi)]

3.3.2 Source Code Folder Prediction for GitHub Fixes

Moving down a level of granularity, we also consider the task of predicting files/folders that

might be relevant to a particular issue, and would be useful for a developer to look at. This

is a challenging task to automate since it requires a semantic understanding of both natural

language text as well as the semantics of each folder (and its contents, e.g., source code).

As a first step, we focus on predicting folders that appear in change-lists linked to issues.

This is inherently similar to the problem of information retrieval, where the goal is to return

relevant documents given a natural language query. In our case, the the issue is a query and

our goal is to return a (ranked) list of relevant folders in the project. Our key requirement is

to learn good representations and a similarity metric between issues and folders.

Assume each instance in our dataset is a pair (x, z), where each x is an issue text and

each z is the text corresponding to a single folder (e.g. folder name). Our goal is to learn a

similarity function ψ(ϕ1(x), ϕ2(z); θ) which can be used to predict relevant folders given a new

issue x′. Here, the ϕs are again suitable representations for converting text into a real-valued

vector; we use the same bag of words (BOW) representation as previously described. For the

similarity function ψ, we train a 2-layer neural network that operates on the concatenation

of both BOW vectors [ϕ1(x); ϕ2(z)] to predict the probability of a folder being relevant:

P̂ (y = 1|x, z).

We treat the pairs in the dataset as positive examples of matches, and generate pairs of

negative examples (D′ = (x′, z′)), by randomly matching issues to a folder in the code that is
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not relevant. With this, we can train our model by minimizing the following loss function

with respect to θ using stochastic gradient descent.

L(θ) = −
[ ∑
(x,z)∈D

log P̂ (y = 1|x, z) +
∑

(x′,z′)∈D′

log P̂ (y = 0|x′, z′)
]

3.3.3 Debugging Query Generation

We envision our assistant to automatically generate syntactically correct queries for systems

and network debugging tools (e.g., Marple [NSN17], GDB [GNU22]) to aid the human

debugging process. We formulate this as a contextual language generation problem, where

the system takes user-written issue text x as input1 and generates a structured debugging

query q. As an initial foray, we perform template-based generation [RD00], where we train a

classifier (f) to predict the most relevant template T for an issue and then predict values for

the slots in the template to generate q:

T̂ = f(x); q̂ = g(T̂ , x)

The classifiers are trained using ground truth data collected using our setup (described in

greater detail in Chapter 4), using cross entropy as the loss function during training. We

stress that template-based generation is a first step. In the future, we plan to investigate

more sophisticated generation models such as recurrent neural networks [HS97] and trans-

formers [VSP17], which have shown considerable promise in tasks like language modeling and

machine translation.

1 The input could also consist of other signals like system status.
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3.3.4 Results

We use standard classification metrics of precision, recall and F-1 scores. For the label

prediction task, we also report accuracy, considering a case to be correct if the set of predicted

labels exactly matches the set of true labels. For folder prediction, we also report scores for

mean average precision (MAP), which is an aggregate metric over precision at various levels

of recall. We achieve 77.8% accuracy and 0.77 F-1 on label prediction (Table 3.1), which is

quite promising for a multi-label classification problem over 5 classes.

Task Precision Recall F-1
Label Prediction 0.76 0.78 0.77
Folder Prediction 0.74 0.76 0.75
Query Generation 0.82 0.67 0.76

Table 3.1: Results for label and folder prediction, as well as template-based query generation tasks.

For comparison, a random baseline would achieve 20% on a simpler single-label classifica-

tion problem. On folder prediction, we achieve an F-1 score of 0.75 and a MAP score of 0.72

for predicting relevant folders from more than 160 folders in the entire repository. This is

significantly higher than a random baseline which would get a MAP score of 0.0062.

Figure 3.2 lists qualitative examples of our model predictions. These results highlight the

ability of NLP techniques to relate varied data sources (i.e., by learning a model across repos

that are quite different in terms of topic, code, and structure).

Our results also show early promise for template-based query generation. We achieve a

MAP score of 0.82 and an F-1 score of 0.76 for generating relevant Marple queries (Table 3.1).

Figure 3.3 shows an example query output for a scenario where a system component has

failed. As shown, the model correctly predicts both the appropriate query template to use

and the switch to issue it on.
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• Issue 1: I want to be able to access a specific resource variable within that resource. For
example : run a provisioner for an instance and supply it with the instance private ip (or id
or anything else).
True Labels: core, enhancement
Predicted Labels: core, enhancement

• Issue 2: The menu panel not being closed when its ‘overlayref ‘ is detached externally using
‘detach‘ for example when using the ‘closescrollstrategy‘. **note:** this is a re-submit of
#8654 due to some sync issues.
True Folder: src/lib/menu Model score: 0.99
False Folder: src/tools/dashboard Model score: 0.0

Figure 3.2: Examples of label & folder predictions for two repos: hashicorp/terraform and angular/mate-

rial2.

• Issue: Took a while and the webpage says ‘You broke reddit’ and ‘Funny 500 page message
3’. Upon refreshing the page it says ‘Funny 500 page messsage 6’. Upon further loads, the
browser is stuck on ‘waiting for 10.0.0.2’

• Actual Fault: mcrouter instance down.
Relevant Query: stream = filter(T, switch==1); result = groupby(stream,

[srcip, dstip, srcport, dstport, proto], count); Model Score: 0.94
Irrelevant Query: stream = filter(T, switch==5); result = groupby(stream,

[srcip, dstip, srcport, dstport, proto], count); Model Score: 0.01

Figure 3.3: Example query predictions for debugging a given issue.

3.4 Related Work

The following related work offers a glimpse into the ability to extract meaning from natural-

language auxiliary data present in software projects. They also illustrate the benefits of

combining information from natural language and source code [Ern17]. However, these tools

fall short of realizing our vision. First, these approaches are limited to ingesting data from

a single subsystem. However, our target distributed systems scenarios require extracting
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and relating diverse data (e.g., bug reports, source code, code comments, execution traces)

from multiple subsystems (e.g., the network and applications on end hosts). Second, all of

these approaches assume a single-step process, where the NLP system has to perform a single

prediction. In contrast, we focus on the end-to-end system debugging process that is iterative

by nature.

3.4.1 Program analysis and synthesis

NLP techniques have been utilized in multiple aspects of software development [Ern17].

Examples include detecting operations with incompatible variable types [HCE15] and con-

verting natural language comments into assertions [GGE16]. More recently, NLP has also

been used in code generation by allowing developers to specify requirements in high-level

natural language in the forms of regular expressions [LND16], Bash programs [LWZ18], API

sequences [GZZ16], and queries in domain specific languages [DGH16].

3.4.2 Program debugging

NetSieve [PJN13] used NLP to parse network trouble tickets by generating a list of keywords

and using a domain-specific ontology model to extract ticket summaries from those keywords.

While NetSieve automates parsing, significant manual effort is still required in (1) offline

construction of an ontology model and (2) determining what constitutes a keyword. In

contrast, we seek to build models that learn automatically from data, with minimal manual

effort. Net2Text [BDV18] translates English queries into SQL queries, issues those queries,

summarizes the results, and translates them back into natural language for easy interpretation.

We aim to go further and automatically determine which queries to issue based on bug reports,

debugging traces, and source code. Recent bug localization work uses information retrieval

techniques [ZZL12, NPK13, KTK13], but requires manual feature engineering.
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3.4.3 Big Code

Recent efforts such as the Big Code initiative [WST16] perform statistical program analysis

to take advantage of the large amount of code in existence today, with the goal of extracting

insights to aid code generation, refinement, and debugging. Learning techniques have been

used to identify comments that are largely redundant with source code [LDB18] or generate

natural language summaries of source code [PWY18, YWC18]. We view work in the Big

Code initiative as contributing to some of the individual building blocks of our proposed

debugging assistant. However, significant effort is required to integrate these building blocks.
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CHAPTER 4

Generating Debugging Queries

This chapter provides an overview of a joint work [DNS22] with Shiv Saini from Adobe

Research and professors Karthik Narasimhan, Anirudh Sivaraman, George Varghese and Ravi

Netravali. As discussed in §1.3, existing root-cause analysis techniques focus on specific types

of issues and only interface with specific types of logs. A major difficulty in debugging lies in

manually determining which of the many available tools to use and how to query its logs.

Engineers use debugging queries to interface with these tools and validate their root-cause

hypotheses. We investigate the problem of automatically suggesting debugging queries that

engineers can use for root-cause analysis.

Specifically, we explore the idea of centralized generation of debugging queries which can

be issued over logs across different subsystems, tools and suggest the underlying root-cause

to a developer who is familiar with the semantics of a component. To do this, we abstract the

symptoms of an incident hierarchically through: incident user reports (service-level symptoms),

ordered log features (subsystem-level symptoms) and ranking (component-level symptoms).

To scale down the complexity of query generation, we factorize the task of debugging query

generation into: (1) Template Prediction (indicates likely root-cause hypothesis) and (2)

Parameter Filling (indicates likely components where root-cause originates). We also conduct

a study at a large service provider to understand the types of root-cause that occur in

production systems. We use insights from the study to motivate our solution and the design

of a realistic testbed to evaluate our technique.
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4.1 Debugging Queries

Root-causes of incidents or their semantics cannot be expressed structurally across different

systems, due to varying interpretations and data types. However, we observe that engineers

often translate informal reports about problems provided by a user into actionable information

that identifies the root cause of a bug. To do this, engineers execute structured queries over

logs to reason and validate their hypothesis of a root-cause. We call these Debugging Queries

(example query in Figure 4.1) and the results of their execution can sufficiently validate a

developer’s specific root-cause hypothesis, to conclude root-cause analysis.

Figure 4.1: Example of a debugging query in it’s syntax tree representation issued over Marple’s switch

queue depth counters from two switches ‘b1’ and ‘b2’.

The above figure shows the syntax tree representation of the following debugging query over

Marple [NSN17] counters from P4 [BDG14b, BDG14a] programmable switches in a network.

An engineer can issue this debugging query if they hypothesize that traffic originating from a

faulty server is causing high queue depths in switches ‘b1’ and ‘b2’. The result set produced
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by this query is sufficient for an engineer to mitigate an incident by shutting down the faulty

server or invalidate their hypothesis.

4.2 Overview - Revelio

We propose Revelio, a tool to automatically generate a ranked list of debugging queries

that developers can execute over logs to identify the root-cause of an incident. At a high

level, Revelio takes two inputs: (1) a user report filed by a system user, and (2) the system

logs collected during the user’s interactions with the system. The two sources provide distinct

perspectives into the state of the system when a fault occurs—the former from an external

and the latter from an internal viewpoint. Further, the two data sources differ fundamentally:

system logs are highly structured, accurate, and contextually close to a developer’s debugging

options; user inputs are often noisy, unstructured (e.g., raw text), and abstract with respect

to low-level execution (e.g., a user may report that the system is slow to respond with no

further information). As the output, Revelio generates a ranked list of top-k debugging

queries that are directly executable on the target debugging framework(s) and highlight the

root cause of the fault.

Figure 4.2 shows Coarsening through mapping root causes to debugging queries generated

by Revelio. Element c in the concrete poset indicates all the incidents in the cloud caused

by a network-related root cause (very coarse). c1 indicates all the incidents in the cloud

caused by a packet loss related issue in the network (coarse). c12 indicates all the incidents in

the cloud caused by a packet loss related issue at a specific link in the network (very fine).

4.2.1 Challenges

Revelio must overcome four key challenges to generate debugging queries. First, it has to

combine and relate diverse and seemingly disparate data inputs. Second, the output space of

queries is highly structured, making it harder than standard multi-label classification where
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Figure 4.2: Revelio as an implementation of Coarsening through Debugging Queries.

each label is independent [BHS07]. This is because all debugging queries for a tool are drawn

from the same language grammar, unlike opaque and independent labels. Third, the space

of potential queries for a given input is large, requiring new techniques to scale to large

distributed systems. Fourth, the model must generalize in a specific sense: if a fault occurs

at one location during training and is debugged with a specific query, then, during testing,

the model must predict the same query with a different parameter if the same fault occurs at

a different location.

4.2.2 Solutions

Challenge 1: Diverse data. We handle diverse data sources by converting each into a vector

and concatenating all vectors to form the system state vector (Figure 4.5). This has two

benefits. First, each data source is normalized for downstream operations in the ML model.

Second, the architecture is extensible: a new data source (e.g., crash reports) can be added

by converting it into a vector (either learned or manually) that is then concatenated with the

existing system state vector.
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Challenge 2: Predicting queries. To generate queries, which can be represented as

abstract syntax trees (ASTs) in the grammar of a tool’s query language, we employ a Graph

Convolutional Network to convert the AST into a query vector. A vector-based representation

is easier to use with the rest of the ML model relative to richer representations such as trees.

During training, given pairs of query and system vectors, we find model parameters that

maximize the probability that these query vectors were predicted from these system vectors.

During inference, given the ML model’s parameters, we find the query that maximizes the

probability of a query vector given the system vector.

Figure 4.3: Overview of Revelio’s factorized, 2-phase approach to generating debugging queries for

root cause diagnosis.

Challenge 3: Scaling to large systems. Revelio has to search over a large space of queries

to output the best query in response to a given input. This search space scales with the

size of the distributed system. To handle this, we exploit modularity and factorize our ML

model into two cascaded components (Figure 4.3). The first uses user reports and system

logs to generate query templates, which are skeleton queries for a particular subsystem with

all numeric parameters left unspecified (e.g., SELECT _ FROM _). The second component

then predicts the corresponding parameters using only the predicted template and system

logs. This approach is motivated by two ideas. First, production faults typically involve

recurring types (based on our study), and can thus be debugged using a small number of
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templates (one per fault type). Second, we assume that system logs sufficiently highlight the

set of potential parameter values and the relative importance of each; user reports are often

abstract and rarely list parameter values (e.g., switch IDs). Modularization thus shrinks the

output space of the first model, simplifying training computationally, regardless of system

scale. It also shrinks the input space of the second model, making it less likely to overfit to

spurious inputs, which in turn improves accuracy and generalizability.

Figure 4.4: Example showing how rank-ordering helps to generalize to faults of the same type at different

locations. After ordering (right), despite the fault location being different, the queue depth order statistics

in testing are correlated with those in training. In contrast, without ordering (left), the unseen fault

location results in queue depth values that are dissimilar from training data.

Challenge 4: Generalizing to new fault locations. Given the scale of production systems,

it is infeasible to rely on training data that captures all possible locations of a given fault

category. Thus, our model should generalize to different locations for fault types seen during

training. To aid with such generalization, we convert concrete switch/function ids in the

system logs into abstract ids based on the rank order per feature (e.g., queue depth). This

allows our models to learn the relevance of a given template or the importance of a particular

subsystem based on a stable property like the subsystem’s rank on a feature rather than a
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volatile property (Figure 4.4), e.g., switch ID. For example, during template prediction, the

model is able to learn about the applicability of a template to the order statistics [Wik21]

of feature values across the system, rather than to the numerical or ordinal values of these

features at specific subsystems. This is important because, if a given fault occurs at two

different locations (both of which warrant the same template), the order statistics of feature

values may be correlated, whereas the specific value assignments definitively will not. Similarly,

for parameter prediction, ordering information is more robust to the addition, deletion, or

restructuring of subsystems.

4.3 Revelio’s ML Model

To enable Revelio’s prediction capabilities, we need to induce a distribution P(Q|R,L) where

Q is a debugging query, R is a user report, and L refers to the system logs (Table 4.1 lists

the model’s variables).

Name Description Example
T Query template SELECT QUEUE_SIZE FROM T WHERE

SWITCH_ID = _
Blanks in template

B {b1, b2, ..., bz} bi = _ in the above example
Query parameters

U {u1, u2, ..., uz} ui = switch ID
R User report “Page is loading slowly”
L System logs OpenTracing and Marple logs

Table 4.1: Variables in Revelio’s ML model. Figure 4.6 lists example input values for each.

Once the parameters of this distribution have been learned by maximum likelihood, the

distribution allows us to predict the query Q that maximizes P(Q|R,L). The required data

is a set of triples ⟨R,L,Q⟩. While the above formulation seems straightforward, it involves

learning a probability distribution over all possible queries and across all tools, which is
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challenging and requires a substantial amount of data. Thus, we instead split up each query

Q into a query template T (e.g., SELECT _ FROM _) and a set of values U (to fill in the

blanks). This lets us factorize the prior distribution as:

P(Q|R,L) = P(T, U |R,L) = P1(T |R,L)P2(U |T,R, L) (4.1)

To simplify our training further, we make an independence assumption on P2 by assuming

that R is not likely to help predict U (as described in § 4.2.2). Thus, we have:

P2(U |T,R, L) = P2(U |T, L) (4.2)

We can further factorize this into a product of distributions over values ui for each blank

bi in the template T :

P2(U = {u1, u2, ..., uz}|T, L) =
∏

i∈[1,z]

P2(ui|bi, T, L) (4.3)

where z is the total number of blanks in the template.

From an inference standpoint, this means we have a 2-phase query generation process: we

first generate a query template and then fill in the blanks with appropriate values using the

system logs (Figure 4.3). We next detail how we model each of the distributions (P1 and

P2), as well as our learning and inference procedures for each.

4.3.1 Predicting Probabilities for Query Templates

Assume the user report R to be in the form of raw text and L to be a vector obtained by

concatenating ordered vectors for each feature (Figure 4.5) extracted from the system logs

(e.g., time-windowed average, min queueing delay). Recall from §4.2.2 that rank ordering per

feature in L enables our model to learn about the order statistics of feature values across
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subsystems, rather than about numerical or ordinal values at specific subsystems (Figure 4.4).

From here, a straightforward way of modeling P1(T |R,L) would be to use a multi-label

classifier with each template T being a different label. However, as discussed in § 4.2.2,

query templates are structured and made up of smaller atomic components (e.g., IF, MAX

statements). In other words, the ASTs of many query templates share common subtrees.

Thus, simply treating each template as an independent output label is wasteful in terms of not

sharing statistical strength.

Therefore, we adopt a different approach to modeling the output templates. In order to

preserve the structural aspects in queries, we represent each template T in the form of an

abstract syntax tree (AST). Each node in the tree is an operator (e.g., SELECT) and the

edges represent how the operators are composed together to form larger trees.

We use a Graph Convolutional Network (GCN) [KW16] to construct a vector represen-

tation vT for each query template’s abstract syntax tree. The GCN updates each node’s

vector representation in the AST by pooling information from all its neighbors and per-

forms this process multiple times, allowing it to combine information from all nodes in the

tree. The GCN outputs a vector for each node in the tree – we take the vector of the root

node vT to represent the tree’s information. In parallel, we use a contextual text encoder

(BERT) [DCL18] to convert the issue report R into a vector vR and pass the log L through a

linear neural network layer to get a vector vL. vR and vL are concatenated and fed through a

non-linear layer followed by a linear layer to get a single vector vS representing the system

state from both internal and external viewpoints. Finally, we use both vS and vT to obtain a

measure for how likely the template T is applicable to the debugging scenario ⟨R,L⟩ (i.e.,

the probability of T given R and L). We then search for a set of neural network parameters

that maximize this score (S) or likelihood. The sequence of operations are summarized as:
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vT = GCN(T )[root]

vR = BERT(R)

vL = Linear(L)

vS = Linear(ReLU([vR; vL; vT ]))

S(T,R, L) = Linear(ReLU([vS; vT ]))

P1(T |R,L) = Softmax(S(T,R, L)) =
S(T,R, L)∑
T ′ S(T ′, R, L)

where [; ] represents a concatenation of two or more vectors and GCN(T )[root] represents

indexing the output of the GCN to get the vector of the root node.

The above operations represent a continuous flow of information through a single DNN

whose parameters θ can be trained through back-propagation and stochastic gradient de-

scent [GBC16]. We use the following maximization objective to learn the parameters:

max
θ

L(θ) =
∑

(T,R,L)∼D

P1(T |R,L) (4.4)

Enumerating all trees T ′ is intractable, so we employ Noise Contrastive Estimation

(NCE) [GH10] and draw m = 2 negative samples to form each T ′ to approximate the

objective.

4.3.2 Predicting Values to Fill Query Templates

Now that we have a method to pick a template T ∗, we must fill in the values for each blank

b in T ∗. Each template implicitly specifies the type of subsystem that is relevant for the

fault at hand. Thus, using the template, we first extract a list of all relevant subsystems

from the system logs L. For each subsystem u in this list, we have a feature vector Lu which
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summarizes all of its logs (Table 4.5). We also include ranking information ranku for each

feature in Lu (e.g., u’s rank in queue depth across all switches). Note that ranks embed

the same information as ordering from § 4.3.1; ordering is not possible here because each Lu

pertains to only one subsystem. We use these features, along with a vector representation of

the blank in the template (described below), to pick the most likely subsystem for the blank.

We feed the template (AST) T ∗ through the same GCN module as in § 4.3.1 and choose

the vector representation for blank b to be the output vector of its corresponding node in the

tree. This allows us to represent the requirements of b using the properties of its neighboring

nodes in the AST. Our goal is to then pick the most suitable subsystem u for the blank, and

return the corresponding system identifier (e.g., IP address or port number). We use similar

operations to those in § 4.3.1 to pick the most likely u to fill b:

vb = GCN(T )[b]

S(u, b, T, L) = Linear(ReLU(Linear(vb;Lu; ranku)))

P2(u|b, T, L) = Softmax(S(u, b, T, L))

where ranku indicates the rank of subsystem u in its subsystem’s logs L, based on the

feature of interest (e.g., rank of a switch, across all switches, on mean queue depth). We then

use an objective similar to Eq. 4.4 to maximize P2 over ground truth data and learn the

model parameters ϕ.

4.3.3 Choosing the Final Queries

Once each of the two models above have been trained, during inference, we find the combination

of query template and query parameters that maximizes the probability that the resulting
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query would result from the given system state vector. This probability in turn is the product

of the two probabilities predicted by each of our models P1 and P2.

Q∗ = (T ∗, U∗) = argmax
T,U

P1(T |R,L)P2(U |T, L) (4.5)

We can also pick the top k most relevant queries, rather than just the single most relevant

one, using the ranking produced by the probabilities above. If |T | × |U | proves to be very

large, we can approximate the above by considering only the top few templates according to

P1(T |R,L).

For all FFN layers in our ranking model, we use two linear layers, each with hidden size

300, along with ReLU non-linearity. The GCN also uses a hidden vector size of 300. We use

the Adam optimizer [KB14] with a learning rate of 0.0001.

4.3.4 Diagrams Illustrating Model Operation/Insights

Figure 4.5 shows an example of generating feature vector from system logs (counter logs from

programmable switches) to input to Revelio. In this example, each P4 programmable switch

in the network logs queue depth counters at each interface’s ingress port and periodically

streams these values to a log collection database.

Figure 4.5: Example illustrating the generation of system log vector L; for simplicity, the example

considers only network logs. Values for each feature (across switches) are first rank ordered, and then the

resulting lists are concatenated to form L.
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We first aggregate these queue depths at each switch by using standard statistical measures

(mean, std. dev., max, quartiles, 90th, 95th, 99th percentiles) to obtain a table as shown in

Figure 4.5. For each of these statistical measures, we append the values to a feature vector

in decreasing order across all switches and note the rank of each switch’s value for that

statistical measure. We then concatenate feature vectors of all statistical measures to form a

feature vector which is used for predicting probabilities of query templates for an incident.

The rankings of each switch for each statistical measure is used later to predict parameters

to fill in the chosen query template. Figure 4.6 shows example values for all variables used in

Revelio.

Figure 4.6: Example inputs for each input variable in Revelio’s model. This example is for a network

(Marple) query. For the query template (T), the entire tree represents the template, while the parameters

to be filled in are shaded in grey.
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4.4 Study of Production Incident Debugging at Anon1

To understand the operation and limitations of debugging tools and workflows in production

distributed systems, we conducted a study at a major SaaS company (Anon1 ). Our analysis

involved 7 services at Anon1 that collectively handle 83 million user requests per day. Across

these services, we examined the debugging process through a developer survey and a manual

analysis of completed debugging tickets over a 4-month time period.

4.4.1 Insights from Debugging Workflows

Developers at Anon1 use a variety of state-of-the-art monitoring tools (e.g., Splunk [Spl21],

Datadog [Dat22b], others [Lig21, New22, Pin21, Ici21]) that continuously analyze system

logs, visualize that data with dashboards, and raise alerts when anomalous or potentially

buggy behavior is detected. Alerts are raised on a given time-series based on either manually-

specified heuristics and thresholds, or standard statistical analysis techniques that compare

recent data to historical baselines [Lig21, TL18, XCZ18, Twi15]. As user or internal reports

are filed, the burden of debugging falls largely to developers. For each report, developers

must (1) filter through the raised alerts (across subsystems) to determine which are worth

investigating and pertain to actual bugs and the issue at hand (vs. false positives), and (2) for

bugs, find the root cause by analyzing the system as a whole. Both steps involve iteratively

analyzing low-level system logs, inspecting prior debugging tickets and the current report

(both written in natural language), and issuing debugging queries (using interfaces that run

atop the same logs used to raise alerts [Gra22, NSN17]). Once a root cause is identified,

a summary of the issue, bug, and debugging process (e.g., investigated subsystems, issued

queries) is documented as a completed ticket.
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4.4.2 Insights from Production Incidents

We manually analyzed all 176 debugging tickets that were created for the aforementioned

services between November 2019 and February 2020. Our analysis involved manually clustering

the tickets according to their root causes (as documented by Anon1 ’s developers). We make

three primary observations from this analysis:

1. A few recurring categories of root causes collectively represent the vast majority (94%)

of bugs.

2. The faults in a given category often manifest at different locations in the distributed

system. For example, numerous “Resource underprovisioning” tickets involve high CPU

loads but pertain to different servers, e.g., gateway vs. storage servers.

3. Identifying the root cause for a fault is time consuming, taking an average of 8.5 hours

(min: 14 min, max: 2.9 days). We found that these lengthy durations are largely

a result of the error-prone nature of root cause analysis: developers at Anon1 must

explore multiple subsystems (5 on avg.) and issue many debugging queries (8 on avg.)

to find the root cause of a problem.

4.4.3 Literature Survey of Incidents

Our analysis and results (as shown in Table 4.2) follow a general taxonomy based on a literature

survey we conducted of publicly reported bugs in production distributed systems. Our survey

includes major outages in large-scale services (e.g., Dropbox [Dro19], Kubernetes [Sal17]),

bugs in cloud services (e.g., Google [SBB10], Facebook [KMB17], Azure [LLM19c]), and

experiences with open source systems (e.g., Cassandra, HDFS [YLZ14a]). Our survey revealed

the following bug categories:

1. System software and configuration faults.
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Root Cause
Category

# of
Tickets

# Unique
Locations

Example Root Cause Average
Diagnosis
Time

Resource under-
provisioning

17 11 Load balancer is consuming all
available memory and starving
other co-located services

293

Component fail-
ures

58 29 3 nodes for a service were down,
leading to queued 400 ERRORs

176

Subsystem mis-
configurations

11 7 Incorrect host mapping configu-
ration in Zookeeper caused fail-
ure, and prevented cluster from
servicing any events

276

Network conges-
tion

5 4 A spike in wide-area traffic
caused unusually low data trans-
fer rates between two cities

725

Network-level
misconfigs

18 10 Instances in a region are point-
ing to a NAT instance with
incorrectly configured security
groups, leading to dropped traf-
fic

92

Subsystem/Source-
code bugs

31 22 Service returning 5xx errors due
to a code change that added a
condition on the availability of
a parent asset ID

1607

Incorrect data ex-
change

26 16 4xx errors were being raised be-
cause the noise classifier service
is sending additional data with
each stock request

417

One-off or un-
known

10 8 278 customer accounts were
inadvertently canceled for un-
known reason

464

Table 4.2: Summary of closed debugging tickets at Anon1 over a 4-month period. Examples have been

partially Anon1ymized and summarize the root causes listed in representative tickets. Debugging times

are in minutes.

• Resource underprovisioning [KMB17, Sal17]: In such bugs (e.g., at Face-

book [KMB17]), the containers or VMs running parts of a distributed system are

allocated insufficient CPU, memory, disk, or network bandwidth.
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• Component failures [FPK07, YLZ14a, DHH18, VM19, Dro19]: Failures

are common at scale, and can result from a faulty physical machine, a bug in the

machine’s hypervisor, or an unduly small amount of memory being allocated to a

particular component.

• Subsystem misconfigurations [YLZ14a, VM19, LLM19c]: Errors in the inter-

nal configuration files for a given subsystem are common, especially given complex

interoperation with other subsystems. Examples include incorrect hostname mappings

that result in improper traffic routing and poorly configured values for timeouts or

maximum connection limits [LLM19c].

2. Network faults.

• Network congestion [KMB17]: Within data centers [KMB17], queues build up at

various network locations (e.g., virtual and physical switches) that connect subsystems,

either due to temporarily increased application traffic (e.g., TCP incast [CGL09]) or

cross traffic.

• Incorrect network configuration [KMB17, YLZ14a, VM19]: Network devices

(e.g., firewalls, NATs, switches) between subsystems that communicate via RPCs

may be incorrectly configured with forward/drop rules. This could cause unintended

forwarding of packets to a destination or incorrect packet dropping.

3. Application logic faults.

• Bugs within subsystems [SBB10, QTS05, LPS08, ABI18, LLQ05, Don17,

Sal17]: Bugs in application logic are prevalent in practice [NM19, AKS18], and

can result in a wide range of system effects. For example, certain bugs arise from

(accidentally) inverted branch conditions that trigger seemingly inconsistent behavior:

an application may traverse an incorrect branch and display incorrect content or

result in a program error. In contrast, certain code changes can trigger performance

degradations, e.g., if unnecessary RPC calls are generated between microservices.
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• Incorrect data exchange formats and values [LLM19c]: Particularly in mi-

croservice settings as in Azure services [LLM19c], bugs can arise if the RPC formats

of the sender and receiver do not match. For instance, a change in the API exposed

by one microservice could result in a bug if its callers are unaware of this change.

Also included in this category are certificate or credential updates that have only

been partially distributed (resulting in access control errors).

4.5 Distributed Systems Debugging Testbed

Developing and testing Revelio requires access to a distributed systems environment

with debugging data and system logs. Industrial systems satisfy these requirements inter-

nally [Jac21, Ora21] but, to our knowledge, no such environment exists for public use. We

instead opt for an extensible in-house testbed (Figure 4.7) that incorporates state-of-the-art

distributed apps, debugging tools, and fault injection. Our testbed is open-sourced and can

be found at https://github.com/debugging-assistant.

Figure 4.7: A slice (2/14 microservices) of our testbed for Sock Shop [Wea17]. Debugging tools and

fault injection are omitted.
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Our testbed embodies the takeaways from our study of Anon1 ’s production incidents,

debugging workflows and literature survey.

4.5.1 Single-machine Emulation of Distibuted Applications

Our testbed considers three open-source distributed web apps: Reddit [red22] (monolithic),

Sock Shop [Wea17] (microservice-based), and Online Boutique [Goo19] (microservice-based).

For each, we use the publicly available source code that was provided by the corresponding

organization and is intended to capture the technologies and architectures they employ in

production. We focus on distributed web applications because they are typically deployed in

end user-facing scenarios. Consequently, we expect that the Mechanical Turk users in our

data collection phase (§ 4.5.5) will be able to more naturally interact with these applications,

leading to more realistic user reports. § 4.5.2 provides additional details for the composition

of each application.

Our goal is to run each application in a distributed and controlled manner, in order

to scale to large workloads and deployments, consider broad sets of realistic distributed

debugging faults, and ultimately generate complete debugging datasets for Revelio. In

addition, we aim for our testbed to be extensible with respect to new applications and

debugging tools. One approach would be to run each application service on VM instances

in the public cloud. However, public cloud offerings typically hide inter-instance network

components (e.g., switches) from users, precluding the use of in-network debugging tools

(§ 4.7).

Instead, we opt for local emulation whereby we run each subsystem (or service) in

a different container on the same machine, and specify the network infrastructure and

connectivity between them. We use Containernet [PKR16], an extension of Mininet [LHM10]

that can coordinate Docker [Doc19] containers, each running on a dedicated core; we assign

a separate core for network operation (i.e., P4 switch simulation). Testbed throughput can

be scaled up by using more physical machines through distributed emulation [Git21].
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We note that a single, well-provisioned (4 cores in our setup) machine is sufficient for the

distributed web applications and workloads that we consider in our evaluation, which do not

stress the network significantly. However, our testbed can be scaled to support applications

with higher throughput demands by making use of additional physical machines; added

resources can be incorporated either with distributed emulation platforms [Git21] or through

the use of faster hardware switches instead of Mininet’s software switches.

Figure 4.8: The topology of our distributed systems testbed for Reddit [red22]. Each P4 switch has a

congestion traffic sender/receiver to emulate different network conditions, and the testbed incorporates

four recent debugging tools and a fault injection service. We illustrate the Sock Shop [Wea17] topology

in Figure 4.7, and note that Online Boutique [Goo19] follows the same architectural patterns.

For each application, we configure its subsystem/service containers into a star topology.

This structure is highly amenable to the broad range of faults we aim to inject (§ 4.5.4). At

the center is a router which is responsible for layer 3 faults (e.g., firewall configuration errors).

Each subsystem is connected to this router via two P4 programmable switches [BDG14a].

We set routing rules to ensure that all subsystems are appropriately reachable. Finally, a

NAT connects the central router to the host machine’s Internet-reachable interface.

Once this configuration is established, we alter the internal app configuration files to

point to the appropriate containers for each subsystem. We use two switches to simplify

network congestion-induced faults for a given subsystem: rather than sending fake traffic over
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the ingress link to the subsystem, we run a dedicated client and server for traffic generation

across the two switches and flood the link one hop away from the subsystem. Figure 4.8

shows the topology of our testbed for Reddit application.

In order to connect our virtualized environment to the outside world, we incorporate a

NAT box which connects the central router to the physical host machine’s Internet-reachable

interface. Finally, to ensure realistic operation, we alter each application’s default data

population script to function in our setting. For example, in the context of Reddit, the

data population script scrapes subreddits, popularity information, and comment chains from

the real Reddit website, and generates fake user account information to mimic that seen in

practice.

Note there are a bunch of options, each with tradeoffs: for instance, could run each app

component on public cloud but this is tricky because we cannot control network between

components. alternatively, we could set up an on-site cluster where each service runs on an

individual machine (or set of machines); this is not portable (we want to release this so others

can use our data but also generate their own data). The public Reddit codebase defaults to

running all subsystems (e.g., application tier, Cassandra, PostgreSQL) on a single machine.

However, in order to scale to larger workloads and deployments, and consider broader sets of

distributed debugging issues and faults, we modified the code base to run in a distributed

manner.

4.5.2 Overview of Applications

Reddit. Reddit [red22] is a popular discussion website whose three-tier backend architecture

is representative of many distributed applications that utilize the monolithic architectural

paradigm. In the front-end tier, HAProxy [hap19] load balances traffic across web servers.

The application tier, implemented using the Pylons framework for Python [pyl19], embeds the

core application program logic and accesses data objects from the storage tier. The storage
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tier consists of three data stores: PostgreSQL [pos19] is mainly used as a key/value store

for objects such as accounts and comments; Cassandra [cas16] is used as a key/value store

for precomputed objects such as comment trees; and Memcache [Dor15] is used for caching

throughout the system. Reddit also uses the RabbitMQ message broker [rab19] to manage

asynchronous writes to the storage layer.

Sock Shop. Developed by Weaveworks, Sock Shop [Wea17] is an e-commerce application

that employs a microservice-based backend architecture. Sock Shop incorporates 14 differ-

ent microservices, including a user-facing Node.js frontend microservice, a shopping cart

management microservice, a catalog microservice, and so on. Each microservice includes

an application server whose logic is implemented in one of a variety of programming lan-

guages (e.g., Java, Go), and select microservices additionally operate an individually-managed

datastore. For instance, separate MongoDB database instances [Inc19] are used for cart

information, processed order transactions, and user profiles, while catalog information is

stored in a MySQL database [Mys21]. As with Reddit, RabbitMQ manages inter-microservice

communication.

Online Boutique. Online Boutique [Goo19] is another microservice-based e-commerce

platform from Google that includes 10 distinct microservices that are implemented in Python,

Go, C#, Java, and JavaScript. Microservices include a frontend HTTP server (implemented in

Go), a payment microservice, a cart microservice, and an ad microservice. Each microservice

operates its own datastore, e.g., the cart microservice stores a user’s to-be-purchased items

in Redis [Red21]. Microservices communicate using the gRPC framework [Env21].

4.5.3 Overview of Debugging Tools

Marple. Marple [NSN17] is a performance query language for network monitoring that

uses SQL-like constructs (e.g., groupby, filter). To operate, Marple assigns each network

switch and packet a unique ID, and supports queries that track 1) per-packet and per-
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switch queuing delays, and 2) user-defined aggregation functions across packets. In our

implementation, switches log queue depths that each arriving packet encounters, and the

packet’s 5-tuple (src/dest ip addresses, src/dest ports, and protocol). This is sufficient to

track queueing information and high-level statistics such as packet counts. We write queries

in Marple to capture and track these values, and then use Marple’s compiler to generate P4

programs [BDG14a] that can run directly on our emulated switches. Switches stream query

results to a data collection server running on the same host machine for further analysis.

tcpdump. tcpdump [Tcp22] is an end-host network stack inspector which analyzes all

incoming and outgoing packets across all of the host’s network interfaces. tcpdump’s

command line interface supports querying in the form of packet content filtering (e.g.,

by hostname, packet type, checksum, etc.), which can be applied at runtime or offline. In our

implementation, tcpdump is configured to collect all network packet information in a pcap

file, and filters are applied offline.

Jaeger. Uber’s Jaeger framework [Jae21] is an end-to-end distributed systems tracing system

which, like its predecessors Dapper [SBB10] and Zipkin [Zip22], implements distributed

tracing according to the OpenTracing specification [Ope22b]. With Jaeger, developers embed

tracepoints directly into their system source code (or RPC monitoring proxies [Grp21]) and

specify custom state (e.g., variable values) to log at each one. By aggregating tracepoint

and timing information, Jaeger provides distributed context propagation so developers can

understand how data values and control state flows across time and subsystems. We modified

each application’s source code (application tier for Reddit, and each microservice frontent for

Sock Shop and Online Boutique) to include tracepoints for each function accessed during

HTTP response generation. As per the examples provided by OpenTracing [Ope22b], at

each tracepoint, we log the accessed variables, function execution duration, and any thrown

exceptions. During execution, all tracepoint information is sent to a Jaeger aggregation server

running on the same host machine for subsequent querying.

74



cAdvisor. Google’s cAdvisor framework [Goo21] profiles the resource utilization of individual

containers. To do so, cAdvisor runs in a dedicated container, which coordinates with a Docker

daemon running on the same machine to get a listing of all active containers to profile (and

the process ids that each owns). With this information, caAvisor uses the Linux cgroups

kernel feature to extract resource utilization information for each container. We use cAdvisor’s

default configuration, in which the following values are reported every 1 second: instantaneous

CPU usage, memory usage, and disk read/write throughput, and cumulative number of page

faults. Resource usage information collected by cAdvisor is dynamically sent to a custom

logging server running on the same host machine for subsequent querying.

We integrate the above debugging tools into our testbed the following way:

1. Marple [NSN17] is a performance query language for network monitoring that uses

SQL-like constructs (e.g., groupby, filter) to support queries that track 1) per-packet

and per-switch queuing delays, and 2) user-defined aggregation functions across packets.

2. tcpdump [Tcp22] is an end-host network stack inspector which analyzes all packets

flowing through the host’s network interfaces, and supports querying via packet content

filtering (e.g., by hostname).

3. Uber’s Jaeger [Jae21] is a distributed systems tracer which follows the OpenTracing

specification [Ope22b]. Developers embed tracepoints into system source code to log

custom state, and then aggregate tracepoint and timing information to understand

data/control flows across time and subsystems.

4. Google’s cAdvisor [Goo21] profiles the resource utilization of individual containers,

logging the following per second: instantaneous CPU usage, memory usage, disk

throughput, and total page faults.

Note that these tools represent only part of the state-of-the-art for network and distributed

systems monitoring; our setup is amenable to others [KMB17, FPK07, App21].
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4.5.4 Fault Injection Service

To create data from realistic debugging scenarios, we created an automatic fault injection

service. We note that our goal is not necessarily to match the system scale at which production

faults were reported, but instead to evoke the user reports, system log patterns, and queries

that correspond to the reported fault categories. Further, while our survey and study at

Anon1 revealed a relatively small set of common fault categories, others can arise; our fault

injection service can be easily extended to incorporate new bugs. Our service is guided by

our literature survey of production faults and our findings at Anon1 (§ 4.4.2). Specifically,

we incorporate faults that cover all of the observed categories, and match the ratios across

categories with the data from Anon1 (Table 4.2). These categories cover the observable

performance (i.e., increased response times) and functionality (i.e., missing or inconsistent

content, crashes) issues for the apps we consider. Table 4.3 lists the faults we inject.

Our fault injector operates differently per fault class. For network or system configuration

faults, we use Mininet and Docker commands to bring down a subsystem, start a congestion

generator, change a service’s provisioned resource values, or inject a firewall/routing rule at

the router. Application logic faults require modified source code. In each container pertaining

to an application’s service logic, we include a script that takes in a fault instruction and

replaces the appropriate source code with a version embedding the fault, and restarts the

application.

4.5.5 Dataset Collection using AWS MTurk

To extract system logs, user reports, and debugging queries from our testbed, we conducted a

large-scale data collection experiment on Amazon Mechanical Turk. For each application, we

set up an EC2 instance per fault that we consider (Table 4.4). Each instance runs the entire

testbed for that application, with the associated fault injected into it. Application data is

collected using scripts included in each application repository. All instances for an app were
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Fault Type Number
of Faults

Example

Resource underprovi-
sioning

15 Reducting the CPU quota

for the docker container running PostgreSQL
Component failures 15 Take down container for a given microservice
Subsystem misconfigu-
rations

12 Incorrectly configure hostname of a database

Network congestion 13 Generate significant network
cross-traffic between hosts for different mi-
croservice

Network-level miscon-
figurations

16 Incorrect firewall rules at routers to drop

or forward packets on an incorrect interface
Subsystem/Source-
code bugs

16 Negated if condition resulting in different ex-
ecution path

Incorrect data ex-
change

15 Alter function signature within

a microservice, triggering argument violations

Table 4.3: Overview of faults injected into our distributed systems testbed. Numbers listed are for Sock

Shop[Wea17].

populated with the same content, generated using an app-provided script, e.g., content for

Reddit was scraped from the real Reddit website, and includes multiple subreddits, each with

roughly 10 posts and user profiles.

Metric Reddit Sock Shop Online Boutique
# of Unique Faults 76 102 80
# of Unique Queries 118 320 269

Query Vocabulary Size 60 136 122
Report Vocabulary Size 1040 1327 1258

Table 4.4: Summary of debugging queries and user reports collected through AWS MTurk experiment.
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Our experiment supported only “master” Turk users, and each was only allowed to

participate once per fault+application pair. Each user was assigned to a specific instance/fault

at random, and was presented with a UI that pointed to the corresponding instance’s frontend

web server. Users were asked to perform multiple tasks within each app, including loading

the homepage, clicking on item pages or user profiles, adding comments, and adding items

to their carts. Prior to the experiment, users were shown example page loads (to ensure

familiarity).

Figure 4.9: User Interface of our MTurk experiment presented to users for data collection.

Figure 4.9 shows the user interface of our MTurk experiment that users interact with.

The left half of the UI has instructions for users on what to do in the experiment and an

image of what a successful webpage load of an application looks like. The right half of the UI

contains the UI for the applications hosted our testbed (e.g., a reddit user page). By using

the left half of the UI as reference, users can decide if the actual application load looks any

different and they report their observations in the textbox provided on top of the UI and also

select some drop-down choices that indicate objective feedback in addition to the natural

language observations.
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Marple Jaeger cAdvisor
Packet count # of accessed variables CPU utilization
Queue depth Duration of execution Memory utilization

N/A # of exceptions thrown Disk throughput

Table 4.5: Metrics in system logs. Marple, Jaeger, and cAdvisor metrics are recorded per-switch,

per-function, and per-container; tcpdump is omitted for space.

During each experiment, the standard system logs for each testbed tool were collected on

the instance (complete list shown in Table 4.5. We condense and featurize the time-series

data for each metric using standard statistics, e.g., min, max, avg. User reports were paired

with the associated system logs. We allowed up to 5 concurrent users per instance, and

system logs reflect the interactions of all concurrent users. To complete our dataset, for each

fault, we generate a debugging query with the appropriate tool that sufficiently highlights the

root cause. This query is intended to represent the result of a past (successful) debugging

experience. Table 4.4 summarizes our dataset, and Table 4.6 lists examples of user reports.

User report text
there is nothing on the page, it is empty, nothing to click on
‘you broke reddit’ with the cartoon showed up
Page took forever to load. Sat at the gray screen for almost a minute, entirely too
long..
I clicked to expand for comments, and page went away and defaulted to a grey
screen.. No Page
‘Funny 500 Page Message 8’ message below that. Blank otherwise. . Page does not
include any usernames

Table 4.6: Examples of text in user reports collected from Mechanical Turk participants.
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4.6 Evaluation of Revelio

Methodology. We divided the dataset collected from our MTurk experiment for each

application into: 53% for training revelio’s ML models, 13% for validation to pick the best

performing ML models, and 34% for testing the chosen models. We further divided our

testing data into two test sets, test_generalize and test_repeat. test_generalize evaluates

Revelio’s ability to generalize to new locations for previously seen fault types, and includes

only data for faults that have matching query templates in the training data, but different

parameters. test_repeat evaluates Revelio’s ability to suggest relevant queries for repeat

faults, and includes only data for faults that have matching query templates and parameters

in the training data. All results test the best observed model from the validation set on the

test sets. We evaluate Revelio primarily using two metrics: 1) rank of the correct query

(i.e., the query which most directly highlights the root cause) among the ordered list of the

model’s predicted queries, and 2) top-k accuracy, defined as the presence of the correct query

in the top-k predictions.

4.6.1 Revelio’s Performance on Repeat Faults

For each fault in test_repeat set, we measured the rank of the correct query in Revelio’s

predictions. As shown in Figure 4.10, for 80% of the Reddit test samples, Revelio assigns a

rank of 1 to the correct query. Further, for 96% of the Reddit test cases, the correct query is

in the top 3 predicted queries. Performance is similar for Sock Shop, with the correct query

being in the top 3 100% of the time.

4.6.2 Revelio’s Performance on New Faults

Figure 4.11 shows results for the more challenging scenario of new fault locations for repeat

fault types (i.e., test_generalize). As shown, Revelio consistently predicts the correct query:
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Figure 4.10: Cumulative distribution (per app) of the rank of the correct query over our test set of

repeat faults.

Revelio’s model assigns a rank of 1 to the correct query 60% and 85% of the time for Reddit

and Sock Shop. For both apps, the correct query was always in the top-5 predictions.

Figure 4.11: Cumulative distribution (per app) of the rank of the correct query over our test set of

previously unseen faults.

4.6.3 Understanding Revelio’s Performance

Importance of user reports.. By default, Revelio’s model accepts both natural language

user reports and quantitative system logs. To understand the importance of considering

user reports in query generation, we evaluated a version of Revelio that excludes user

reports from its input set; note that system logs cannot be excluded as they are required for

parameter prediction. As shown in Table 4.7, Revelio significantly benefits from having

access to both inputs. For example, on test_generalize, the average rank of the correct query

is 1.97 and 2.29 with and without user reports.
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Scenario test_repeat test_generalize
User report+system logs 1.33 (100%) 1.97 (100%)

Only user report 4.70 (<1%) 75 (<1%)
Only system logs 1.86 (100%) 2.29 (90.2%)

Table 4.7: Impact of different input sources on Revelio’s performance. Results list avg rank (% in

top-5) and are for Reddit.

Model test_repeat test_generalize
Revelio 1.33 (100%) 1.97 (100%)

Revelio _monolithic 17.5 (15.1%) 22.4 (18.5%)
Revelio _no_rank_order 1.29 (100%) N/A

Revelio _classifier 2.41 (88.7%) 2.69 (86.9%)

Table 4.8: Comparison with simpler ML approaches. Results list avg rank (% in top-5) for Reddit.

Simpler ML approaches.. To understand the importance of Revelio’s design (§ 4.3),

we compared it with the following variants: 1) Revelio_monolithic uses a single model to

output a fully-formed query, 2) Revelio_no_rank_order eliminates the rank ordering of

features in Revelio’s models, and 3) Revelio _classifier uses a multi-label classifier to

select query templates rather than employing a GCN to construct a vector representation of

each template’s AST. Table 4.8 lists our results which highlight three points. First, Revelio

outperforms Revelio_monolithic on both test sets, highlighting the importance of factorization

in terms of simplifying (both computationally and statistically) query prediction, particularly

for generalization. Second, by rank ordering feature values, Revelio achieves an average rank

of 1.97 for test_generalize; in contrast, Revelio_no_rank_order is fundamentally unable to

predict templates and parameters (and thus, queries) for repeat fault types in new locations.

Third, Revelio’s improved performance over Revelio _classifier illustrates the importance

of extracting semantic information about query structure (which a classifier cannot).
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Removed Feature test_repeat test_generalize
Packet count 2.14 (100%) 7.93 (80.4%)

Queueing delay 2.27 (96.1%) 2.51 (92.4%)
Variable count 1.67 (96.1%) 3.54 (71.7%)

Duration of execution 7.29 (88.2%) 4.11 (89.1%)
CPU utilization 1.65 (96.1%) 4.37 (83.7%)

Memory utilization 1.75 (100%) 2.50 (88.0%)

Table 4.9: Revelio’s performance when metrics from system logs are selectively removed. Removed

Marple, Jaeger, and cAdvisor features are shown in blue, red, and grey, respectively. Results list avg rank

(% in top-5) and are for Reddit.

System log analysis. To understand the relative importance of each metric in the system

logs, we evaluated a variety of Revelio models that were trained with each log feature

removed, in turn (Table 4.9). As shown, removing the per-switch packet counts from the

network logs led to the largest accuracy degradation, with a drop in average rank from 1.97

to 7.93 (for test_generalize). Importantly, removing each considered feature led to marginal

degradations in Revelio’s performance, highlighting their utility.

Figure 4.12: Comparing the average rank for single-tool and multi-tool versions of Revelio. Results

are for Reddit.

83



Multi-tool vs. single-tool models. We performed another ablation study where we

compare Revelio when training and testing on logs from each tool together (multi-tool

model), and in isolation (single-tool model). For each isolated tool, we prune the training,

validation, test_repeat, and test_generalize sets to include only faults pertaining to that tool.

Figure 4.12 shows that the per-tool models achieve better average ranks than the combined

(default) model. The reason is that focusing on one tool allows Revelio to predict templates

and parameters from a smaller space. However, Revelio pays only a small cost for operating

across debugging tools: the average rank in the combined model is only 33% higher than the

best per-tool model. This is key to Revelio’s ability to alleviate the burden of determining

which tool to use for a particular scenario.

Figure 4.13: Top-5 query accuracy when training Revelio on random subsets of the data. Results are

for Reddit.

Data and training costs. Training Revelio (using per-sample loss propagation) took 55

minutes in our experiments, roughly evenly split across the template and parameter prediction

models. However, due to computational or security restrictions, organizations may be unable

to train on all of the available debugging data, e.g., Anon1 archives years of the debugging

data that Revelio requires. Figure 4.13 shows that Revelio’s accuracy remains relatively

stable as the training dataset shrinks: with only 60% of training data, top-5 accuracy drops

to 92% and 82% for the test_repeat and (harder) test_generalize test sets, respectively.
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4.6.4 Developer Study

To evaluate Revelio’s ability to accelerate end-to-end root cause diagnosis, we used our

testbed (§ 4.5) to conduct a developer study. Developers were presented with the testbed’s

tools and logs, both with and without Revelio, and were tasked with diagnosing the root

cause of multiple high-level user reports. In summary, developers with access to Revelio

were able to correctly identify 90% of the root causes (compared to 60% without Revelio),

and did so 72% faster.

Setup and methodology. Our study involved 20 PhD students and postdoctoral researchers

in systems and networking. All participants brought their own laptops, but debugging tasks

were performed inside a provided VM for uniformity. Prior to the study, the authors delivered

a 5-hour tutorial explaining the testbed and Sock Shop UI/code base; the study only involved

Sock Shop to ease the developers’ ability to become intimately familiar with the application

to debug. For each tool (Marple, Jaeger, cAdvisor, tcpdump, Revelio), we described its

logs, query language, and interface. Developers were given 1 hour to experiment with the

testbed and resolve any questions.

During the study, developers were presented with a series of six debugging scenarios: 2

in-network faults for routing errors and congestion (targeting Marple), 2 system configuration

faults for resource underprovisioning and component failures (targeting cAdvisor), and 2

application logic faults for branch condition and RPC errors (targeting Jaeger); we exclude

end-host network faults due to time constraints. For each fault type, developers were randomly

assigned to debug one fault using only the testbed’s tools, and one also using Revelio.

Ordering of the faults and tool assignments was randomized across participants to ensure a

fair comparison.

For each fault, developers were presented with 1) a user report, 2) system logs for all

testbed tools collected during the faulty run, and 3) the faulty testbed code. Developers

were given 30 mins to diagnose each fault and provide a short qualitative description of the
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Figure 4.14: Summary of time saved in debugging each fault in our developer study. Bars represent

average time spent across all developers who correctly identified the root cause.

root cause. For example, a routing configuration error that disconnected Cassandra could

be successfully reported as “Cassandra could not receive any network packets, leading to

missing page content.” When a developer believed she had found the root cause, she informed

the paper authors who verified its correctness. If incorrect, the developer was told to keep

debugging until a correct diagnosis was generated, or 30 mins elapsed. Developers were

unrestricted in their debugging methodologies, e.g., they were not required to use queries,

though most did. Without Revelio, developers had to generate any query they wished to

issue on their own; with Revelio, developers could generate queries or use the 5 suggested

by Revelio.

Revelio’s impact on root cause diagnosis. The results of our developer study were

promising and suggest that Revelio can be an effective addition to state-of-the-art debugging

frameworks in terms of accelerating root cause diagnosis. Across all of the faults, Revelio

increased the fraction of developers who could correctly diagnose the faults within the given

time frame from 60% to 90%. Further, as shown in Figure 4.14, Revelio sped up the average

root cause diagnosis time by 72% (∼14 minutes) in cases where the developers were able to

report the correct root cause.
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After the study, we asked each developer qualitative questions about their experience

with Revelio. The most commonly reported benefit of Revelio was in shrinking the set of

tools and queries that a developer had to consider. The primary gripe was with respect to

Revelio’s UI, which is admittedly unpolished. Most importantly, the response to "Would

you prefer to use existing systems and networking debugging tools with Revelio?", was “yes”

for all 20 participants.

4.7 Related Work

4.7.1 Debugging Tools for Distributed Systems

There exist dozens of powerful logging and querying tools for distributed systems [MRF15,

SPB16, SBB10, MF18, FPK07, KMB17], networks [HHJ14, NAR16, NSN17, MYG16, TAL15,

TAL16, Tcp22], and end-host stacks [GNU22, ANC00, NM19, FB88, KM08, LGN08, VNN13,

GBF99, KL88]. However, two limitations exist. First, these tools are not coordinated and lack

context about system-wide debugging. Thus, the cognitive burden of deciding which tools to

use, when, and how falls on developers. Revelio interoperates with these tools and alleviates

this burden by automatically predicting helpful debugging queries. Second, these tools ignore

natural language inputs, despite them containing debugging insights [PJN13, GMK16].

4.7.2 Leveraging Natural Language Data Sources

Program debugging: NetSieve [PJN13] uses NLP to parse network tickets by generating a list

of keywords and using a domain-specific ontology model to extract ticket summaries from

those keywords; summaries highlight potential problems and fixes. While NetSieve automates

parsing, much manual effort is still required in (1) offline construction of an ontology model,

and (2) determining what constitutes a keyword. In contrast, Revelio’s models learn

automatically from data, with minimal manual effort, and generate queries for root cause

87



diagnosis rather than potential fixes from a restricted set of actions. Net2Text [BDV18]

translates English queries into SQL queries, issues those queries, summarizes the results, and

translates them back into natural language for easy interpretation. Revelio, instead, ingests

high-level user issues and system logs; the unstructured and abstract nature of this input

makes Revelio’s problem harder than Net2Text’s.

Program analysis and synthesis: NLP techniques have been utilized in multiple aspects of

software development [Ern17]. Examples include detecting operations with incompatible vari-

able types [HCE15] and converting natural language comments into assertions [GGE16]. More

recently, NLP has also been used in code generation by converting developer-specified require-

ments in natural language to structured output in the forms of regular expressions [LND16],

Bash programs [LWZ18], API sequences [GZZ16], and queries in DSLs [DGH16]. Though

these projects show the potential to extract meaning from natural language debugging data,

they are limited to ingesting a single stream of data from a single subsystem. In contrast,

Revelio combines and extracts meaning from varied input forms to construct structured

queries.
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CHAPTER 5

Automated Root-Cause Labelling

This chapter provides an overview of a joint work [DBJ23] with Chetan Bansal, Gopinath

Jayagopal, Richie Costleigh, Suman Nath and Xuchao Zhang. As mentioned in § 1.3, existing

practice is to manually label postmortems with a single root-cause based on an ad hoc

taxonomy of root-cause tags. However, the manual process is error-prone and a single

root-cause is inadequate to capture all contributing factors behind an incident, and ad hoc

taxonomies fail to capture the diverse categories of root-causes, wasting rich treasure troves of

debugging insights. We investigate the problem of automatically labelling all the contributing

factors behind incident.

Specifically, we address this problem with a three-pronged approach. First, we conduct

a large scale multi-year analysis of 2000+ incidents from 450+ services in Microsoft Azure

to understand all contributing factors which caused the incidents. Second, based on the

empirical study, we propose a novel hierarchical and comprehensive taxonomy of potential

contributing factors which cause the production incidents. Lastly, we develop a centralized

automated tool that can assist humans in the labelling process to abstract the details of

root-causes into tags that are consumable. To the best of our knowledge, this is the largest

and most comprehensive study of production incident postmortem reports yet.
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5.1 Incident Postmortem Reports

One effective approach to discover and resolve existing reliability risks [GMK16] is to aggregate

root-causes of past incidents based on their postmortem reports to uncover common problem

areas, trends, patterns, and risks (e.g., identify the most common root-causes in the last

year). Similarly, bucketing past incidents based on their root-causes can enable on-call

engineers (OCEs) to quickly retrieve and learn common mitigation strategies for a given

root-cause category. However, postmortems are commonly written in natural language with

little structure. This makes the tasks of aggregating or bucketing past reports challenging,

especially at a large-scale.

Figure 5.1: Redacted example of an inident postmortem report from a service in Microsoft Azure.

Figure 5.1 shows an example of a redacted postmortem report of a production incident

in one of many Microsoft Azure services. Postmortem reports are treasure troves of rich

debugging insights. They have detailed descriptions of incidents like symptoms, what root

causes were found, steps taken to mitigate the incident, etc. In Microsoft Azure, specifically,

engineers are required to prepare and answer atleast 5 questions that start with a ‘why’

to better understand the incident and it’s debugging workflow. We will use Post Incident

Reports (PIRs) interchangeably with incident postmortem reports from here on.
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5.2 Overview - Root Cause Labelling

Root cause labelling of incident postmortem reports enables quick and accurate aggregation

of and retrieval from a large collection of postmortems solely based on their root-cause tags.

Figure 5.2 shows postmortems written by engineers from across a cloud’s services, which can

be analyzed by owners/managers with the help of root cause labelling. Such analysis can

help identify top root causes causing high impact incidents, the trends of root causes over

time to identify potential vulnerabilities and to inform strategic investments into improving

the reliability of a cloud.

Figure 5.2: Labelling incident postmortem reports documented by several engineers in a cloud enables

owners to extract insights with meaningful analyses.

Figure 5.3 shows Coarsening through mapping contributing factors of incidents to root

cause labels from ARTS taxonomy assigned by AutoARTS. Element c in the concrete

poset indicates all the incidents in the cloud caused by a authentication-related contributing

factor (very coarse). c1 indicates all the incidents in the cloud caused by a certificate related

authentication issue in the cloud (coarse). c12 indicates all the incidents in the cloud caused

by an expired certificate (very fine).
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Figure 5.3: AutoARTS as an implementation of Coarsening through root cause labels from ARTS

taxonomy.

5.2.1 Challenges

We analyze a sample of ≈ 1.7M root cause analyses in Microsoft Azure, across all its services,

to understand root cause labelling of PIRs. We found the following challenges:

Existing taxonomies, although designed by domain experts, are not comprehensive

enough. This is due to the lack of a comprehensive study of root causes, many potential

root cause categories are missed or not anticipated when a taxonomy is designed. As an

implication of this, a PIR author may not find a suitable predefined root cause tag to describe

the current incident. In our sample of root cause analyses, ≈ 20% incidents are labelled as

‘Other’ and ≈ 58% are labelled with categories containing ‘Other’ (e.g., ‘Network - Other’),

implying that their root causes are not covered or only partially covered by the existing

taxonomies. Such ‘Other‘ tags are not useful in the aforementioned root cause aggregation

and retrieval tasks.

Existing manual root cause labelling process is expensive and error-prone. Root

cause label of an incident is often determined based on its PIR and incident report. These
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documents are usually long (4542 words per incident in our sample) and complex (on average,

≈ 9 engineers engaged in discussion exchanging 20 comments). Thoroughly understanding

these long documents to identify all contributing factors behind an incident, and then selecting

from predefined root cause labels that represent the factors, is a nontrivial task.

Even when the root cause is understood, PIR authors may make mistakes in choosing

the correct tag. This can happen due to multiple factors. Existing taxonomies at Microsoft

are flat long lists, making it difficult to navigate through them and to pick the right tags.

Moreover, many individuals are involved in the root cause analysis efforts. For example,

we observe 34K distinct individuals involved in a sample of 600K PIRs in Microsoft. This

large number of individuals are likely to have varying degrees of expertise and different

interpretations of root cause tags. This is further exacerbated by ambiguous or confusing

tags in the taxonomy (e.g., ‘Network’ and ‘Datacenter - Network’). All these factors can

contribute to inconsistent and/or inaccurate labels. We manually examined a small sample

of 1241 PIRs and found that 29% of the assigned tags are incorrect.

Compact, comprehensive, granular taxonomy design. Postmortems need to be labelled

with a well-defined taxonomy of root cause tags; otherwise, the same root-cause may be

tagged differently in different postmortems authored by different teams, hindering aggregation

analysis across different teams. A well-designed taxonomy for a large-scale cloud system such

as Microsoft Azure should achieve a sweet spot between two competing objectives: it should

be comprehensive enough to cover the myriad of potential root-causes, yet compact enough

for the OCEs to navigate and use easily. Moreover, it should be fine-grained enough to be

useful for surfacing actionable insights across many services.

Designing such as taxonomy is non-trivial. Several recent works analyzed production

incidents and proposed taxonomies to capture their root-causes. However, most of these

efforts focus on specific root-cause categories such as software bugs[LLL16, GDQ18, CDJ19,

ZYJ21a, CLP14, LLM19d] and hence their taxonomies are not comprehensive enough (e.g.,

to capture hardware failures). Several other efforts consider multiple types of root-causes,
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but instead of a large-scale cloud system, they consider specific services or systems such as

big-data systems[YLZ14b], business data processing platform[DKI14] and a specific cloud

service[GSB22, GMK16]. Moreover, existing taxonomies are not fine-grained enough to

represent all root-causes we observe in Azure incidents.

Labelling postmortems at-scale.. The current practice is to do this manually—an

individual (OCE) carefully studies lengthy incident and post-incident reports, identifies the

root-cause, and selects a representative tag from a taxonomy that is usually a long flat list of

tags. Like all manual efforts, the process is error-prone. Moreover, tags can be inconsistent

across incidents—at Microsoft, root-causing is conducted by tens of thousands of OCEs with

varying degrees of expertise and different interpretations of root-cause tags.

5.2.2 Solutions

First, we manually analyze 2000+ high impact production incidents in 468 services in

Microsoft Azure. Unlike previous empirical analysis of production incidents[GDQ18, CDJ19,

ZYJ21a, CLP14, DNS22, LLM19d, DKI14, GMK16, YLZ14b], our analysis aims to identify

not only a single root-cause, but all factors contributing to the incidents. The analysis took

more than four person-years and it has so far identified 346 distinct root-cause categories

spanning all aspects of a production service including hardware and software, infrastructure

and application, software code and configuration, and so on. To the best of our knowledge,

this is the most comprehensive empirical analysis of production incidents in cloud systems, in

terms of the scale of incidents and affected services, the depth of analysis, and the diversity

of root-causes.

Second, we propose a comprehensive taxonomy called Azure Reliability Tagging System

(ARTS), that organizes the root-cause categories identified in the above analysis. For ease-of-

use, the taxonomy is hierarchically organized and each leaf node represents a root-cause tag

describing a factor contributing to an incident. We believe that the root-causes will apply to
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other cloud services as well and hence we make the taxonomy available for other researchers

and practitioners at https://AutoARTS-rca-taxonomy.github.io/.

Finally, to avoid manual errors and inconsistencies while assigning a tag to a postmortem,

we develop a tool called AutoARTS. At the core of AutoARTS are ML-based algorithms

that can assist a human in the labelling process with two important tasks (Figure 5.4).

First, it uses a multi-label classification technique to automatically analyze an incident’s

postmortem (written in natural language) and to identify multiple contributing factors and

their representative tags from our proposed taxonomy. Second, it can produce a short text

snippet (from the postmortem) that captures important context explaining the factors. The

snippet enables a human to easily review the selected tags without reading lengthy incident

reports or postmortems. We present how we adapt existing ML techniques for this purpose.

Post-Incident Report
Cleaning

Authoring

Code Config

BugChange Latent
Hierarchical Root-Cause Taxonomy

Pegasus

Taxonomy 
Graph Encoder

Text Encoder

HiAGM

Root-Cause Tags
Authoring.Code.Bug.Change

Architecture.SPOF.Config

Context
A recent code change in 
service X caused …

Label-w
ise

Attention

Context Extraction

Hierarchical Rootcause Classification

Figure 5.4: Overview of our Context Extraction and Hierarchical Root-cause Classification using Post-

Incident reports.

5.3 Analysis of Production Incidents at Microsoft Azure

There exists several empirical studies of production incidents in large-scale cloud sys-

tems [GDQ18, CDJ19, ZYJ21b, DNS22, CLP14, LLM19d, DKI14, GMK16, YLZ14b]. We

have two goals that differentiate our study from them. First, we do not restrict our analysis to
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a limited set of root cause categories (e.g., software bugs [LLL16, GDQ18, CDJ19, ZYJ21b,

CLP14, LLM19d]) or specific services/platforms (e.g., big-data systems [YLZ14b]). Second,

for each incident, we try to identify not a single root cause, but all factors contributing to the

incidents. These two goals enable us to identify a wide-range of contributing factors behind

incidents happening in large number of services/platforms.

5.3.1 Manual Analysis of High-Impact Incidents

We analyze 2051 high-impact incidents in 468 Microsoft Azure services. We carefully analyze

each incident by carefully reading and understanding its incident report and PIR, the

discussion comments, and even the work items (e.g., bug fix, system upgrade) that are created

due to the incident. When something is not clear, we reach out to the incident owners to

clarify. As a part of the analysis, we not only identify the contributing factors causing the

incident but also extract text snippets or context from the incident and PIR which helps

explain and justify the identified root cause tag for future reference and validation. Every

week, we peer review a randomly selected subset of incidents to help us refine our collective

understanding of tag usage, promote learning and improve accuracy.

If we identify a new category of root causes, which is not covered by existing tags, we then

propose new tags which are internally reviewed before getting introduced to the taxonomy.

For any tag in the taxonomy, we also provide it’s description in natural language for future

reference. This data lives in an internal database which can be easily joined with incident

databases and visualization reports are created for easy data analysis based on various pivots

such as contributing factors, services, incident impact, etc. We also meet with the engineering

teams on a weekly basis, and review our data both for accuracy and to share insights that

result in reliability improvements.

The above process needs significant manual effort. Since 2020, we have analyzed 2051

incidents in 468 Azure services with a team of 2-4 members.
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Category Description Frequency TTM
(Hrs)

Detection Issues related to detecting problems be-
fore they affect production

61% 50

Authoring Issues in authoring artifacts like code, con-
fig, troubleshooting guides, etc.

50% 58

Dependency Issues in a dependency the ser-
vice has, most typically another service
but can also be some things where a bound-
ary between teams is present

37% 16

Architecture Issues in how the service is architected and
likely where any work to fix would require
changes to the architecture of the service

20% 33

Deployment Issues related to deployment of code or config 20% 27
Process Any issue caused by human errors, a flawed

process or the lack of a process
18% 123

Load Any issue caused by the service not being
able to handle changes in load

14% 13

Auth An authentication or authorization related is-
sue

7% 21

Performance An issue that caused excess latency 6% 16
Datacenter Events (hardware, installations, power inter-

ruption, etc.) in the datacenter
4% 70

Table 5.1: High-level root cause categories from ARTS taxonomy with their descriptions, frequency of

occurrence in our analysis and mean Time-To-Mitigate (TTM) for incidents caused by their sub-categories.

5.3.2 Findings from Empirical Analysis of Incidents

Finding 1. Incidents are often caused by multiple contributing factors working together

instead of an isolated root cause.

This is contrary to prior work [GSB22, LLM19d, GHL14, GHS16] that focus on identifying

a single root cause per incident. Consider, for example, a real incident where a service became

unavailable after a single customer continuously pushed a load that was 60x greater than what

the service was scaled to handle. The original PIR author chose the root cause label “Service
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– Load Threshold.” This itself is not an inaccurate root cause when forced to pick only one

cause. However, there are many more factors involved in this incident: (1) there was an

inrush of load from a single customer, (2) there was a lack of throttling on the customer end

as well as the service end, (3) increased load significantly increased CPU and heap usage and

thread count at the server, which lead to failed requests with exceptions, (4) the exception

handling didn’t release some resources that were allocated by the failed requests, leading

to resource leaks, (5) there were no automated watchdogs to detect early symptoms of the

outage (or resource leaks), and (6) the team was unable to access their own metrics during

the outage since the metrics were collocated with the service. In contrast, our analysis of the

incident identifies all these factors and the corresponding tags in our taxonomy.
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Figure 5.5: Distribution of incidents across number of distinct contributing factors (shown until 10

factors).

Figure 5.5 shows the distribution of the number of contributing factors behind each

incident. As shown, over 75% of incidents have been caused by more than one contributing

factors. And, more than 50% of the incidents have 4 or more contributing factors. On average,

each incident has ≈ 3.6 factors. This reaffirms the need for holistically analyzing the incidents

to understand all the contributing factors.

The presence of multiple contributing factors per incident has important implications. On

one hand, identifying the possibility of such incidents before deployment to production with

integration and end-to-end tests is challenging since testing needs to be performed in the
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presence of multiple potential contributing factors (e.g., high load and no throttling and no

monitoring of early symptoms). On the other hand, preventing such an incident does not

always require addressing all the causal factors, but only one (or a small subset) of them. For

example, the aforementioned incident could have been prevented by using proper throttling

mechanism, or by fixing the resource leak bug, or by having monitors that can restart the

service on early symptoms of resource leaks. This insight presents a unique opportunity to

fix the incidents (by addressing the easiest causal factor); but it requires identification of all

the causal factors (as we do) instead of identifying a single root cause.

Finding 2. A wide-variety of factors contribute to production incidents.

Our analysis identified a wide range of factors, including hardware, software, code bugs,

underlying infrastructure to external dependency issues, configuration errors, deployment

issues, and so on. Specifically, we have identified 346 root cause categories (i.e., contributing

factors) for the 2051 incidents we analyzed. Table 5.1 shows the high-level root cause

categories, each of which contains many finer-grained subcategories. The full list of categories

and their respective frequencies observed in our analysis can be found in https://AutoARTS-

rca-taxonomy.github.io. This contrasts our study with prior works that focus on a small

set of root causes such as code bugs [LLL16, GDQ18, CDJ19, ZYJ21b, CLP14, LLM19d].
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Figure 5.6: Average number of incidents successfully tagged until a new root cause tag is introduced

across quarters.

Finding 3. New root-cause categories keep appearing over time.
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As software and hardware systems evolve, novel root causes appear to contribute to their

incidents. For example, when a service migrates to a containerized environment, its incidents

may be caused by container-related factors. Similarly, when a service takes a new external

dependency, it may start experiencing incidents caused by factors related to the failures of the

new dependency. We analyze incidents in the same timeline as they appear and we create root

cause categories incrementally—we create a new category only if none of the existing ones

can precisely represent a new root cause. We observe that even though many common root

cause categories (e.g., code bugs) appear in early incidents that we analyze, a few categories

appear only in much later incidents (e.g., those happening two years after the first incident

we analyzed). Figure 5.6 shows how often such new categories appear in our analysis. As

shown, even after 1.5 years, new root cause categories appear, albeit with a smaller rate (i.e.,

we can tag higher number of incidents successfully before we need to introduce a new root

cause category). The fact that novel root cause categories keep appearing implies that root

cause labelling needs to be a continuous process to identify (and take actions on) emerging

root cause categories. This calls for an automated solution.

Finding 4. Lack of monitoring (i.e., observability) is the most common factor behind

incidents.

Table 5.1 shows the distribution of various contributing factors behind the incidents we

analyzed (only high-level factors are shown). As shown, Detection is the most common

contributing factor leading to outages. Detection related issues represent missing observability

signals that prevent us from detecting early symptoms of problems, many of which could

have been avoided, e.g., by rebooting the service, if their early symptoms were detected.

We also analyzed finer-grained contributing factors from ARTS taxonomy. Table 5.2 shows

distributions of the top ten contributing factors (a contributing factor X.Y.Z means factor

Z is a specific case of factor Y, which is a specific case of factor X). As shown, Missing

Alerts, which is a specific case of Monitoring, which is a specific case of Detection, is the most

common contributing factor. Insufficient telemetry captured from services is also a major
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Contributing Factor Frequency
Detection.Monitoring.MissingAlert 34%

Authoring.Code.Bug.Change 25%
Detection.Monitoring.InsufficientTelemetry 18%
Detection.Validation.MissingTestCoverage 17%
Detection.Monitoring.CodeDeployment.

InsufficientHealthSignal 9%

Authoring.Documentation.
NoOrInsufficientTSG 9%

Architecture.SinglePointOfFailure 8%
Authoring.Code.Bug.Latent 7%

Detection.Monitoring.Synthetic 6%
Deployment.Mitigation.ManualTouch 5%

Table 5.2: Distribution of top 10 most frequent contributing factors in our analysis from the ARTS

taxonomy.

contributing factor which also prevents from deploying automated alerts. An organizational

policy on collecting key telemetry and defining automated watchdogs informed by this

aggregate analysis can mitigate incidents (or severity) in the future.

We also analyze the most frequently co-occurring root causes to identify the pairs that

jointly cause incidents. The two most frequent pairs are “Authoring.Code.Bug.Change" &

“Detection.Monitoring.MissingAlert" (15%) and “Authoring.Code.Bug.Change" & “Detec-

tion.Validation.MissingTestCoverage" (11%). This aligns with our experience that many

production incidents are caused by buggy code changes that are deployed without proper

monitoring and testing.

Finding 5. Incidents caused by deployment and datacenter related issues are the most time

consuming to mitigate.

In incident management, TTM is defined as the time elapsed between the start of the

incident and when its customer impact was completely resolved. The higher the TTM, the

more the customer impact and dissatisfaction. From Table 5.1, we can see that incidents
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caused by Process and Datacenter related root causes have the highest mean TTM. Process

related incidents have a high TTM because these incidents are caused by human errors and

lack of standard operating procedures which result in non-trivial hard-to-resolve issues (e.g.,

accidental deletion of a database). Datacenter related incidents are caused primarily due to

hardware failures which are quite complex given that there are multiple layers of capacity

buffers all of which need to fail before an incident is caused by hardware issues.

5.4 ARTS Root Cause Taxonomy

We organize the root cause categories identified in our empirical study as a taxonomy of

reliability tags that can be used to label PIRs of incidents.

Design goals. We have the following design goals in designing the taxonomy. First, the

taxonomy should be comprehensive enough to capture not only the primary root causes of

past incidents in Azure, but also other (secondary) contributing factors. Second, in order to

avoid having a taxonomy too large to be easily used in practice, the taxonomy should be

sufficient and it should include only the root causes found in past incidents. This implies

that the taxonomy is continuously and organically grown to include new categories as they

are discovered. Third, the tags should be unambiguous, to enable high-quality annotations.

Finally, the taxonomy is organized hierarchically, for ease of labelling and updates.

We achieve the goals with a novel taxonomy called ARTS (Azure Reliability Tagging

System) taxonomy. This taxonomy is built on top of the root cause categories identified

by our empirical analysis described before. Figure 5.7 shows a portion of the hierarchical

ARTS taxonomy expanded due to space constraints. We open source the taxonomy, with all

tags and their descriptions, at https://AutoARTS-rca-taxonomy.github.io. We believe our

open-source effort will foster future research and allow practitioners use our taxonomy. Even

though the ARTS taxonomy is developed based on incidents in Azure, we believe that its

categories are general enough to be used in any large-scale cloud system.
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Figure 5.7: ARTS taxonomy visualized with partially expanded root cause categories. Left end of an

edge indicates the parent root cause category and the right end indicates finer subcategory within the

parent.

We start with a small number of tags representing orthogonal categories of themes (such

as datacenter issues and authentication issues) and grow it horizontally to include new themes

and vertically to include more specific sub-themes as new incidents are analyzed and existing

themes/sub-themes deem inadequate. We have established a continuous feedback loop based

process for building the ARTS taxonomy and tagging of new incidents on an ongoing basis.

For ease-of-use, we organize the ARTS taxonomy hierarchically, by grouping related

sub-themes under one common theme. Currently it consists of four levels and contains 346

root cause categories identified from our empirical analysis. The top level consists of ten

broad themes (shown in Table 5.1), each of which consists of multiple sub-themes. There are

346 leaf nodes, each representing a root cause tag with the name obtained by concatenating
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the names of the path from the root to the leaf node. For example, the root cause of “a

gap in pre-production detection due to missing integration tests” is represented with the

tag “Detection.IntegrationTest.Missing" in which “Missing” is the most precise leaf-level

tag. The hierarchical taxonomy naturally distinguishes between problem spaces at different

granularities. In this example, if the root cause is that the integration tests existed but were

skipped somehow, that representative tag would have the leaf-level tag “NotRun” instead of

“Missing”.

As mentioned, the taxonomy is grown as new root causes are identified in newly analyzed

incidents. Figure 5.6 shows how the taxonomy has been growing over time, with the y-axis

showing the average number of incidents analyzed until a new tag needed to be introduced

in ARTS. A larger value indicates better stability of the taxonomy: many incidents can be

analyzed with existing tags. As shown, over time, the taxonomy can be seen becoming stable.

Specifically, in the most recent quarter, only one new tag needed to be introduced after

analyzing ≈ 20 incidents (i.e., after using ≈ 70 existing tags) on average. We hope to see

significantly more stability in coming months.

5.5 AutoARTS’s ML Models

We developed an automated tool called AutoARTS that can assist a human in the labelling

process of a PIR with two important tasks. First, AutoARTS uses a multi-label classification

technique to automatically analyze an incident’s PIR (written in natural language) and to

identify all contributing factors and their representative ARTS tags. Second, AutoARTS

can produce a short text snippet (from the PIR) that captures important context explaining

the factors. The snippet enables a human to easily review the selected tags without reading

lengthy incident reports or PIRs. We now describe how AutoARTS uses ML techniques and

the ARTS taxonomy to achieve the above. Figure 5.4 shows the architecture and components

of AutoARTS.
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5.5.1 Identifying Root Cause Labels from the ARTS Taxonomy

AutoARTS uses multi-label text classification to classify a PIR into a set of ARTS labels.

One key challenge we face is that conventional multi-label text classification algorithms that

treat each class as opaque and independent, require sufficient labelled data for each class to

achieve good accuracy. However, even though we have a collection of labelled data, many of

the fine-grained labels (i.e., ARTS contributing factors) contain very few labelled samples

(i.e., PIRs). Specifically, 68% of the labels from ARTS taxonomy have fewer than 10 labelled

samples from our dataset, which is adversarial to classification accuracy.

To address this, we leverage the hierarchical relationships between root cause labels in the

taxonomy using Graph Convolutional Networks [KW16]. This enables transfer of knowledge

from the categories with adequate labels to categories with few labels (§ 5.6.3). In particular,

we apply a hierarchical text classification model called HiAGM [ZML20]. Contrary to the

conventional multi-label text classification methods that disregard the holistic label structure

for correlational features, we attempt to fully utilize the relationships between the text features

and labels, as well as inter-label dependencies. As an example, the “Authoring.Code.Change"

label only has 13 samples, making training difficult. However, by modeling the root cause

taxonomy as a graph, we can transfer knowledge from the “Authoring.Code.Bug" label, which

has 733 samples, to “Authoring.Code.Change" since they share the features of their same

parent root cause label, “Authoring.Code".

Given a Post-Incident report x = (w1, w2, . . . , wn) with n tokens, the sequence of token

embedding is initially fed into a bidirectional GRU neural network [CGC14] to extract text

contextual features. Following the GRU model, multiple CNN layers are employed to generate

the n-gram features. The top-k max pooling layer is then applied to obtain the overall text

representation S ∈ Rn×dc that highlights the key information, where n is the top-k output

dimension of CNN layers and dc represents the embedding dimension.

105



To model the ARTS taxonomy, we formulate the taxonomic hierarchy as a directed acyclic

graph G = {V,Et, Eb}, where V refers to the set of label nodes. Et and Eb represent the

top-down and bottom-up hierarchy paths respectively. To encode the hierarchy graph, a

GCN-based hierarchy encoder [KW16], Hierarchy-GCN, is used to aggregate data flows

within the top-down, bottom-up and self-loop edges based on the associated neighborhood of

each node. The GCN-based graph encoder adapts the convolution concept from images to

graphs, in which the graph convolutional operator can effectively convolve the multi-order

neighborhood information by forming multiple propagation steps during the forward pass. For

each node, the feature information is aggregated by the node feature from all the neighbors,

including the node itself, to leverage the graph structure of label taxonomy.

Next, we aggregate the features of texts and labels together using a label-wise attention

mechanism [YYD16]. Specifically, the attention αkj, which indicates how informative the

j-th text feature is for the k-th label, is calculated as follows:

αkj =
esjh

T
k∑n

j=1 e
sjhT

k

, (5.1)

where sj is the j-th text feature of the root cause input and hk represents the k-th node in

the label hierarchy. The label-aligned text feature vk =
∑n

i=1 αkisi for the k-th label is then

obtained and fed into a classifier for hierarchical label prediction.

Finally, we flatten the label hierarchy by treating all nodes as leaf nodes for multi-label

classification, regardless of whether a node is a leaf or an internal node. A binary cross-entropy

loss function is employed to train the model using the ground truth and predicted sigmoid

score for each label. In additional, a recursive regularization for the parameters of the final

fully connected layer is used to encourage classes nearby in the hierarchy to share similar

model parameters.

Lr =
∑
i∈C

∑
j∈child(i)

1

2
∥wi − wj∥2, (5.2)

where the node j is the child of node i in the label hierarchy.

106



5.5.2 Extracting Root Cause Context from Postmortems

The objective of context extraction is to extract key text snippets from a given Post-

Incident Report (PIR) for on-call engineers to reason the contributing factors of an incident

without reading the complete lengthy report. Many text summarization techniques exist.

Abstractive summarization, where summaries may contain generated sentences, is not a good

fit for us since our goal is to select and highlight existing texts in the PIR, as is done by

extractive summarization. However, existing language models such as BERT [DCL18] and

XLNet [YDY19] are trained on large corpuses such as Wikipedia articles, etc., where the

syntax and semantics of the language used is quite different from what is observed in PIRs

due to domain-specific usage of words (e.g., ‘Fabric’ in networking terminology vs clothing)

and different vocabulary. Moreover, existing extractive summarization models are trained on

and their traditional usage in summarizing text documents, which is different from context

extraction from PIRs. We therefore finetune an existing model called Pegasus [ZZS20] with

our labelled data (from § 5.3.1).

In Pegasus, important sentences are removed or masked from an input text and are

generated together as one output sequence from the other remaining sentences, similar

to an extractive summary. Hence, Pegasus is amenable for context extraction from PIRs,

because we can mask the key sentences identified in our analysis § 5.3.1 to finetune the

model parameters. Using the standard Transformer encoder-decoder, Pegasus model is

pre-trained on two enormous text corpora: 1) Colossal and Cleaned version of Common

Crawl (C4) [RSR20], which comprises of text from 350 million web pages with a size of 750

gigabytes; 2) HugeNews [ZZS20], a dataset of 1.5 billion news articles gathered from 2013 to

2019. Similar to MLM tasks for predicting masked tokens, a new pre-training task called

Gap Sentences Generation (GSG), is applied to fill the masked sentences. Three different

strategies are applied for selecting m gap sentences without replacement from a document.

The first method is to uniformly select m sentences at random, whereas the second strategy is

to simply select the first m sentences. The aforementioned two strategies are combined with
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the Principal strategy, in which top-m scored sentences are chosen based on their significance

as measured by rouge score [Lin04] without the selected sentence. Formally, the score si of

the i-th sentence xi can be expressed as follows:

si = rouge
(
xi, D \ {xi}

)
, (5.3)

where the D is the set of all the sentences in the document and rouge function is a

commonly employed metric for evaluating how good an automatically produced summary

against a reference summary.

Even though Pegasus has been pre-trained on massive datasets, it is not trained to

generate context from root cause descriptions in software engineering domain. To completely

comprehend the context extraction task in our domain, we utilize the human-labeled context

to further fine-tune the Pegasus model as a sequence-to-sequence task.

The root cause of this monitor alert was that a lot of subscriptions 
could not deploy VMs on indiacentral region. 
… … (omit 132 words)
This problem occurred because the traffic that was re routed to 
AZSM could not be handled. This problem occurred on 
indiacentral prod b and indiacentral prod b. As part of increasing 
inventory we have introduced news sets of AMD clusters. The 
AZSM services on these clusters still needed some configuration 
and build out related processed to be completed. Hence these 
clusters stamps could not handled the traffic re routed to them. 
The traffic was routed as part of default behavior. We are going to 
change this. The Fabricator clusters started taking tenant traffic 
even though their corresponding Az SM clusters weren’t ready. 
This was done as part of flighting on Broad clusters. India Central 
was one of the region for this flighting. We did not anticipate a 
case where new build out clusters would not be able to take the 
new traffic. This was detected as part of the API failure monitor. 
We will be working on adding more robust feature specific 
monitoring and more strict rollout to not encounter this failure 
again.

Figure 5.8: Context extraction from a redacted PIR. Green sentences are extracted by both our model

and human expert, red are extracted by model only and blue are extracted by human only.

Figure 5.8 illustrates an example of context extraction from a PIR report consisting of 328

words. The human-labeled context is shown in blue and green, whereas the context extracted
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from Pegasus is shown in the green and red. This example shows that ≈50% tokens can be

filtered, which can considerably enhance the efficiency with which on-call engineers read the

PIR report.

5.6 Evaluation of AutoARTS

To empirically, evaluate the performance of AutoARTS, we use the labelled dataset from

our manual analysis (§ 5.3.1).

5.6.1 Methodology

Dataset. Our dataset consists of 1120 PIRs that are expert-annotated with ARTS root

cause tags and contextual sentences to justify them. We use stratified sampling to divide this

dataset into train(72%) and validation(8%) splits to train and tune the hyperparameters of

different models and test(20%) split to report the results with the trained models.

Data Pre-processing. We found that engineers often included various types of data such

as debugging queries issued on logs, error messages, stack traces, screenshots, etc., in PIRs

(also identified in [SBK21]). These add significant noise to the vocabulary of the language

processed by NLP models, without contributing to performance. We carefully remove such

noise with regular-expression based filters and only select alphabetic text for our evaluation.

For experiments in § 5.6.2, we also use the NLTK [Bir06] library to remove stop-words and

extract stems of words to construct vocabulary.

Evaluation Metrics. For root cause classification, we use micro-F1 score to analyze

performance across different incidents with multiple labels. We also use weighted-F1 score

to analyze performance across different classes since our dataset is imbalanced as shown in

Table 5.1.
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For context extraction, we use ROUGE (Recall-Oriented Understudy of Gisting Evalu-

ation) [Lin04] and BLEU (Bi-Lingual Evaluation Understudy) [PRW02] scores to evaluate

the similarity of extracted context against the ground truth. Rouge-N score is based on the

percentage (higher the better) of N-grams from the ground truth that are present in the

extracted context. BLEU-N score indicates the percentage of N-grams from the extracted

context that are present in the ground truth. Rouge-L F1-score is based on the longest

common subsequence (not necessarily consecutive) between the extracted context and target

context.

5.6.2 Featurization

Sophisticated DL language models impose constraints on input sequence length (e.g., 512

tokens for BERT [DCL18]). The limit is much smaller than our preprocessed PIRs (avg.

length of ≈ 1900 words) and hence we cannot train DL models with the entire PIRs. However,

a PIR is organized into multiple sections and not all sections are equally important for root

cause classification. We therefore conduct an ablation study by featurizing each section in

the PIR into Bag-of-Words encodings and classify them to top-level root cause categories

using a Random Forest classifier.

Section Micro-F1 Weighted-F1
Whole PIR 0.55 0.40

Title 0.53 0.45
Summary 0.47 0.46
RC-Details 0.52 0.45

5-Whys 0.54 0.40
Discussion 0.53 0.40
Mitigation 0.47 0.40

RC-Details + 5-Whys 0.56 0.42

Table 5.3: Study on the utility of different PIR sections in top-level root cause classification using

Random Forests.
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Table 5.3 highlights that “root cause details” and “5-Whys” sections achieve better micro-

F1(1.8% higher) and weighted-F1 (5% higher) scores compared to using the whole PIR. These

sections capture information relevant to root cause classification and by only using them, we

minimize sequence length to meet constraints imposed by DL models.

5.6.3 AutoARTS’s Performance on Root Cause Labelling

Table 5.4 compares the level-3 root cause classification performance of our trained HiAGM

model against a flattened version of our hierarchical taxonomy (HiAGM_Flat), where we

remove parent-child relationships between different root causes in the taxonomy and consider

all the root causes tags to be opaque and independent of each other.

Model Micro-F1 Weighted-F1 Precision Recall
HiAGM 83.16 89.63 71.17 100.00

HiAGM_Flat 45.40 68.66 65.61 74.11
BERT_MLC 42.29 46.85 43.63 53.26

Table 5.4: Performance of HiAGM compared to using flattened root cause taxonomy (HiAGM_Flat)

and a finetuned-BERT based multilabel classifier (BERT_MLC).

We also compare HiAGM against a multi-label classifier (BERT_MLC) with the flattened

version of the taxonomy using finetuned BERT [DCL18] model to encode the PIR text.

We observe that HiAGM performs significantly better (31% higher weighted-F1 measure)

than HiAGM_Flat indicating the utility of GCN to leverage neighboring relationships

between root causes and the need for root cause taxonomies to be hierarchical. HiAGM

performs significantly better (91% higher weighted-F1 measure) than BERT_MLC along

with HiAGM_Flat (47% higher weighted-F1 measure), demonstrating no utility in finetuning

existing language models on PIRs.
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5.6.4 AutoARTS’s Performance on Context Extraction

Using the train and validation splits of the dataset, we finetune Pegasus for 15 epochs and

T5 (3 Billion parameters) [RSR20] for 7 epochs and report the results on the test set.

Model ROUGE BLEU
Rouge-1 Rouge-2 Rouge-L BLEU BLEU-1 BLEU-2 BLEU-3

Pegasus - (P) 32.55 18.72 24.30 9.61 18.03 10.31 8.93
Pegasus - (F) 45.46 35.65 38.43 24.60 32.19 24.98 23.41

T5 - (P) 34.38 23.31 28.03 10.06 15.68 10.83 9.43
T5 - (F) 41.63 33.86 35.76 23.81 29.81 24.10 22.70

BERT-cased - (P) 40.05 27.03 31.01 18.62 28.43 18.95 16.83
BERT-cased - (F) 40.08 27.35 31.20 18.80 28.32 19.03 16.95

BERT-uncased - (P) 39.52 26.58 30.74 17.63 27.47 17.98 15.89
BERT-uncased - (F) 39.92 27.44 31.57 18.64 28.08 18.91 16.90

Table 5.5: Performance of Pegasus and T5 models. (P) indicates Pre-trained versions and (F) indicates

fine-tuned versions. We also present performance of unsupervised clustering based approach for extractive

summarization using BERT.

Table 5.5 compares the performance of finetuned Pegasus model against baseline ap-

proaches using T5 and clustering-based extractive summarization [Mil19] using BERT. We

can clearly see that our finetuned Pegasus model achieves the highest performance across

various ROUGE and BLEU metrics. We observe a significant (58.15%) improvement in

Rouge-L score as a result of finetuning Pegasus, because pre-trained version of Pegasus is

trained on significantly different domains of language such as news articles, etc., and is

trained to summarize them, which is different from context extraction. We also observe a

7.6% increase in ROUGE-L score compared to the finetuned-T5 model, because Pegasus

extracts sequences of text from the PIR as opposed to T5 which generates new sequences of

words, which might not represent the content present in the PIR which is where engineers

derive their context from. Finetuned-Pegasus performs significantly higher (21.73%) than

unsupervised clustering based summarization approaches using finetuned-BERT, because

summary of the PIR doesn’t represent the context.
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5.6.5 User Study

To evaluate the utility of AutoARTS, we randomly sampled 10 example incidents and the

tool’s generated contexts, the corresponding root cause categories and presented them to one

of the leads that developed the ARTS taxonomy (by studying PIRs). These were examples

that were tagged by them in the past that are not used for training any of our models. The

goal of this study is to understand, for each example: (Q1) How useful the generated context

is in identifying all the contributing factors that they identified, (Q2) If the generated context

has extra details that are not useful for identifying contributing factors (to evaluate the

succinctness of our generated contexts), (Q3) Whether the generated context can help them

identify any new contributing factor that they have not identified previously (to evaluate

the generalization of the model’s outputs beyond accidental False Negatives in ground-truth)

and (Q4) Whether the tool missed the most important contributing factors (to evaluate the

importance of False Negatives).

Metric Response Description
(Q1) Usefulness of generated context to iden-
tify contributing factors

4.6/5 1 - Not useful at all, 5 -
Very useful

(Q2) # Contexts generated with unnecessary
details

0/10 No unnecessary details in
generated contexts

(Q3) # New Rootcauses from generated con-
texts

2 False negatives identified
by AutoARTS

(Q4) # Examples with a crucial Rootcause
tag missing in classification

7/10 Crucial contributing fac-
tor missing from predic-
tions

Table 5.6: Quantitative user feedback from an expert over the effectiveness of AutoARTS across

context generation and root cause classification tasks over a randomly chosen set of 10 incidents.

Although we quantitatively evaluated the syntactic similarity of generated contexts to

the ground truth, the developer study helps us understand if they are semantically similar

and ultimately usable by a human (OCE). Similarly for Root cause classification task, the
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relative severity of each individual contributing factor is not identifiable from ground truth

(no ranking). Q4 helps us understand if the predicted contributing factors miss any crucial

tag from the ARTS taxonomy.

We quantify response to Q1 on a Likert scale of 1 to 5, where 1 meant ’not useful at all’

and 5 meant ’Very useful’. Q2-Q4 were answered as a binary Yes/No, by providing clarifying

responses wherever necessary for sanity check. Table 5.6 shows the utility of the tool based

on the subject’s responses to Q1-Q4. We find from the study that the contexts generated by

the tool are extremely useful in identifying all the contributing factors and they are succinct

enough without presenting additional information that is not useful in identifying contributing

factors. In addition to this, we also found that our tool helped the subject find 2 new root

cause tags that should have been assigned to these incidents in the past, highlighting the

difficulty in manually sifting through postmortem reports to identify contributing factors.

At the end of the experiment, the subject was asked to answer on a scale of 1-5 (5 being

very useful, 1 being not useful at all), indicating the overall usefulness of our tool to assist

them in their task based on the 10 examples. The subject rated our tool ‘above 4.5’. In

addition to this, the subject’s verbatim feedback on our tool — ‘This tool is very useful

from context generator perspective for the root cause classification task. From the

Tags perspective, if we had 4th level for just code change related tags this is very

useful for change management standards team. Need to fix the dependency tags

related logic as it’s defaulting to “Data Bricks”. Over all I am very happy with

this tool’ — highlights the utility of our context generation and the lapses in automated

root cause classification. The imbalance in tag distribution over our training set resulted in

misclassifying incidents with tags that do not have sufficient supporting training samples.

Overall, the feedback indicates the promise for deploying the tool for practical use in assisting

engineers by providing enough context from PIRs to assign root cause tags from ARTS

taxonomy.
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5.7 Related Work

5.7.1 Root-cause analysis of past incidents

Root-cause analysis of incidents and outages and defining taxonomies to capture their

root-causes has been a popular topic of study in the software engineering and systems

community. We find that prior work can be categorized into two major buckets. The

first category of prior work focuses on specific type of production issues such as software

bugs[LLL16, GDQ18, CDJ19, ZYJ21a, CLP14, LLM19d] or network issues [GMK16]. The

other category focuses on specific services or systems such as big-data systems[YLZ14b],

business data processing platform[DKI14] and a specific cloud service[GSB22]. In contrast,

we consider a large-scale cloud system consisting of many hundreds of services and all types

of failures including hardware and software, infrastructure and application, software code and

configuration, and so on. Prior work that propose solutions to simplify the task of identifying

root-cause of a failure [SBN21, DNS22] are orthogonal to our focus.

5.7.2 Text summarization & root-cause classification

Text summarization [SKR21] is the task of rewriting a long document into a condensed

form while retaining its essential meaning. The most revalent paradigms for summarization

are extractive and abstractive based approaches. When generating summaries, abstractive

summarization approaches [XZW22] are typically considered as a sequence-to-sequence

learning problem [NZG16, SLM17, PXS17], whereas extractive summarization methods

[GDR18, ZLC20] extract key sentences as summary directly from the text. In our context

extraction task, we not only to condense the postmortem context, but also to extract essential

descriptions covering different root-cause factors.

Prior work focused on diagnosing different kinds of incidents such as, Rex [MBK20]

diagnoses misconfigurations using syntax trees, DeepAnalyze [SBN21] identifies culprit frame
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in WER crash stack traces. Orca [BKM18] identifies buggy commits using differential code

analysis and provenance tracking. SoftNER [SBK21] analyzes postmortem reports to extract

entities. To the best of our knowledge we are the first to classify incident postmortems into

an extensive high-granularity taxonomy.
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CHAPTER 6

Coarse Causal Reasoning in Telemetry

This chapter provides an overview of a joint work with Vikramank Singh, Zhengchun Liu,

Murali Narayanaswamy and Tim Kraska. As mentioned in § 1.3, existing practice is to

manually reason telemetry across different teams to diagnose the root cause of a performance

degradation in large scale distributed systems. However, engineers’ domain expertise over

large-scale services is narrow due to modularity and existing causal discovery techniques

cannot scale to production-scale telemetry due to computational complexity and to the large

and dynamic execution state of distributed systems due to missing confounders.

Specifically, we address this problem by presenting a domain-agnostic featurization

technique that enables leveraging wide range of telemetry. We then use scalable anomaly

detection over the telemetry as a proxy to the execution states of the distributed system

to enable causal discovery across the telemetry to assist engineers in root cause analysis.

Contrary to traditional method of defining a causal model and running causal inference

atop the model, we dynamically discover causal models from anomalous runs due to the

aforementioned challenges. To the best of our knowledge, our approach is able to identify the

largest number of cause-effect relationships from production telemetry.

6.1 Causal Discovery for Root Cause Analysis

One effective approach to reason performance degradations in a distributed system is to

identify cause-effect relationships [ICM22, GLD21] for an engineer to diagnose the root cause
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of an incident. A causal model is a directed graph, where each edge indicates a cause-effect

relationship between the source and the destination respectively. This can enable on-call

engineers (OCEs) to quickly identify the root cause and take mitigative actions to restore

normal performance in the service. Note that, today engineers have an approximation of

bits and piece of this causal model based on their scope of operation in a large-scale services

distributed as microservices.

6.2 Overview - Reasoning Slow Queries in Anon2

To reason events in a system when an incident is detected, engineers instrument their service

code with logging frameworks. In production services like Anon2 hundreds of metrics capture

different aspects of a query execution during run time. These, when tied together with an

engineer’s hard-won experience can help diagnose the root cause of an incident (e.g., why

a query is slow). When analyzing an incident for it’s root cause, engineers manually sift

through the plethora of logs to identify “suspicious” metrics based on their own narrow and

unstructured domain-expertise over the database service (e.g., CPU usage is typically 30%

but it is 90% during the incident). They hypothesize a possible root cause that led to these

symptoms and validate it. If it is valid, the investigation is concluded, the findings are

reported and any useful mitigation/resolution steps are taken to prevent it from recurring.

On the other hand, if their hypothesis is invalid, they use this information to rule out certain

root causes and iterate this process until they find a valid root cause hypothesis.

6.2.1 Challenges

Limited Domain-Expertise. Engineers are limited by their narrow domain-expertise

over system behavior due to modularity and hence, define simplistic alert rules (e.g.,

Avg5mins(CPU) > 60%) over a small set of telemetry which without additional context

cannot help in root cause diagnosis and result in false alerts which are cognitively burdening
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to investigate. This also results in stale rules due to high-risk in potentially missing an

incident due to removal of an alert rule by another engineer.

Telemetry Scale and Granularity. Production telemetry captures hundreds of metrics

and the size of outputs from anomaly detection and clustering techniques quickly exceed a

handful to meaningfully assist engineers in root cause analysis. Telemetry is also reported

at various granularity (e.g., Disk usage at machine-level, CPU usage at segment-level, etc.)

whose cardinality varies across queries due to execution of varying number of segments across

varying number of machines.

Dynamic Cause-Effects. Causal inference techniques rely on a graphical model that

capture cause-effect relationships between various telemetry. This graphical model is large

(in width and depth) and existing causal discovery methods are prohibitively expensive to

discover it. Moreover, this graph is highly dynamic due to missing confounders from telemetry

due to control flow branching (results of ’If’ conditions in code), system-level events, etc.

For these reasons, causal discovery methods cannot identify graphical models that capture

cause-effect relationships between telemetry in large-scale production services.

To better understand these woes, consider an example from Anon2. An ML-based

predictor determines whether an incoming query is ‘short’ or ‘long’ for the workload manager

to enqueue the query into an appropriate queue for execution with a set time-out duration.

Due to a mis-prediction from this model, a ‘long’ query can be put into a ‘short’ query

acceleration queue and suffer from queueing delays. The telemetry captures the queueing

time, ML model prediction but whether the prediction is correct/wrong is not captured.

There can be a variety of other reasons that cause high queueing time (e.g., workload size,

long queries). For a causal discovery method to identify that the ML model can cause high

queueing delays only during a misprediction is non-trivial as this information is missing. On

the other hand, telemetry consists of several other instances of query execution where (a)

there is no cause-effect relationship (queueing affected due to other reasons), (b) there is

a positive cause-effect relationship (correct prediction), (c) there is a negative cause-effect
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relationship (misprediction) and (d) there is a flipped cause-effect relationship between the

two variables (if the ML model relies on current queuing delays for a prediction). This

example also highlights the need to leverage available telemetry as no resource (e.g., CPU,

I/O) is overloaded and even if queuing delay is used in existing tools, it is unclear why the

queuing delay is high for root cause analysis. When a set of engineers manually built a graph

that captures cause-effect relationships between telemetry, the ML prediction is not included

in the graph demonstrating the limitations of a narrow domain-expertise.

6.3 Limitations of Causal Discovery

To understand the resource and time usage of causal discovery methods, we created synthetic

datasets across varying number of normally distributed random variables and samples. For

each random variable in the synthetic datasets, we randomly choose a distinct mean (µ) from

a large range (10x the number of variables) and a standard deviation (σ) to sample values

from a normal distribution with (µ, σ). For each such dataset with V random variables and S

samples, our goal is to measure the execution time of a causal discovery algorithm to identify

all the causal dependencies between the random variables.

We chose PC algorithm with Fisher’s z-test as the conditional independence test imple-

mented in an open-source python library. We use a machine with 32 physical CPU cores

and 64GB RAM running a Linux operating system for the experiment. We set a 24 hour

duration as the time out for experiments. Table 6.1 shows execution times of causal discovery

on datasets with V ranging from [10, 750] and S ranging from [1k, 50M ]. Though these

datasets are randomly generated, they can potentially be correlated and the causal discovery

algorithms can discovery correlations or potentially causal dependencies between variables.

As shown in Table 6.1, causal discovery methods cannot scale to the scale of production

telemetry (that is beyond 750 features) from millions of queries.
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Number of Queries Size of Telemetry

10 50 100 250 500 750
1000 .03s .44s 5.88s 5.85m 1.34hr T/O
10000 .02s .57s 9.77s 37m 4.67hr T/O
100000 .02s .77s 10.82s 2.5hr T/O T/O
1000000 .13s 1.6s 24.01s 15.78hr T/O T/O
10000000 1.26s 7.7s 74.76s T/O T/O T/O
25000000 3.12s 17.32s 60.23s T/O T/O T/O
50000000 6.31s 39.42s T/O T/O T/O T/O

Table 6.1: Time-To-Finish for Causal Discovery on a controlled synthetic dataset using the PC algorithm

on a 32 core machine with a 24hr timeout.

6.4 PerfRCA

We design PerfRCA, as shown in Figure 6.1 to enable causal discovery between telemetry to

assist engineers in root cause analysis of slow queries in Anon2. Our principal hypothesis is

that anomaly detection or clustering based approaches for root cause analysis of performance

degradation in large-scale production systems are cognitively burdening on engineers due to

the volume of telemetry. For example, for an engineer to reason 30 anomalous metrics out of

900 metrics is non-trivial and sometimes prohibitive due to the modular nature of service

development where only a handful engineers can reason a certain metric from components

developed by them. To address this issue and other practical challenges that arise in large-

scale systems, PerfRCA outputs causal relationships between production-scale telemetry

relevant for diagnosing the root cause of a slow query.

To do this, PerfRCA employs offline learning to learn a knowledge base of causal

graphs between various subsets of production telemetry and leverages this knowledge base to

present the engineer with the appropriate causal graph in an online fashion. As discussed in

the challenges, existing causal discovery methods neither scale to the volume of production
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Figure 6.1: Overview of PerfRCA as dynamic causal discovery over anomalous features from a large

set of telemetry of slow queries.

telemetry nor identify causal relationships between telemetry due to the dynamic relationships

resulting from the complexity of modern large-scale database systems.

6.4.1 Feature Computation

Anon2 captures diverse telemetry across various aspects of query execution and infrastructure

usage on production clusters. Anon2 is a columnar database and to optimize the execution

of a query for it’s latency, each query is compiled by a compiler to generate an execution plan.

A given query can run simultaneously across multiple machines as segments which are further

divided into sequential steps. To optimize for resource utilization in production clusters and

throughput of query workloads, Anon2 uses a workload manager that categorizes queries

into multiple service classes. The workload manager estimates execution times and resource

usages of queries based on recent executions to schedule queries in a given production cluster.

Due to this nature of query execution, telemetry captured in Anon2 is heterogeneous

in their reporting granularity. For example, resource utilization metrics are reported at

machine level, latency is reported at segment and query levels. To add to this problem, each

query can have different number of segments dependent on the tables, query operators, etc.,
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which means heterogeneity in the number of metrics collected for each query. Further, we

have observed that engineers use several notations to indicate the granularity of a metric

in ad hoc ways. For example, in a telemetry table with columns (‘Query ID’, ‘Segment

ID’, ‘Latency’), each row in the table indicates the latency of a segment within a query’s

execution but when the value of ‘Segment ID’ is -1, the latency value indicates the latency of

the overall query execution. Telemetry captured is also heterogeneous in it’s data types. For

example, some metrics like latency are real valued (ordinal) where as service class identifiers

are symbols (nominal). Given the heterogeneity in telemetry that is the result of diverse

types of metrics captured and the execution. We also found that multiple metrics captured

in different telemetry tables can capture the same metrics denoted by a different metric name

for various reasons. Many existing approaches employ domain-expertise to process telemetry

and cherry pick a limited number of metrics. Often largely composed of generic metrics such

as CPU utilization which are not very meaningful for an engineer without additional context

specific to the query/service.

PerfRCA employs a feature computation technique that can scale to increasing telemetry

sizes and deal with heterogeneity in data types, reporting granularity and sizes of query

execution plans. We separate telemetry tables to: ‘query-level’ tables whose rows have a

query identifier and ‘system-level’ tables whose rows do not have a query identifier indicating

that these tables capture metrics independent of a specific query. To tie metrics captured

across these 2 categories of tables automatically, we leverage timestamps of queries and

automatically detect identifiers for ‘system-level’ tables in ‘query-level’ tables. For example,

‘machine ID’ is an identifier for ‘system-level’ table and a ‘query-level’ table contains mapping

between query ID and the machine ID to attach metrics from that particular machine to the

query’s metrics.

We facilitate engineers to specify through a configuration file: (1) omitting certain metrics

that they know are irrelevant for debugging (such as customer account id, etc.), (2) for precise

data type inference, specify the data type of a column in telemetry as one of (‘nominal’,
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‘ordinal’ or ‘timestamp’) to process it appropriately, (3) the ‘golden’ metric based on which

we identify a ‘slow’ query and (4) to specify naming conventions in telemetry such as all

timestamps with column name prefix ‘start_’ indicating the start timestamp of an event.

We argue that the above steps are relatively much stable to be only updated when adding

a new metric to the telemetry and therefore a one-time specification, for example the data

type of a metric does not change.

With the resulting metrics for each query (at various granularity), we aggregate metrics in

each column in to a list of values. We automatically identify metrics that are at query-level by

confirming singleton list of values across all queries. For all the other metrics, we compute the

following statistical aggregates for ‘ordinal’ data type metrics per query: (‘mean’, ‘standard

deviation’, ‘max’, ‘min’, ‘q25’, ‘q50’, ‘q75’, ‘q90’, ‘q95’, ‘q99’), such as mean CPU utilization

across all segments of a query. Note that we eliminate any negative values (which are largely

used as symbols) such as -1 when computing these features. These features address the

issue of different queries having different number of segments while simultaneously providing

rich features that can expose and distinguish between spikes, level shifts, jitters accurately.

These features also address the issue of ad hoc conditional values such as value 0 indicates no

timeout duration and non-zero values indicate the timeout duration for a query. For ‘nominal’

data type metrics, we compute the frequency of each symbol such as the number of segments

with service class ’high’.

For ‘ordinal’ metric features, we remove duplicate features by computing cosine similarity

between 2 features across all queries and with a high threshold (0.99). This addresses the

issue of same metric being reported with two different names in different tables. This also the

issue of heterogeneous granularity where certain metrics are only reported twice for example

per query where it is redundant to maintain multiple statistical features such as quartiles,

etc.
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6.4.2 Anomaly Extraction

It is hard to determine if a high response time of a query is expected or not because of

the complexity of Anon2 service and the diversity in the query workloads. For example,

cache misses, increase in number of rows in a table due to recent data ingestion, insufficient

resources, etc., in isolation or in various combinations are service-level causes for high response

times of a query. Query-level differences such as queries with JOINs can implicitly demand

more compute resources and therefore higher response times as compared to those of queries

with COUNTs which can be optimized.

To identify slow queries, we isolate query-level differences by clustering query telemetry

across ‘same’ queries i.e., queries that have the exact same compiled execution plan over the

same set of tables. From the resulting cluster of queries, we sort them by their response

times and identify the slowest 10% of queries as ‘anomalous’ queries and the fastest 80% of

the queries as the ‘baseline’ set of queries. For each of the features computed over query

telemetry, we compute the mean and standard deviation of observed values over the baseline

set. For each of the queries in the anomalous set, we identify the subset of features whose

z-score is atleast 3 as the relevant features to reason the performance degradation.

For each of the resulting subsets of relevant features, We identify their corresponding

values across slow queries from all query clusters with the same relevant feature subsets.

6.4.3 Causal Discovery

We hypothesize that the set of slow queries with the same relevant feature set share a common

cause of performance degradation, which is a common assumption in other related works

such as DBSherlock [YNM16] and iSQUAD [MYZ20]. The number of relevant features

identified from anomaly extraction in a production-scale telemetry makes root cause analysis

a cognitively burdening task on engineers. Through anomaly extraction, we only identified

relevant features correlated with the increase in response times of slow queries. To further
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assist engineers in root cause analysis of slow queries, we learn cause-effect relationships

between relevant features as a causal graph using causal discovery algorithms.

6.5 Preliminary Results

To evaluate PerfRCA, we considered 668 production clusters from two zones of Anon2

within the US. Over 70 million queries were ran over one week and of these queries we try to

identify 2M queries that are significantly slow compared to their baseline. PerfRCA was

able to identify 1000s of edges in causal models across these queries within a few minutes,

where otherwise we would not be able to.

6.5.1 Case Studies

We present 2 case studies to showcase the effectiveness of PerfRCA through a user study.

In the first example, WLM (Workload Manager) misclassifies query as ‘short’ query and

assigns timeout value. Hence, it enqueues the query into a Short Query Acceleration queue

and the query execution exceeds timeout duration. WLM then has to move the query to

another queue causing behind other queries resulting high queueing time. Figure 6.2 shows

PerfRCA’s output which clearly indicates that when the total queue time is high for these

slow queries, the ‘is_short_query’ value was also high (0 indicates long query, real value

indicates short query) clearly indicating a misclassification from WLM. It further shows that

the actual execution time of the query was also high in those cases. We confirmed from

engineers that this is indeed a major root cause of slow queries and the causal graph is an

accurate representation.

In the second example, missing data on disk (due to large number of queries working

on different data) causes high number of prefetches from AWS S3. These prefetches cause

an increase in memory and disk usage. Leads to high RA (Read-Ahead) points, which is

Anon2 ’s way of tracking resource usage in clusters. This ultimately causes high queueing
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Figure 6.2: Output of PerfRCA for a WLM misclassification.

delays due to time taken to fetch data from S3. Figure 6.3 shows PerfRCA’s output which

clearly indicates that high number of prefetches cause RA points and high queueing delays

(of individual segments) ultimately leading to high queueing delays (of the entire query). We

confirmed from engineers that this is accurate and it was interesting to find that even senior

engineers could not interpret the meaning of RA points without bringing in an expert who

develops code around RA points, showing the limitations of domain expertise of engineers

over large scale systems.

Figure 6.3: Output of PerfRCA for a overload in system due to high number of prefetches from S3.
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CHAPTER 7

Conclusion

Cloud computing services have become mission-critical to many aspects of our life from

health-care to travel to governance and so on. Keeping these services reliable is non-trivial

and is no longer viable to be maintained by human resources at their pace of growth. In

this thesis, I propose ML and NLP based techniques combined with rich debugging insights

from my experience working with planetary-scale cloud services to leverage the vast amounts

of available historical debugging data to help engineers in debugging production incidents.

Further, I propose a ‘Coarsening’ framework that enables cloud providers to take scalable

centralized debugging initiatives to get rid of the problems caused by inefficient, redundant

and time-consuming distributed debugging workflows.

I discuss tools that I built as a part of this framework motivated by the learnings from

real debugging workflows at major cloud providers. Revelio produces debugging queries for

engineers whose results can aid in validating a root cause hypothesis. Revelio leverages

ML models to deal with heterogeneity in data (e.g., unstructured user reports, quantitative

system logs) and uses stable rank ordering based features to generalize to new and unseen

fault locations better than other approaches. I developed a distributed systems debugging

testbed for evaluating Revelio and the fault injector in the testbed is motivated from

a study of incidents and debugging workflows at Anon1. AutoARTS labels an incident

postmortem report with all contributing factors from a hierarchical and comprehensive ARTS

root cause taxonomy. AutoARTS also extracts key context for each contributing factor

from a lengthy postmortem report to assist engineers in reasoning the choices for a root
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cause label. The manual and empirical analyses conducted at Microsoft Azure resulted in

many interesting findings about production incidents. PerfRCA enables causal discovery

at-scale between telemetry in large-scale distributed systems to assist engineers in reasoning

the cause of performance degradations. My work on coarse log summarization over real

events captured in log from the datacenter operating system of a large cloud Anon achieved

promising preliminary results to identify the chains of events that explain the root cause of

an incident.

I envision that today’s clouds will be ever more reliable by adopting a centralized cloud-

scale debugging plane that enables: transfer of rich debugging insights across teams in a

cloud, standardization of logging, tracing and telemetry collection frameworks across services

to ease reasoning of and correlating logs, devise strategic retention plans over logs to build

useful ML tools and make learning more tractable with the ‘Coarsening’ framework as a

bootstrapping strategy. In this thesis, I presented evaluations conducted over real production

incidents to show the preliminary proof-of-concept in using the ‘Coarsening’ framework and

the presented ML, NLP techniques used in building tools. Realizing this vision at-scale takes

a long time and support from cloud administrations to facilitate cross-team efforts. But, it is

absolutely crucial to maintaining the reliability and availability targets of tomorrow’s clouds.

7.1 Future Work and Open Problems

I am excited by the recent advancements in the field of Large Language Models (LLMs)

that can increasingly make sense of unstructured natural language data, code scripts and

synthesize both unstructured (e.g., hold conversations [TAB24, WHL23]) and structured

outputs (e.g., code suggestions [WHL23, NN22]). There are however open problems that

still need solutions as I mention below to enable functional training/finetuning of these

models which can only be enabled by a cloud-scale centralized debugging effort. Significant
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cross-team efforts are needed to bootstrap this transition to deploy debugging tools that can

function at-scale.

7.1.1 Evaluation on Production Systems

My experience with data-driven debugging in the three largest clouds has been very frustrating.

We found that incident routing was mostly done manually with long meetings between teams,

root cause analysis was ad hoc, and retrospective analysis was primitive. When we attempted

data driven debugging, we found data was retained for only a few months (or weeks for

different types of data) and the true positives were small (high sparsity). Further data across

teams was unavailable (e.g., different retention policies, gaps in tracing correlation IDs),

making it hard to debug incidents that spanned teams. Which is what led us to a Centralized

Debugging Plane that balances modularity needed for rapid development with the holistic

view needed for debugging via ‘Coarsening’. While we have proposed ‘Coarsening’ as a

framework and have preliminary results, a large-scale evaluation of these approaches on real

systems is a mammoth-undertaking.

It requires coordination between teams to get access to necessary data, process data and

potentially waiting for months to collect sufficient amount of data in the format that is needed.

While the techniques proposed in this thesis generalize well to different debugging tools and

systems, implementing them to work with different services is non-trivial and hence a major

roadblock to deploying and evaluating the performance of debugging tools across clouds and

services. We hope that a CDP lens can enable cloud providers to design consumable, general

APIs that are designed with cloud-scale debugging as a key consumer can help ease this

process. Such initiatives can enable engineers to identify alerting techniques, identify key

vulnerabilities across the cloud and experiment with different logging and tracing frameworks.

Simply put, a centralized cloud-scale lens to debugging is necessary to get rid of blind spots

due to distributed debugging workflows and scalably improve reliability.
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7.1.2 Impact of LLMs on Debugging

Designing a good developer-assistant interface that seamlessly handles expressive input

options from the developer and provides timely responses is crucial to debugging assistance.

Keeping the developer in the loop is critical because the developer represents years of domain

expertise that is complementary to the data-driven NLP approach. However, determining the

right interface is challenging as developer time and inputs are scarce resources. Repeatedly

asking the developer for inputs negates automation benefits, but judicious developer inputs

(e.g., a hint that the bug might reside in a particular subsystem) could significantly improve

the assistant’s output. It is also important to determine what developer inputs to request.

Further, since developer time is precious, the developer should be able to smoothly trade-off

prediction accuracy or granularity for lower prediction time.

All these issues present an opportunity for using LLMs based on recent advances in the

ML and NLP domains. LLMs like ChatGPT [WHL23] from OpenAI, Gemini [TAB24] from

Google are capable of human-like interaction with users. A major challenge in this thesis was

to deal with heterogeneity and unstructured data sources in providing debugging assistance.

We took the approach of designing data structures and frameworks that can enable and

leverage ML and NLP techniques, but it’s not always trivial to deploy such techniques in

production systems because of lack of the exact type of data needed for a specific tool. LLMs

on the other hand are easy to deploy because of lack of constraints on the structure of the

data they can ingest. The principal drawback of using LLMs, however, is that the data

sources they are trained on might not be very amenable to be used on debugging related

information, atleast not with a high quality. We attempted this at Microsoft Azure and

found that it is difficult to finetune LLMs to a functional-level beyond simple tasks such

as summarization, search, etc. Cloud providers can invest resources into finetuning LLMs

on debugging related tasks to better leverage their historical debugging data and improve

interactive debugging experience with developers.
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