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RFQs - An Introduction 
John W. Staples 

Lawrence Berkeley Laboratory, University of California, Berkeley, CA 94720 

1 Introduction 

This chapter is a practical introduction to RFQs (radio frequency quadrupole 
accelerators). My aim is to give you enough information about RFQs so you can 
understand their principles of operation and their strengths and weaknesses. 

Invented in the USSR by Teplyakov and Kapchinskii [1] in 1970, the RFQ 
was first brought to the attention of Western physicists by Joe Manca [2] at Los 
Alamos. Their first RFQ was a small and highly successful 425-MHz proton 
accelerator, a "proof of principle" device. The RFQ has dominated the area of 
low energy linacs (linear accelerators) in the last few years. 

The RFQ is a low-velocity, high-current linear accelerator with high capture 
efficiency that can accelerate ion species from protons to uranium. Ion sources 
need only to operate at relatively low extraction and preacceleration voltages to 
inject the RFQ. The RFQ output energy is well matched to the input energy 
requirement of linear accelerators that accelerate ions to higher energy, and has 
been included in most new linac designs. 

Many laboratories have also adopted the RFQ as a "front end" accelerator 
in their synchrotron injectors. The RFQ has almost replaced the large 750-kV 
air-insulated Cockcroft-Walton ( C-W) de preaccelerator found at older proton 
synchrotron injectors. The small, compact and reliable RFQ provides operational 
cost savings over the large C-W sets and allows the ion source to be operated closer 
to ground potential, reducing the size of the preinjector and improving access to 
the ion source. 

I will first give a brief overview of the theory of the operation of the RFQ. 

2 RFQ Characteristics 

The RFQ, as shown in Figure 1, is a focusing (or transport) structure [3] to which 
acceleration is added as a perturbation. Other linac types impose focusing onto 
an accelerating structure. This fundamental focusing attribute of the RFQ gives 
rise to many advantages in low-velocity acceleration, as will be explained below. 

A time-varying transverse quadrupole electric field forms an alternating gra­
dient focusing channel. The acceleration process, including longitudinal focusing, 
results in transverse defocusing of the beam as a three-dimensional potential well 
cannot be established by static fields. Transverse focusing must be introduced 
to avoid particle loss during the accelerating process. The alternating-gradient 
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transverse focusing field results in stability in all three spatial dimensions given 
an appropriate choice of parameters. 

Figure 1: Four-Vane RFQ Structure 

2.1 Bunching 

The beam accelerated in a linac must first be formed into bunches at the operating 
frequency (or a subharmonic) before it can be accelerated by the longitudinal rf 
field in the structure. The bunching process in other linacs usually discards 30 
to 50% of the beam. The RFQ uses adiabatic bunching to gently gather and 
accelerate nearly 100% of the beam from the ion source, a distinct advantage for 
rare ion species such as polarized ions or high-charge-state heavy ions. 

Acceleration is produced by perturbing the rf quadrupole structure to generate 
longitudinal fields which bunch and accelerate the beam. Adiabatic bunching 
requires that the longitudinal field increase slowly along the axis, gently forming 
the bunch with minimum loss and minimum accumulated longitudinal emittance. 
The longitudinal field Ee is determined by the geometry of the vane tip, and can 
range down to zero. Any arbitrary longitudinal field law can thus be established 
and optimized to provide efficient bunching and capture. 

2.2 RFQ Energy Limit 

The RFQ is a Sloan-Lawrence accelerator (described below). The acceleration ef­
ficiency (longitudinal shunt impedance) of a Sloan-Lawrence accelerator decreases 
with velocity. This, along with a field distribution error sensitivity which goes 
as the square of the length, sets a practical upper limit to the output energy, in 
MeV /n, of approximately 2q/ A MeV /n, where q is the charge state of the ion 

2 

.. 



and A is the mass in amu. Fortunately, the typical RFQ output beam energy is 
compatible with the injection energy requirements of higher-energy linacs. 

3 Low Velocity Accelerators 

Direct current accelerators, such as the Cockcroft-Walton, accelerate particles 
through a dcpotential drop ~f V, the final energy being W = qV, where q is the 
ion charge. The practical upper limit for air insulated accelerators is about 106 

volts. 
Linacs extend this limit by periodically applying a radio-frequency field of 

frequency f to the accelerated particle. In free space, the particle would just 
oscillate back and forth without being accelerated. By the use of drift tubes in the 
structure, the spatial field distribution is modified, producing a net acceleration. 
The drift tubes shield the ion on the negative half of the rf cycle, preventing 
deceleration. , 

3.1 Sloan-Lawrence Accelerators 

Low velocity linacs can be divided into two groups: Sloan-Lawrence and Alvarez 
accelerators, as shown in Figure 2. The Sloan-Lawrence accelerator places al-

Figure 2: Sloan-Lawrence (top), and Alvarez Accelerator 

ternately charged drift tubes along the axis with the gaps an odd multiple of 
{3)../2 apart, where f3 = v / c is the normalized particle velocity and ).. = cf f is 
the free-space rf wavelength. The fields in successive gaps alternate in polarity, 
with half accelerating and half decelerating. By the time an ion has progressed 
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from the center of one gap to the next, the rf phase has advanced by 1r /2 and the 
decelerating field in the next gap has reversed. The bunches are spaced by (3>. •. 

3.2 Alvarez Accelerators 

Alvarez accelerators look superficially the same, but operate by exciting a longitu­
dinal electric field in a cavity. Charges on the ends of the drift tubes are produced 
by displacement currents, and the field in all gaps has the same polarity. The 
spacing between gaps is n(3>., and the bunches are again spaced by (3>.. 

Sloan-Lawrence accelerators were first operated in the 1920s [4] and are usually 
applied to acceleration of very-low-velocity particles. The Alvarez structure [5] 
was proposed in the 1940s and is most efficient in a higher energy range. Proton 
linacs use the Alvarez structure in the range of approximately 0.5 to 100 MeV. 
Below that range, RFQs are more appropriate, and above that range alternate 
structures are used because they have a higher acceleration efficiency. 

Focusing in either the Sloan-Lawrence or the Alvarez linac is usually provided 
by magnetic quadrupoles placed in the drift tubes. To a first approximation, the 
integrated quadrupole field is constant along the entire accelerator. Since each 
drift tube length is proportional to (3, the normalized ion velocity, the early drift 
tubes will be short and the required quadrupole gradient will be high. This is the 
most significant determinant of the injection energy of Alvarez or Sloan-Lawrence 
linacs, particularly for heavy ions. 

4 Alternating-Gradient Focusing 

As the RFQ is essentially an alternating-gradient focusing channel with acceler­
ation added as a perturbation to the fundamental structure, it is appropriate to 
start with a discussion of strong focusing. 

It is well known from geometric optics that a periodic sequence of focusing 
and defocusing lenses of appropriate and equal strengths provides net focusing for 
certain values of lens spacing and strength. The principle of alternating-gradient 
(strong) focusing is based on extending this idea, incorporating a sequence of 
focusing and defocusing lenses to transport and contain a beam. 

Among the lens options used in beam optics are solenoids and quadrupoles. 
Solenoids are relatively weak and require large, power-consuming magnets. Quad­
rupoles offer stronger focusing, but in only one transverse plane; the beam in the 
other plane is defocused. A sequence of quadrupoles of alternating polarity will 
focus in both planes, generally with less power consumption than solenoids with 
equivalent focusing strength. 

Besides magnetic quadrupoles, electrostatic focusing can also be used. The 
magnetic quadrupole is more effective at higher velocity as the electromagnetic 
coupling, v x B, scales with velocity, with electrostatic focusing being more effec­
tive at low (3. 
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4.1 Electrostatic Quadrupoles 

Figure 3 shows the geometry of an electrostatic quadrupole with electrodes at 
potential ± Vo and minimum radius a. As there are no free charges within the 

Figure 3: Electrostatic Quadrupole 

space bounded by the electrodes (we are ignoring space-charge for the moment), 
the potential <PE that satisfies \12</JE = 0 is given by E = -\1 <PE· The solution 
near the axis which satisfies the boundary conditions is 

where g0 = Vol a2
• The transverse equations of motion are then 

mx = +qegox, 

my= -qegoy 

(1) 

(2) 

(3) 

where q is the number of electronic charges eon the particle. The solutions in the 
two planes are sinusoidal and bounded, or hyperbolic and unbounded. 

4.2 Alternating-Gradient Quadrupoles 

If the voltage on the electrodes has a time dependence 

V(t) = Vo sin(wt), (4) 

then for certain ranges of V0 the transverse motion is bounded in both transverse 
planes. 

The free-space wavelength A corresponding to frequency f = w 121r is A = cl f. 
The fundamental focusing period length j3A is the distance an ion of normalized 
velocity (3 = vIc travels in one rf period. This length is the focusing period of the 
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alternating focusing structure, and is unrelated to the scallops seen on the vane 
surfaces of RFQs. 

The equation of transverse motion 

mx = qeEx = qeg0 sin( wt )x (5) 

can be expressed as 
2 2 d2x . ( ) 

f3 ..\ dz2 = B0 sm kz x, (6) 

where k = 21r I {3..\ and the ( unitless) focusing parameter B0 is 

Bo = qeV ..\2. 
mc2 a2 

(7) 

Later, we will redefine B slightly by introducing an additional focusing efficiency 
factor X· 

We will, at this point, introduce another term ~' which models the transverse 
defocusing (also known as the rf defocusing) the ion experiences as it is accelerated. 
~ is the ( unitless) smoothed defocusing parameter which represents the change 
of the angle x' per displacement from the axis per focusing period. The actual 
defocusing is not continuous but is related to the rf phase and to the position of 
each particle within the bunch: 

8x' 1 
~ =--;: (3..\' (8) 

The equation of motion with the defocusing term ~ is 

{32 ..\2 ~:~ = ~X (9) 

and the complete equation of motion with alternating-gradient focusing and rf 
defocusing becomes 

(10) 

This is Mathieu's equation, which has stable solutions for certain values of B0 

and ~ 1 . The stable orbits are solutions of Floquet 's equation 

x(z) = X(z)[iiM (11) 

where X(z) varies slowly over the focusing period {3..\ and f3(z) (an unfortunate 
duplication of symbols for different variables) is periodic in {3..\. X(z) satisfies 

(12) 

1 With the transformation 1rz I {3..\ = v, B0 = 21r2q, ~ = -a1r2, Eq. (10) is 
transformed to 20.1.1 in Abramowitz and Stegun [6]. 
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where 0' is the tune, or the rate of phase advance of a particle in the focusing 
structure, and is given by 

B2 
0'2 = 871"2 + ~. (13) 

Figure 4 shows a typical trajectory embedded in the envelope of all possible 
stable trajectories. A specific trajectory is given by eiuz modulated by a faster 
function P(z), which is the envelope of all the orbits. The modulation depth of 
P( z) depends on both B and ~. 

Figure 4: Individual Trajectory within Envelope 

4.3 Transverse Stability 

Figure 5 shows the limits of stability for values of the focusing strength B and rf 
defocusing strength ~ [7]. Also indicated on the graph are the tune, labeled u, 
and the modulation depth W2 , where the ratio of maximum to minimum beam 
radius is given by W = r +fr _,where r + and r _ are the maximum and minimum 
envelope of the beam. As mentioned above, 0' is the phase advance of a particle per 
focusing period f3A., producing the approximately sinusoidal transverse trajectory 
of the individual particle seen in Figure 4. The ratio W = r +fr _ corresponds to 
the extrema of the function f3u ( z). 

The peak beam. envelope amplitude r + is determined by the unnormalized 
emittance E of the beam and the beam betatron amplitude /3: 

( r +) 2 = E/:J. ( 14) 

The normalized betatron amplitude r + is related to the betatron amplitude /:J and 
the focusing period length Lc = f3A. by 

(15) 
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Figure 5: Transverse Stability Diagram 

From Figure 5 we see that, for a certain range of focusing strength B, the 
orbits are stable. Phase stability during acceleration, discussed in the next section, 
results in transverse defocusing with L1 < 0. We see that a minimum transverse 
focusing strength is also required for stability for L1 < 0. 

The lower stability boundary corresponds to the tune u = 0. At that boundary, 
the peak envelope radius, proportional to rV2

' becomes infinite. Similarly, at 
the upper stability boundary, the tune goes to 180° per (3>.. focusing period, the 
trajectory is resonant with the period of the external focusing force, and the beam 
radius again becomes infinite. 

The minimum beam size in the alternating quadrupole channel corresponds 
to the minimum value of r +' which occurs at a phase advance sigma slightly less 
than 90° per (3>.. period, with values of the focusing strength parameter B in the 
range of 10 to 15. It will be seen later that practical RFQ designs use values up 
to this (depending on many other factors, including space-charge effects, which 
require the flutter r +fr _ to be minimized, and by peak electrode voltage, which 
is limited by sparking between the electrodes). 

8 



.. 

5 Acceleration 

In this section, we will derive the equations of longitudinal motion and the limits 
of longitudinal stability. 

5.1 Longitudinal Equation of Motion 

We will follow the discussion of the longitudinal motion by Hereward [8], who in 
turn refers to Smith [9] . 

The longitudinal field on the axis of the RFQ is of the form 

(16) 

where k = 21r / (3). and w = 21r J, f being the rf frequency. The sinusoidal field 
distribution has a spatial period (3). and temporal period 1/ f. 

If the total energy of an ion is W = 1mc2
, the incremental energy gain is 

dWs A. dz = qeEzCOS<fJs (17) 

where q is the number of charges e on the ion, and the energy Ws is that of 
a synchronous particle which travels along the traveling wave at a synchronous 
phase <Ps below the peak value of the accelerating field Ez. As will be seen, a 
negative <Ps produces a net longitudinal restoring force for particles around the 
synchronous particle. 

The transit time variation from one accelerating gap to the next is related to 
the energy variation by 

dt 1 1 1 
dz - :;; - ~ (12 - 1 )1/2 · (18) 

For any other particle of energy W = Ws + ~ W, and noting that d¢ = wdt and 
dfdl[l(l2 -1)-112

] = -1/(33
/

3
, Eq. (18) becomes 

d w ~w 
-d (</J- </Js) = -~(33 3 (19) 

z mot.- sls 

and Eq. (17) becomes 

d~W 
~ = qeEz( COS¢- cos </Js)· (20) 

These two equations may be combined into the second-order equation 

(21) 

This nonlinear second-order differential equation describes the phase of a non­
synchronous particle in the bunch. Particles describe paths in longitudinal phase­
space around the particle with synchronous phase <Ps and energy W8 • 
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5.2 Small Longitudinal Oscillations 

If the oscillation amplitude is small, we can linearize Eq. (21) around <Ps and Ws: 

d2 w 1 . 

d 2 6.</> = - (P 3 2 qeET sm <Ps 6.¢>. 
z c sls moe 

(22) 

The longitudinal oscillations have a wavelength 

(23) 

where T is the transit time factor (which will be derived in Section 6.5) and 
E = 2AV/ (3A. is the peak longitudinal field in an RFQ with vane to vane voltage V 
and ( unitless) accelerating parameter A, related to the depth of the vane scalloping 
by Eq. (32). For stability, <Ps < 0. The bunch is on the rising slope of the rf 
waveform, and slower particles come later and get a larger kick, pushing them 
back in to the bunch. 

5.3 Nonlinear Longitudinal Oscillations 

Equation (21) is nonlinear and the oscillation frequency is amplitude-dependent. 
Furthermore, above certain amplitudes, stability disappears and particles are lost 
longitudinally from the bunch. At this stability boundary in 6.¢>-6. W space, the 
oscillation frequency goes to zero, which defines the longitudinal separatrix, the 
dividing line in phase-space between longitudinal stability and instability. . 

The equation of motion can be found by multiplying Eq. (21) by d6.¢>jdz and 
integrating: 

1 3 3 d qeEw . 
( )

2 

;;,f3s Is dz 6.¢> - moc3 (sm </>-</>cos </>s +C) = 0, (24) 

where the constant C establishes a trajectory for a particular particle. In particu­
lar, if C = (sin <Ps- <Ps cos <Ps), then C defines the separatrix, where the trajectory 
is stationary. 

The maximum energy excursion within the stability boundary occurs at </> = </>s 
and is given by 

1 

6. W = ±2 [2 qeEm0c2 (3;,;( <l>s cos <l>s- sin </>s)r. (25) 

The maximum phase excursion ranges from I<Psl to a point that must be deter­
mined numerically but is about -21</>sl for small values of <Ps· The length of the 
separatrix ~ 8 is found by numerically solving 

"- sin ~s- ~s 
tan 'f/s = n- • 

1- COS ':l' 8 

(26) 
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We have assumed that the parameters of the differential equation are station­
ary. In reality, the velocity f3 varies in each cell, along with <l>s and E. The effect 
in practical RFQs is to cause the separatrix to grow along the axis, which is op­
timized to capture nearly all the input unbunched beam. The adiabatic buncher 
will be described in a subsequent section. 

6 RFQ Accelerator 

In this section the field equations in the gap are derived. The geometry of the 
vane is defined, and the acceleration formalism derived in the last section is linked 
to the RFQ. 

6.1 Vane Tip Modulations 

We will derive the shape of the vanes to produce the proper transverse and longi­
tudinal fields. The discussion will follow the formulation of Crandall [10]. 

Four parallel hyperbolic electrodes produce an electrostatic quadrupole field 
on the axis. A longitudinal field component is introduced by scalloping, or mod­
ulating, the tips of the vanes longitudinally, as shown in Figure 6. The scalloping 

--·-·- .-

Figure 6: Scalloped Vane Tips 

controls the strength of the longitudinal bunching and accelerating field while only 
slightly perturbing the strength of the transverse focusing field. The transverse 
focusing field is sustained along the entire length of the RFQ to maintain focus, 
and the longitudinal field is increased slowly along the axis to adiabatically bunch 
and capture the beam and then to accelerate it to full energy. In practice, most 
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of the length of an RFQ is devoted to the· bunching process, with full acceleration 
occurring only near the exit end. 

6.2 Potential Expansion 

The potential in the region of the vane tips can be expanded as a Fourier-Bessel 
senes: 

U(r,O,z) V [ 
00 

·( 'r )2m - L Aom - cos 2m(} 
2 m=l ro 

(27) 

00 00 l + f
0

EAnmi2m(nkr)cos2m0cosnkz . 

To a good approximation for most geometries, the first two leading terms 
characterize the potential near the axis (the two-term potential function): 

Utwo-term(r,O,z) = ~ [(;J 2 

cos20+Alo(kr)coskz], (28) 

where we have set A01 = 1, and A10 , now simply called A, is the (unitless) two­
term potential acceleration parameter. Lc = j3J..j2 is the length of the unit cell, 
k = 1r / Lc, 10 is the zero-order modified Bessel function, and r0 is a normalizing 
radius, whose significance will be shown below. 

v 
+-

2 

Sz'A (UNIT CEU.l 

Figure 7: Vane Tip Longitudinal Profile 

The scallops, or modulations of the vane surface, are shown in Figure 7. The 
distance from the axis to the edge of the quadrupole vane tip varies along the cell 
from a to ma, where m ~ 1 is the modulation depth. To establish a longitudinal 
field, the even and odd vanes have different radii from the axis. At longitudinal 
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position s, the even vanes are spaced a distance a from the axis and the odd vanes 
a distance ma. At position s + /3>../2, one accelerating cell away, the even-odd 
distances are reversed. This gives rise to an axial field dependent on m. For 
m = 1, the vanes are smooth, and Ez = 0. This is the same configuration as the 
Sloan-Lawrence accelerator shown in Figure 2. 

6.3 Vane Tip Profile 

The geometry of the surface of the vanes may be derived from the two-term 
potential function by applying the boundary conditions at the beginning and end 
of the unit cell Lc = 0, f3>..f2. 

Even vanes: 

Odd vanes: 

Equation (28) then gives 

v 
U(a,O,O) = U(ma,O,Lc) = 2· 

~ ~ v 
U(ma, 2,0) = U(ma,2,Lc) = -2. 

(~) 
2 

+ AI0 (ka) = 1, (:oa) 2 - Alo(mka) = 1, 

or, when solved for A and r0 , 

m2 -1 
A= , 

m 2!0 (ka) + Io(mka) 

(~) 
2 

= 1- AI0 (ka). 

We will define the focusing efficiency x as 

X= 1- AI0(ka). 

(29) 

(30) 

(31) 

(32) 

(33) 

(34) 

The normalizing radius r 0 , the vane radius in the middle of the cell, is the point 
of quadrupole symmetry: 

(35) 

The modulation index m ~ 1 controls the longitudinal field strength E which 
is proportional to A as shown in Eq. (32). As A increases, the focusing effi­
ciency, proportional to x, decreases slightly. In practice, as the longitudinal field 
is ramped up along the structure, the focusing strength decreases slightly. 

The cross-sectional shape of each vane is parabolic: 

so Eq. (28) for U = V/2 on the vane tip yields 

a2 
x2

- y2 =- {1- AI0(kr) cos kz}. 
X 
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For () = 0, we can trace a point along the y = 0 coordinate of. the vane tip: 

1- Al0 (kx) cos(kz) 

1- A I0 (ka) 
(38) 

which can be solved numerically for x(z) as a function of the cell parameters 
k, m, a, and A. 

In the middle of the cell, at z = f3>..14, the radius x = y = ax-112 = r0 , which is 
the point of quadrupole symmetry. The focusing strength of a modulated structure 
is equivalent to that of an unmodulated vane with radius r0 • 

6.4 Field Expansion 

With the substitution r0 = ax-112
, the field components derived from the potential 

function of Eq. (28) may be written in cylindrical coordinates: 

xV kAV --;;;-r cos 2()- -
2
-I1 (kr) cos kz, 

Eo xV . 20 
-

2 
rs1n , 

a 

k~ V ! 0 ( kr) sin kz. (39) 

where 11 is the first-order modified Bessel function and a sin(wt + <Ps) dependence 
has been assumed. 

The first term in Er and Eo is the quadrupole focusing field expressed in 
cylindrical coordinates. The VI a2 component is the electric field of a quadrupole 
with potentials ±VI2 on the even (odd) vanes with aperture a. The vane tip 
modulations reduce the effectiveness of the focusing field by x :::; 1. 

The second term of Er is the gap defocusing term, which applies a defocusing 
radial impulse, roughly proportional to the displacement as 11 ( kr) ~ kr 12. This 
term gives rise to the radial defocusing term ~. 

The Ez term is responsible for acceleration. The voltage across a unit cell 
Lc = f3>..12 on axis for r = 0 is just the integral 

{Lc 
~V:, = Jo Ezdz = AV, ( 40) 

where k = 2n-j j3).. = 1r I Lc. The energy gained by a particle traversing a cell is not 
just A V, as the voltage V = Vo sin ( wt + <Ps) varies as the particle crosses the cell, 
where the stable phase is <Ps· The energy gain ~W of a particle crossing the cell 
IS 

1
Lc 7r 

~W = qe Ez sin kz dz = -AV cos <Ps· 
0 4 . ( 41) 
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6.5 Transit Time Factor 

The transit time factor T is the ratio between the actual energy gain of a particle 
and the voltage across the cell: 

7r 
~W = qeAVTcoscf>s = qe4AV coscf>s· (42) 

For RFQs with a sinusoidal longitudinal field distribution given by Eq. (39) the 
transit time factor T is just 

6.6 RF Defocusing 

7r 
T=-. 

4 
( 43) 

The form of the rf defocusing term~ can be derived by comparing Eq. (10) with 
the force equation (Pmc2d?xfds 2 = qeEr using the approximation l 1 (kr) ~ kr/2: 

1r
2 qeV A . 

~ = 2 mc2 (32 sm cPs· (44) 

Normally cPs < 0 for longitudinal stability, setting ~ < 0, which increases the 
divergence of a particle away from the axis. The rf defocusing strength goes as 
(3- 2 and is quite significant at the beginning of the accelerator. This is somewhat 
mitigated by a small longitudinal field, proportional to A at the beginning of the 
bunching and capture section. 

6. 7 Focusing Strength 

As above, the focusing term B can be identified and is 

(45) 

Note the important fact that the focusing strength is independent of the velocity 
of the ion: the focusing is uniform along the entire RFQ structure. This velocity 
independence is an important property of radio-frequency quadrupole focusing. 

6.8 Peak Surface Field 

The characteristics of an RFQ are strongly dependent on the design vane voltage. 
The transverse space-charge limit goes as the square of the vane voltage, for 
example. Generally, RFQs are designed with a vane voltage just short of the 
sparking limit. 

The field on the surface of the vane with average displacement from the axis 
ro and voltage ± V /2 (the vane-vane voltage is V), depends on the geometry of 
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the vane and the depth of the scallops. The peak field occurs where the vane tips 
have minimum separation. The peak surface field is given by 

( 46) 

where "' is the field enhancement factor. For round rods of radius equal to the 
nearest approach to the axis, "'= 1.25. For an unmodulated (smooth) vane with 
the shape given in Eq. (37), K = 1.38. As the mo~ulation factor m becomes 
greater than one, "' can reach values over 1.5. 

The sparking limit is not a well defined quantity. It depends on the surface 
material, cleanliness, vacuum, and other (generally unknown) factors. However, 
an effort has been made to quantify the allowable peak surface field. Kilpatrick [11] 
measured the peak field between various surfaces under varying conditions and 
frequency and set a criterion of maximum field for a given frequency below which 
sparking is unlikely: 

f = 1.643 E2 e(-8.5/E)' ( 47) 

where f is the frequency in MHz and E is the surface field in MV /m. Typical 
values of E for frequencies f of 50, 100, 200, and 425 MHz are 8.9, 11.4, 14.7, and 
19.9 MV jm. These frequency-dependent field strengths are referred to as "one 
Kilpatrick." 

The peak surface field in an RFQ, Eq. ( 46), is generally normalized to one 
Kilpatrick. Today, RFQs are being designed with peak surface fields in the range 
of 1.5 to 2.0 Kilpatrick. The field enhancement factor "' is geometry-dependent 
and requires a full three-dimensional electrostatic modelling calculation and can be 
estimated by using tables generated by Crandall [12]. Geometries with constant 
transverse radius have a smaller field enhancement "' than those with variable 
transverse radius of curvature. However, the variable transverse radius machines 
generally have a higher field quality with fewer significant multipole errors. 

7 Bunching 

One outstanding characteristic of the RFQ is its ability to bunch and capture 
nearly all the beam presented to it. This is accomplished by slowly increasing 
the longitudinal field along the axis of the structure, gently gathering the bunch 
up and preparing it for acceleration. This process requires many unit cells and 
is therefore not economical in conventional linacs with individual drift tubes. In 
RFQs, it is easy to include many short cells at the beginning of the structure with 
a small longitudinal field to provide adiabatic bunching. 

8 Adiabatic Capture 

The initial longitudinal beam entering the RFQ has little or no phase-space area. 
The de beam is continuous, and within one accelerating bucket, the phase-spread is 
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uniform from -1r to 1r and the energy spread L\ W = 0. As the beam propagates 
down the structure, the increasing longitudinal field, proportional to A V, first 
bunches the beam and then accelerates it. 

The bunching process first takes place at a stable phase <Ps = -90°, cf. 
Eq. (17), and the reference particle in the center of the bunch is not acceler­
ated. The particles ahead of the reference particle are decelerated and fall back 
into the forming bunch; the particles behind are accelerated and catch up. The 
separatrix begins with no enclosed area, and as the bunch picks up energy spread, 
the separatrix height L\ W increases to contain the particle orbits. 

Figure 8 shows the evolution of the longitudinal phase space during the adia­
batic bunching process. 
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Figure 8: Adiabatically Bunching Longitudinal Phase-Space 

8.1 Optimizing the Buncher 

There is no unique best solution to the buncher in an RFQ. Many types have 
been tried, usually with good success. The requirements of accelerator length, 
output energy, and phase-spread and space-charge forces influence the choices. 
The method adopted by LANL [10) is to divide the RFQ into four sections: 

Radial Matcher 

Shaper 

Adiabatically matches de input beam to strong 
transverse focusing structure. 

Starts the bunching process. 
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Gentle Buncher 

Accelerator 

Continues the bunching process until the beam 
is fully bunched. 

Accelerates the beam at maximum acceleration 
rate to full energy. 

The shaper is a short non-adiabatic section that is used to get the bunching 
process started. 

The gentle buncher generally occupies most of the length of an RFQ, both 
bunching the beam and accelerating it up to an intermediate energy. The design 
of the buncher is adiabatic, but a true adiabatic buncher is infinitely long. 

In the LANL method, based on the work by Kapchinskii and Teplyakov [1], 
the longitudinal oscillation frequency is given by 

(3c 
fn = An, ( 48) 

where An, the wavelength for small oscillations, given by Eq. (23), is kept constant, 
as is the bunch length 

(3 A if! s 
Zb = ~' (49) 

where <Ps is the angular length of the separatrix, given by Eq. (26). 
The design of the RFQ generally starts at the end of the buncher, where the 

beam has achieved its final desired value of <l>s· The above equations are used to 
calculate the cell parameters of the gentle buncher, working backwards, calculating 
the value of A, (3, and <l>s for each cell. Since the adiabatic process starts with 
</>s = -90°, the gentle buncher calculated this way would be infinitely long. This 
description is stopped at a suitable point, such as <l>s = -88°, and the short shaper 
section is inserted, which smoothly interpolates the cell parameters to </>s = -90° 
and A= 0. 

9 Injectors 

The injector contains the ion source and the transport and focusing system that 
brings the beam to the RFQ entrance. The large focusing strength of the RFQ 
results in a beam of small diameter in the structure compared to the transverse 
size of the beam in the transport system. The last element of the transport system 
must rapidly compress the beam radially to match the acceptance of the RFQ, 
which typically requires a beam size somewhat smaller than 1 em in diameter for 
proton RFQs. 

9.1 Ion Sources 

We will not cover ion source operation in this paper except to say that various RFQ 
designs are capable of accelerating a beam of high intensity and of low charge-
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to-mass ratio qf A. Many types of ion sources have been successfully used with 
RFQs. The ion source emittance must be compatible with the RFQ acceptance, 
and the preacceleration potential must match the required RFQ injection energy. 

The low injection energy requirement, compared to Alvarez linacs, consider­
ably simplifies the design of the ion source platform. The low acceleration voltage 
required places the source near ground potential, usually under 100 kilovolts, sim­
plifying access and reducing valuable building volume required for high-voltage 
apparatus. The modest accelerating voltage increases injector reliability and re­
duces operating manpower and costs. 

9.2 Low Energy Beam Transport 

The design of the low energy beam transport section (LEBT) is made somewhat 
more complex by the lower operating voltage and severe matching requirements 
into the RFQ. High current positive ion beams generally become fully neutral­
ized by ionizing the background gas to provide neutralizing electrons.· Negative 
ion beams form a three-component plasma, with high-mobility electrons and low­
mobility positive gas ions together balancing the space-charge of the ion beam. 
This situation tends to be unstable, however, and the problem of H- transport 
is not entirely solved. Effective neutralization requires a very quiet ion source 
plasma to suppress intensity oscillations that drive off the high mobility neutral­
izing electrons. 

The strong transverse focusing strength of the RFQ requires a rapidly converg­
ing beam at the RFQ entrance. The last lens in the LEBT must focus the beam 
strongly into the RFQ radial matcher. Such strong lenses, where the transverse 
betatron function is rapidly changed, frequently suffer from spherical aberration 
and high sensitivity to mistuning. Lack of ability to achieve proper input match to 
the RFQ is one of the most-often-experienced problems in getting an RFQ-based 
linac to work properly. 

10 Transverse Input Matching 

The cross section of the beam from the ion source is time-independent. In the 
RFQ, the alternating gradient focusing causes the beam height and width to vary 
at the rf frequency. The stationary input beam envelope must be matched to the 
time varying envelope in the RFQ. To minimize the growth of transverse emittance 
due to the mismatch between the beam envelope parameters, an adiabatic radial 
matcher section is included. 

The focusing parameter B is constant in the RFQ structure. In the radial 
matcher, the focusing strength is increased from zero, the value outside the struc-
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ture, to B at the end of the radial matcher: 

B(z) = { ~ :S f(z) :S B 
z<O 
0 ~ Z ~ Lrm· 
otherwise 

(50) 

The functional form of f(z) and the radial matcher length Lrm are not particularly 
critical. In practice, Lm is just a few cells long and f(z) can rise from 0 to 
B linearly, or it can be smoothed with zero slope tangents at the ends. One 
form, due to Crandall [13], produces a very good match with negligible emittance 
mcrease: 

B(z) = B [~sin (~-z ) -~sin ( 3
7r_z )] . 

4 2 Lrm 4 2 Lrm 
(51) 

The radial matcher is included in the vane geometry by varying the radius a. 
From the definition of Bin Eq. (45), one sees that a ex B- 112 • The entrance end 
of the vane is machined in such a way that the radius begins with a large value 
at z = 0 and attains its final value of a at the end of the radial matcher. 

11 RF Structures 

So far we have considered the fields in the vicinity of the vane tips. We will now 
study the rest of the RFQ structure, which is responsible for putting the large rf 
voltage on the vane tips. 

To develop large voltages at the tips of vanes at high frequencies requires 
resonant circuits. The two most frequently used cavity structures are the four­
vane structure, based on a waveguide, and the four-rod structure, based on lumped 
inductances and capacitances. By driving a circuit at its resonant frequency, large 
rf voltages can be obtained. 

11.1 Four-Vane RFQ 

The four-vane RFQ structure shown in Figure 1 is based on exciting a circular 
waveguide in the TE120 mode, as shown in Figure 9. A section of the waveguide 
is enclosed between two metallic plates to form a resonant cavity. In the lowest 
longitudinal mode, the electric field has a sin 27rz / L dependence which satisfies 
the boundary condition of no transverse electric field at the endplates. 

To generate an RFQ from the circular waveguide, four vanes are introduced 
which concentrate the displacement charges near the axis. The additional capaci­
tive loading reduces the resonant frequency of the RFQ. In addition, a gap is left 
between the end of each vane and the endwall; the gap is tuned to the resonant 
frequency of the TE120 mode as shown in Figure 1. This alters the end boundary 
condition so that a constant vane voltage exists along the entire length of the 
cavity. The impedance of the tuned ends is equivalent to that of an infinitely long 
waveguide. 
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Figure 9: Circular Waveguide Excited by TE120 Mode 

The magnetic field threads along each of the four quadrants around the ends in 
a baseball seam configuration. The magnetic field provides the rather weak cou­
pling between the four quadrants. This results in a strong sensitivity to resonant 
frequency errors in the four quadrants. 

The TEllO dipole mode in a circular waveguide has a somewhat lower reso­
nant frequency than the TE120 quadrupole mode. However, when loaded by the 
vanes, the dipole and quadrupole modes can become degenerate and mix, pro­
ducing a strong dipole field on the axis. This unwanted dipole field causes beam 
steering and poor RFQ operation. Remedies to this problem in four-vane RFQs 
are discussed in a following section. 

11.2 Four-Rod RFQ 

Another physical approach to the RFQ is the four-rod RFQ, as shown in Figure 10. 
Here, four rods are supported on inductive stubs, with the even and odd rods 
separately tied together and to their respective stubs. The stub inductance and 
the distributed capacitance of the rods form a lumped resonant circuit. The stored 
electric field energy is confined to the vicinity of the rods, and the magnetic field 
energy to the support stubs. The resonant frequency is not strongly influenced by 
the geometry of the vacuum chamber. As the even and odd rods are tied together, 
the unwanted dipole mode is not supported. 

The four-rod RFQ is used primarily at lower frequencies for heavy-ion acceler­
ators, and for intermediate-frequency (200-MHz) proton accelerators. It is a later 
development and is not yet as widely used as the four-vane structure. 
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Figure 10: Four-Rod RFQ Structure 

12 Mechanical Designs 

All RFQs, no matter what the specific structure choice, must support an electric 
quadrupole field on axis with an appropriate longitudinal bunching and accelerat­
ing field. Both four-vane and four-rod structures contain vanes which are shaped 
to provide both focusing and accelerating fields. In this section we consider the 
vane tip shapes and the cavity structure that supports the vanes. 

12.1 Vane Tip Shapes 

The equation for the tip of the vane was derived in Section 6.3. Eqs. (28) and 
(34) can be written as 

(~) 
2 

cos 28 + AI0 (kr) cos kz = ±1, (52) 

whi·:h defines the profile of the standard vane shape defined by the two-term 
potential function. At 8 = 0 or 1r the profile of x(z) at y = 0 can be found by 
numerically solving this equation. The solution x(z) will be called a(z). Similarly 
for 8 = 1r /2 or 37r /2, y(z) may be found. In the middle of each cell, at z = Lc/2 
and cos kz = 0, all four vanes are spaced r0 from the axis, the point of quadrupolar 
symmetry. 

If we rewrite Eq. (52) as 

x2 y2 ,.--
~ + AI0 (k-jx 2 + y2 ) cos kz = ±1, 
ro 

(53) 

then the transverse radii of curvature Pl. around the tip of the vane may be found 
by 

(54) 
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where the differentiation is with respect to y. Along the tip of the horizontal 
vanes, 

where 

(P+Q) 
Pt(z) = a(z) p _ Q , 

P = Io(ka) + Io(mka), 
ka2 

Q = -(-)(m2 -l)I1(ka(z))coskz. 
2a z 

(55) 

(56) 

The longitudinal radius Pf. along the vane tip determines the maximum size of 
the cutter used to machine the surface. It may be found in a similar fashion to Pt 
by differentiating Eq. (53) with respect to z and finding the radius of curvature 
at the end of the cell where z = Lc, at which point a(z) = ma. We find that 

( 
_ L ) _ 2ma- Akr6I1 (mka) 

Pf. z - c - Ak2r6f
0

( mka) · (57) 

12.2 Vane Tip Machining 

The determination of the minimum value of p~., which usually occurs near the 
end of the shaper, determines the maximum size of the tool that can be used to 
machine the vane. If Pf. is small, the the tool may be too small and may bend 
or break during the machining operation, or it may dull too quickly. This is a 
particularly difficult problem with RFQs for heavy ions or low injection energies. 
Also, the peak surface field enhancement tends to maximize around this area. 

Vanes cut with this algorithm have a complex three-dimensional shape, as the 
transverse radius of curvature varies continuously along the vane. The vane must 
then be cut with, for example, a ball-end milling tool that traces the shape across 
the entire machined surface of the vane. This is a slow and exacting process. 

An alternative cutting technique uses a form cutter which generates a constant­
transverse-radius vane cross section. The transverse radius of curvature Pt is 
usually selected to be 70% to 100% of r0 • The vane tip cutting procedure proceeds 
much faster, as the entire vane tip surface can be cut in one pass, but the resulting 
geometry is a poorer approximation to the theoretical equipotential surface given 
by Eq. (28). In practice, the peak surface field enhancement is slightly lower, 
permitting higher vane voltages to be used, and the capacitance between the vane 
tips is more constant along the structure for varying modulation index m, but 
the undesirable harmonic content of the field is higher, possibly increasing the 
emittance of the beam. 

12.3 Two-Term Potential Corrections 

The two-term potential function is itself an approximation to the actual potential 
distribution given by the full Bessel-Fourier field expansion, Eq. (28). Normally, 
the RFQ is designed with a code such as PARMTEQ using the two-term potential, 
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Figure 11: Tool path to cut variable curvature vane tip. 

and then the geometry defined by a and m for each cell is slightly altered by 
adjusting these variables, based on a full three-dimensional electrostatic model of 
the actual vane tip surface, keeping r 0 constant. Several computer programs exist 
for doing this [12]. 

12.4 Four-Vane Structures 

The most popular cavity structure for RFQs with resonant frequencies above 100 
MHz is the four-vane structure shown in Figure 1. As shown in Section 11, the 
four-vane RFQ consists of a resonant waveguide section excited in the TE120 
mode, loaded by vanes. The z-dependence of the transverse field in an empty 
TEl20 cavity goes as sin 1rzj Lc, but the inclusion of the vanes with the proper 
spacing from the endwalls flattens the field distribution. 

The four quadrants form four separate resonant cavities, weakly coupled by 
the magnetic field that threads the four quadrants. Any misalignment destroys 
the quadrupole symmetry, resulting in nondegenerate resonant frequencies. This 
causes unequal rf excitation in each quadrant, generating dipole deflecting modes 
on axis. These modes interfere with the acceleration of the beam and cause loss 
and emittance increase. 

The vane position tolerances required to suppress these unwanted dipole modes 
and other variations are beyond that which is considered practical in standard shop 
practice. The RFQ must be carefully tuned by moving the vanes after assembly 
and measuring the amplitude of the dipole mode mixing and of longitudinal vari­
ation of the field. Fortunately, methods have been discovered to stabilize the 
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structure; they will be discussed in Section 13. 

12.5 Four-Rod Structures 

The four-rod structure seems to be preferred for lower frequencies, where the 
TE120-resonant-cavity, four-vane structure would be very large. The four-rod 
structure avoids the dipole modes mentioned above, as the vanes are connected in 
pairs to resonant stubs connected to the vacuum cavity wall, as shown in Figure 10. 

The four- rod structure is a little harder to design, as it does not lend itself 
to rf design programs such as SUPERFISH [14] or MAFIA [15], [16]. Usually, 
a set of rf models must be physically built to verify the resonant frequency and 
sensitivity to errors. 

13 Structure Stabilization 

A major drawback of the four-vane structure is its sensitivity to mechanical errors. 
Mismatch of the resonant frequencies of the four quadrants results in unequal 
excitation, exciting dipole modes, which interfere with the acceleration of the 
beam. 

In addition, both the four-vane and four-rod designs are susceptible to errors 
in the longitudinal voltage distribution. Each type of structure can be modeled by 
a resonant transmission line whose local capacitance (resonant frequency) varies: 

_!___ (oE0 ) = 81r
2 (of) 

8z2 Eo .\5 fo ' 
(58) 

where of/ fo is the local variation in resonant frequency, equivalent to one-half the 
variation in capacitance (or, equivalently, the spacing between the vane tips). The 
solution of Eq. (58), the relative field error, is proportional to (Lj.\0 ) 2 , indicat­
ing that long, high-frequency structures are particularly sensitive to mechanical 
conr>truction errors, which produce longitudinal field variation. Longitudinal field 
variation in each of the weakly coupled quadrants of the four-vane RFQ will pro­
duce a transverse dipole error with an axial strength dependence. 

Several solutions to the unwanted TEllO dipole modes in the four-vane RFQ 
have been suggested. The first one to be widely used was to strap the alternate 
vane tips together with vane coupling rings [17]. This technique, shown in Fig­

; ure 12, greatly reduces the sensitivity to assembly errors and reduces the RFQ 
tuning procedure to one of only establishing the proper longitudinal voltage dis­
tribution, usually by moving the endwalls. 

Methods have been suggested to stabilize the longitudinal field distribution [18], 
[19]. They involve coupling resonant lines into the four-vane RFQ structure at 
selected longitudinal positions or introducing links at the endwalls which couple 
to the dipole modes. These methods are now starting to be applied to four-vane 
RFQs. 
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Figure 12: RFQ with Vane Coupling Rings 

14 RF Considerations 

In this section we consider several topics of interest to the rf power engineer. 

14.1 Tuning and Vane Termination 

The RFQ must be tuned to the proper frequency and the desirable field distri­
bution and quality must be achieved. The cutoff frequency of the RFQ cavity 
is calculated with a code such as SUPERFISH [14], which models the RFQ as 
an infinitely long waveguide at cutoff frequency. In reality, the RFQ is a three­
dimensional structure with end boundary conditions that can significantly perturb 
the resonant frequency, and with various other perturbations such as drive loops 
and mode stabilizers. Estimates must be made of these additional perturbations 
during the initial design process and appropriate frequency offsets introduced into 
the cavity design. 

The vanes terminate a small distance from the endwall to establish the proper 
boundary conditions at the ends to create a constant potential along the entire 
length of the vane. The capacitance of the end of the vane to the endwall is 
resonated with the inductance of the stored magnetic field energy around the end 
of the vane to simulate the impedance of an infinitely long waveguide at the RFQ 
cutoff frequency. The design of the end of the vane is a complex computational 
problem [20] and is usually accomplished by the construction and measurements 
of cold (rf) test models. 

The tuning process usually consists of making slight adjustments of the posi­
tions of the vanes once the preliminary mechanical alignment is finished, equalizing 
the excitation of the four quadrants. When vane coupling rings (VCRs) are fitted, 
this step can be eliminated. The end- to-end tilt is adjusted by varying the spac-
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ing between the ends of the vanes and the endwalls, or by tuners fitted into the 
endwalls. The excitation can be measured by fitting several pickup probes to each 
quadrant, or by measuring the local electric and magnetic fields by perturbing 
them with a small object and measuring the resultant resonant frequency shift 
(bead perturbation measurements). The frequency shift varies as the volume of 
the perturber and the local field energy density. 

14.2 Sparking Limit and Conditioning 

The desirable parameters of the RFQ (acceptance, accelerating rate, current limit) 
increase rapidly with the vane voltage V, and therefore the surface field E 8 • The 
voltage cannot be increased indefinitely, as at some point sparking will become 
very probable, as discussed in Section 6.8. Present RFQs operate to about a 
2-Kilpatrick surface field and exhibit reasonable reliability if maintained with a 
good vacuum. 

The rf amplifier should be capable of withstanding occasional sparks in the 
RFQ without damage. The impedance transformation from the RFQ to the plate 
circuit of the amplifier should be considered, as a spark in the RFQ results in 
a zero-impedance load at the end of the rf transmission line. To reduce the rf 
plate voltage during the spark, a transmission line length of a multiple of a half 
wavelength may be desirable. 

When an RFQ is first operated, it will spark and multipactor at lower fields. 
(Multipactoring is an ion resonance phenomenon common with unclean surfaces 
where both rf electric and magnetic fields are present). The rf amplifier must 
be capable of tolerating considerable sparking during the conditioning process, 
and must be capable of driving the RFQ very hard to break through the many 
multipactor levels. Gas bursts will accompany the conditioning process, which 
must be throttled back to accommodate the vacuum pumps. 

14.3 Cooling, Vane End Power 

The rf power dissipation can easily be calculated with codes such as SUPERFISH. 
The power dissipation at the end ofthe vanes can be considerably higher, however, 
as there is usually an enhancement of the rf magnetic field. This is more difficult 
to estimate, but can be significant for high-duty-factor machines. 

For low-duty-factor operation, the total power dissipated in the RFQ may be 
so low as not to require cooling at all, as long as the tuners can keep the RFQ 
on the desired frequency. High-duty-factor machines are a triumph of providing 
cooling passages everywhere and dealing with melted components. 

14.4 Tuners 

RFQs are tuned to frequency by inserting objects in the regions of high mag­
netic field. Excluding a volume of magnetic field raises the resonant frequency. 

27 



If the tuning is local and strong, the field distribution along the RFQ may be 
significantly perturbed. If the quadrants are not strongly coupled with VCRs or 
equiv.alent mode stabilizers, the tuners must be symmetrically distributed in all 
four quadrants. 

The tuners usually take the form of paddles or rings whose area perpendicular 
to the direction of the magnetic field can be changed by rotation, or by pistons 
that can be inserted into the RFQ volume. RF and vacuum seals must be provided 
that are compatible with the rf levels present without burnup. 

14.5 VCR Perturbations 

If vane coupling rings are provided to strongly couple the quadrants, the frequency 
perturbation due to the increased capacitance between the vane tips must be taken 
into account. In addition, the lowered local resonant frequency in the vicinity of 
each set of coupling rings increases the electric field at that point (the washline 
effect). 

The VCR frequency perturbation is not easily estimated but has been mea­
sured with rf models. The electric field enhancement can be calculated from the 
frequency perturbation. 

14.6 Drive Loop Compensation 

The drive loop is usually introduced through a hole in the side of the cavity 
which can add to the volume of magnetic field energy, lowering the local resonant 
frequency of the quadrant. Dummy holes can be introduced in the other quadrants 
at that longitudinal position, or the center conductor of the drive loop itself can 
contain a perturbing volume to compensate the frequency perturbation [21]. 

14.7 Vacuum Ports 

The RFQ is pumped through holes introduced into the outer walls of the cavity 
in regions of high rf magnetic field. The field penetrates the holes, reducing the 
resonant frequency. In addition, the current in the walls runs circumferentially, 
and the vacuum ports should be designed to minimally perturb the current paths. 

If the holes are too large or thin in radial extent, rf power can leak from the 
cavity and be radiated into the vacuum system. 

14.8 Beam Loading 

Beam loading presents a complex load (purely resistive if <Ps = 0) unevenly dis­
tributed along the cavity, mostly in the acceleration section. If the RFQ transfers 
a significant fraction of the input power to the beam, loading compensation in the 
form of longitudinal compensators or distribution of drive ports may need to be 
provided. 
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15 Space-Charge Effects 

In this section we will consider the effects of beam space-charge on the transverse 
and longitudinal dynamics of the acceleration process and how to optimize the 
design in the presence of significant space-charge [22]. 

15.1 Transverse Space-Charge 

Space-charge in the bunch generates a repulsive force on the particles at the pe­
riphery of the bunch. The focusing force is partially canceled, reducing the effec­
tive tune of the focusing structure. The beam size increases and may completely 
fill the aperture. The space-charge fields are nonlinear, which may increase the 
beam emittance. 

We will follow the discussion by Wangler [7] to calculate the maximum cur­
rent that can be accelerated in an RFQ. The transverse and longitudinal limits 
are inversely dependent on the transverse focusing strength: as the bunch is more 
tightly focused transversely, the higher linear charge density increases the lon­
gitudinally defocusing space-charge force, reducing the peak current that can be 
accelerated. The analogous argument applies to longitudinal focusing. The choice 
of RFQ parameters requires balancing many interrelated items. 

The bunch is modeled by a symmetric ellipsoid of uniform charge density p of 
radius r and half-length b. The fields within the ellipsoid are 

Ex 
px[l - f(p)] 

2Eo 

Ey 
py[l - f(p)] 

2Eo 

Ez = pzf(p) 
(59) 

Eo 

where the charge density pis related to the average current I in the beam by 

(60) 

The uniform charge density within the bunch envelope is highly idealized and is the 
only one that produces linear space-charge forces (the Kapchinskii-Vladimirskii [23] 
distribution). A more realistic model but one that cannot be solved analytically 
introduces a non-uniform distribution which produces an emittance increase due 
to the non-linear nature of the space-charge field. The form factor f(p) depends 
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on the axis ratio p = bjr and is given by 

f(p) = 

1 p -1 

1 - p2 (1 - p2)3/2 cos p 

1 

3 

p cosh-1 p 1 
(p2- 1)3/2 p2- 1 

p < 1, 

p = 1, 

: p > 1, 

which can be approximated by f(p) ~ r /3b for 0.8 < p < 5. 

(61) 

Adding the defocusing due to space-charge, Eq. (10), to the transverse equation 
of motion, we obtain 

(62) 

where 
3Z0 qe1).3 

~sc =- 8 2 2b[1- j(p)], 
1r mer 

(63) 

and Z0 = 1/ toe = 377ft For notation consistent with the literature, we note that 

(64) 

The unperturbed tune a0 and perturbed tune a are 

(65) 

and 
2 ag ( ) a = 87r2 + ~rf + ~sc· 66 

The beam size x depends on the betatron amplitude (J(z) and emittance c: 

x(z) = JcfJ(z). (67) 

We will define the transverse space-charge parameter J-lt as 

(68) 

so we see that J-lt is the ratio of space-charge force to restoring force: 

(69) 
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We can solve Eq. (63) and (69) for the current I corresponding to a given value 
of the space-charge parameter P,t: 

81r mc2 r 2 ba2 

It= 3ZoPt qe A3 [1- f(p)]' (70) 

We can cast this into a more useful form. The bunch half-length b is approximately 
related to the stable <Ps phase by b = ,8AI<Psl/21r. If the beam is allowed to fill 
the aperture a, then the average beam envelope radius is r 2 = a 2 jl.J!, where the 
flutter factor 'iJ! is the ratio of maximum to minimum envelope size described in 
Section 4.3. 

With a5 = B 2 j81r2
, the current limit can be expressed as 

(71) 

For periodic focusing systems, the envelope size is minimized if the zero-space­
charge phase advance per focusing period is about 90°: a0 ~ 1r /2, or B ~ 1r2J2. 

Equation (71) represents the maximum current for transverse stability with 
the beam contained within the aperture if the focusing strength can be adjusted 
to produce the required zero-current phase advance a0 = 1r /2 per focusing period. 
If the voltage V between the vanes is limited by sparking, then B must be reduced, 
along with the focusing phase advance a0 . Using Eq. (65) and the definition of 
B, we find 

(72) 

We see that the transverse current goes as j3A2V 2
• Experience shows that the 

maximum practical tune depression which still allows stable beam transport is 

which gives 

in Eq. (72). 

a 
- ~ 0.4, 
ao 

Pt ~ 0.84 

15.2 Longitudinal Space-Charge 

(73) 

(74) 

The longitudinal space-charge limit can be determined in a similar fashion. Lon­
gitudinal space-charge reduces the longitudinal stability by reducing the effective 
focusing forces at the ends of the bunch. The linearized longitudinal equation of 
motion, Eq. (22), can be expressed as 

(75) 

31 



where we have introduced the longitudinal space-charge by the substitution 

(76) 

The space-charge term can be derived from the longitudinal space charge field Ez 
as 

~sci 
' 

(32).2 

qe 3Z0 J).f(p) 
-

mc2(32 47r r 2 b · 
(77) 

The longitudinal space-charge parameter is defined as 

~sc,f. 
Jli = --2-. 

af.,o 
(78) 

Substituting and solving for the longitudinal current limit corresponding to a given 
value of longitudinal space-charge parameter Jle, we obtain 

47r3 r 2b 
If.= 3ZoJ1l (32).3f(p) sin</>s· (79) 

Again, substituting for r 2
, b, and f = r /3b as before, the longitudinal current 

limit for an RFQ is 

(80) 

where, as before, we can set J-li = 0.84. Here, we see that the longitudinal space­
charge limit goes as V J).. 

15.3 Optimizing the Overall Design 

The design of an RFQ involves compromises between transverse and longitudinal 
stability, between acceptance and power demand, and between many other factors. 

The beam at the entrance of the RFQ is unbunched and large but converging 
transversely. Longitudinal space-charge is not a factor until the beam becomes 
fully bunched at the end of the gentle buncher section. After the radial matCher, 
the focusing strength is usually constant all the way to the end of the machine. In 
four-vane RFQs, to keep the resonant frequency of the structure constant along 
the entire length, r0 is usually kept constant, and the vane tip voltage V is also 
usually kept constant. 

The beam achieves full bunching at the end of the gentle buncher. Generally, 
the energy is still low at this point so the space-charge forces are the most signif­
icant. It is at this point that the design of the RFQ is optimized in terms of its 
response to space-charge. At a lower energy, the bunch density is lower, as the 
adiabatic bunching process is yet incomplete, and at higher energy the velocity 
dependence of the transverse current limit reduces the significance of the space 
charge forces. 
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We see from Eq. (72) and (80) that 

(81) 

and 

(82) 

This indicates, for example, that a low frequency (large-.\) machine is preferred 
for a large transverse current limit, but a high-frequency machine would have 
a higher longitudinal current limit. Other machine parameters a, V, and <Ps all 
indicate compromises are required to optimize the structure. 

Fortunately, computer programs (CURLI [24], for example) are available that 
help optimize the RFQ parameters for given sets of constraints. Even then, the 
design process requires some experience, as the parameters of an RFQ are strongly 
interactive and some effects are counterintuitive. The designs of the shaper and 
gentle buncher sections have a strong influence on the bunching process, the longi­
tudinal emittance of the emerging beam, and the fraction of the input beam that 
is captured and accelerated to full energy. There is no simple recipe to assure 
an optimized design. Some of the computer codes that are frequently used are 
described in the next section. 

16 Beam Dynamics Codes 

The design of the RFQ is divided into two parts: selecting the cell structure to 
satisfy the particular user beam requirements of energy, acceptance, output en­
ergy spread, and the like; and designing the actual rf structure to resonate at the 
required frequency, establishing the rf power requirement, analyzing the distribu­
tion of cavity wall power dissipation, and analyzing the sensitivity to mechanical 
errors. 

The beam dynamics part of the design is the result of an interplay and com­
promise between conflicting constraints of phase-space acceptance, susceptibility 
to sparking between the vane tips, power requirement, and the like. The success 
of the design depends as much on the intuition of the designer as on the quality 
of construction. 

Fortunately, RFQ designers have a standard set of computer codes to use to 
design the cell sequence and simulate the acceleration of particles. The code 
PARMTEQ [24] written at LANL (and never really documented) is used to track 
particles through a simulated machine. The value of using a standard code is 
obvious: designs can be compared between laboratories, and new design ideas can 
be easily shared. 

P ARMTEQ is not used to actually design the machine: it accepts design data 
from other codes (not so universally shared), tracks particles, and predicts the 
output beam parameters. The program accepts the design data (the variables 
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a, m, ¢>8 , and V specified for each cell), and generates a representation for each 
cell, by which it can calculate all the geometric cell parameters and the field 
components Er, Eo, and Ez. 

An ensemble of particles representing the input beam with the desired phase­
space distribution is generated and tracked through each RFQ cell. The cell is 
subdivided longitudinally and the integrals of motion are replaced by finite steps. 
Particles that exceed the aperture limit are lost. At the end of the machine, 
the statistics of the exit beam are calculated. Graphical representations of the 
phase-space planes and the particle trajectories are produced. 

The actual design of the machine is accomplished with driver programs such as 
CURLI, which models the space-charge [24] behavior of the bunch in typical cells 
of the RFQ, and RFQUIK, which is used to design the gentle buncher and shaper 
sections. The design process is an iterative procedure, adjusting compromises 
between the desired beam transmission and output phase-space, and the machine 
length, power requirement, ease of production, and other considerations. The 
RFQ is a subtle device and good design requires some experience and artistry. 

17 Cavity Design Codes 

The RFQ consists of a resonant cavity which can be modeled by many existing 
two- and three-dimensional electromagnetic Poisson solver codes. 

17.1 Four-Vane Structures 

The four-vane RFQ is usually approximated in cross section by an infinitely long 
waveguide. The cutoff frequency and parameter sensitivity are determined with 
a two-dimensional code such as SUPERFISH [14]. As the RFQ has fourfold sym­
metry, only one quadrant is modeled. Dipole deflecting modes are modeled by 
including two adjacent quadrants. Figure 13 shows the predicted field configura­
tion for a typical four-vane RFQ. 

The ends of the RFQ are tuned to the cutoff frequency of the waveguide. 
Traditionally, this has been a "cut and try" technique, frequently with physical 
cavity models, but recently the ends have been modeled with three-dimensional 
codes such as MAFIA [20]. 

17.2 Four-Rod Structures 

The four-rod structure is more difficult to model with mesh codes, as it has less 
symmetry, requiring full detailed three-dimensional modeling beyond the capa­
bilities of available codes. Four-rod structures are generally physically modeled 
with small "cold models" and their parameters can also be estimated based on 
lumped-circuit analysis. 
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Figure 13: Field Lines Calculated by SUPERFISH 

The capacitance between the rods and the inductance of the stub supports can 
be evaluated fairly accurately with geometric analogues, giving a good estimate 
of the resonant frequency. 

18 Some Real Machines 

In this section we will look at several RFQs that have been built and operated. 
Many interesting engineering ideas have emerged from the several laboratories 
now engaged in RFQ design. 

18.1 LANL RFQs 

Two of the low-duty-factor RFQs built at LANL are described here: the AT-2 [25] 
machine, built as a test bed for neutral particle beam weapons simulation and the 
BEAR (beam experiment aboard a rocket) RFQ that was the first ion accelerator 
of significant energy to be launched into space [26]. 

The AT-2 machine was designed and built around 1980. It is now considered 
to be an older design, but it pioneered many ideas that were first being developed 
at LANL such as the rf power manifold, which surrounded the RFQ cavity and fed 
it through several coupling slots. This is a very long RFQ, and exhibited a strong 
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sensitivity to vane position error until vane coupling rings were later included. 
This RFQ ran for almost 10 years, delivering beams of very high quality. 

Table 1: LANL Four-Vane RFQs 
RFQ AT-2 (1982) BEAR 
Ion H- H-

Freq 425 425 MHz 

1in 100 30 keV 
Tout 2072 1000 keV 
Length 289 100 em 
ro 0.394 0.171 em 
No. Cells 356 154 
Acceptance 0.237r cm-mrad 
RF Power 70 kW 
Vane Voltage 111 44 kV 
Es 41.4 37.3 MV/m 

2.06 1.85 Kilpatrick 
Focusing B 3.8 9 

The BEAR RFQ is a compact and lightweight RFQ used to test propagation 
of a partially neutralized H- beam in the exosphere. It was built of four nearly 
identical sections (except for the vane tip modulations) electroformed together at 
joints running lengthwise along the structure for structural rigidity. It survived the 
rigors of launch and performed flawlessly in a space environment. Figure 14 shows 
the general construction of this accelerator. Table 1lists important parameters of 
these two RFQs. 

.. , 
'.\ 

LOW '\\ 
~ rJf:flGY '\ , , 
Ifill '·- / "-, 

VA~IE/CAV I TY QUADRANT ( 4) 

ELECTROFORIAfD .JOim (4) 

HIGH 
ENErmv 
END 

\ 
rr .STABILIZER (8)~ 

rr DRIVE LOOP (2) 

Figure 14: LANL/Grumman BEAR RFQ 
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The AT-2 RFQ is of conventional design with a very short shaper section 
and a relatively long gentle buncher section compressing the beam longitudinally. 
The BEAR RFQ included a relatively long shaper and shorter gentle buncher, 
which reduced the overall length ofthe RFQ but made the outputenergy spread 
more dependent on the input current. Interestingly, at lower input current, the 
longitudinal pulse compression is not limited by the presence of longitudinal space­
charge, and the overcompression causes an increase in the output energy spread. 

18.2 LBL Four-Vane RFQs 

LBL has designed and built three RFQs of almost identical mechanical design for 
the acceleration of silicon [27), [28), oxygen [29), and protons [30), [31 ). These 
machines are of conventional4-vane design and are the first machines to use vane 
coupling rings (VCRs) [17) to control the unwanted dipole modes due to vane 
misalignment errors. 

0-RINGS~ 

CAVITY 

0 5 10 
SCALE, CM 

15 

Figure 15: LBL Four-Vane RFQ Arrangement 

Figure 15 shows the mechanical arrangement of the LBL 4-vane RFQ [32). 
Each vane is separately mounted in a cylindrical cavity by a series of mounting 
plugs that penetrate the thickness of the cavity and rest on precision flat fiducial 
surfaces on the outside diameter. The relative locations of the fiducial surfaces 
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can be accurately determined with standard shop practice. The mounting plugs 
engage precision surfaces on the back edges of the four vanes. The radial and 
lateral positions of the vanes are independently adjustable and are determined by 
shims. Table 2 lists the important parameters of these three machines. 

Table 2: LBL Four-Vane RFQs 
RFQ LBL CERN BNL LBL2 
Ion Si+4 o+3 p+ p+ 
Freq 199.3 202.56 201.25 410 MHz 
qfA 1/7 3/8 1 1 
Tin 8.4 5.63 35 40 keV/n 
Tout 200 139.4 753 800 keV/n 
Length 224 85.8 161.9 101.7 em 
ro .254 .211 .418 .303 em 
No. Cells 346 169 146 160 
Cavity ID 15.583 em 
Acceptance 0.057r 0.097r 0.057r cm-mrad 
RF Power 150 21 100 160 kW 
Vane Voltage 51 35.6 67.2 72 kV 
Es 27 25.9 37 MV/m 

1.85 1.76 1.47 1.9 Kilpatrick 
Focusing B 2.7 7~4 9.1 

A fourth machine, a small800-keV proton device, was also built at LBL to test 
a construction technique applicable to mass production. The vanes are part of the 
cavity itself, which fits together at fiducial surfaces, allowing reproducible align­
ment of the entire machine to better than 25 1-lm without precision tooling [33). 
Figure 16 shows a cross section of this machine. 

18.3 High-Duty-Factor RFQs 

RFQs are capable of 100% duty factor operation. An earlier RFQ, the Fusion 
Materials Irradiation Test (FMIT) [34] machine, was built at LANL in the early 
1980s and operated with a qfA = 1/2 ion (H-). This RFQ would have been the 
front end of a 100-mA, 35-MeV deuteron linac in an arrangement providing intense 
neutrons for testing candidate reactor-wall lining materials for inertial fusion. The 
rest of the linac was never built, but experience was gained in operating an RFQ 
at nearly 100% duty factor. 

The RFQ-1 device at Chalk River National Laboratory (CRNL) started oper­
ating in 1988 [35], [36] and has been used to investigate many of the problems of 
high average power. This machine is part of a discontinued program to provide 
a high-energy, continuous source of protons. Figures 17 and 18 show these two 
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RFQs and Table 3 lists some important parameters. 

Vertical Cavity 
& Vane 

Longitudinal 
Gasket. Gr-ooves-+-~~ 

/ 
End Plat /.-- End Gasket 

.,.. Grooves 

"Tee" Sec!ion 

Figure 16: LBL Integrally Formed RFQ 

Figure 17: CRNL RFQ-1 
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Figure 18: FMIT RFQ 

Table 3: High-Duty-Factor RFQs 

RFQ FMIT RFQ-1 
Ion n+ proton 
Freq 80 267 MHz 
Tin 75 50 keY 
Tout 2000 600 keY 
Length 408 150 em 
ro 0.403 em 
No. Cells 181 
Cavity ID 85.9 em 
RF Power 491 130 kW 
Vane Voltage 183 78 kV 
Es 17.5 25 MV/m 

1.68 1.5 Kilpatrick 
Focusing B 6.9 6.2 
Max Current 205 100 rna 

18.4 Four-Rod RFQs 

Many four-rod RFQs have been built and operated (see Table 4), with the center 
of activity at the University of Frankfurt. We present here one Frankfurt RFQ to 
be used at GSI in the heavy ion injector capable of uranium acceleration [37], and 
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a prototype front-end RFQ built at the Institute for Theoretical and Experimental 
Physics (ITEP) in Moscow for the acceleration of doubly charged bismuth for an 
inertial confinement fusion driver [38]. Figure 10 shows the arrangement of a 
four-rod RFQ built at Frankfurt. 

Table 4: Four-Rod RFQs 

RFQ U28 ITEP 
Ion u+2s Bi+2 

Freq 108.5 6.19 MHz 
qfA 0.117 0.01 
Tin 2.5 1 keV/n 
Tout 300 50 keV/n 
Length 290 16400 em 
ro 0.42 2.2 em 
Acceptance 0.087!" 0.257!" cm-mrad 
RF Power 100 2000 kW 
Vane Voltage 80 190 kV 
Es 12.2 MV/m 

2.5 Kilpatrick 
Focusing B 4.3 10 

18.5 Split Coaxial Resonator RFQs 

For acceleration of low-charge-state heavy ions, a low frequency structure is called 
for. An alternative to the four-rod structure is the split coaxial resonator structure, 
pioneered at GSI and at the Institute for Nuclear Studies at the University of 
Tokyo [39]. 

Table 5: INS Split Coaxial Resonator RFQ Parameters 
RFQ INS 
Freq 50 
qfA 1/7 
Tin 2 
Tout 59.6 
Length 205.2 
No. Cells 168 
ro 0.541 
Acceptance 0.037!" 
RF Power 13.2 
Vane Voltage 20.3 
Focusing B 3.8 

MHz 

keV/n 
keV/n 
em 

em 
cm-mrad 
kW 
kV 

As Figure 19 shows, the even vanes are connected to one end of a pillbox 
cavity excited in the TM mode and the odd vanes to the other end wall, so an 
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e.m.f. exists between the endwalls and therefore between the vanes themselves. A 
potential is set up between the even and odd vanes, producing a quadrupole field 
on axis. The very large capacitance between the vanes loads the cavity heavily, 
lowering the frequency. 

SPEAR-SHAPED BACK 
OF VANE 

HORIZONTAL VANE 

STEM FLANGE 

HORIZONTAL STEM 

Figure 19: INS Split Coaxial Resonator RFQ Model 

The structure illustrated is a 50-MHz test model which has accelerated protons 
at 1/7th of the design gradient. Table 5 lists the parameters for qjA = 1/7 
operation. This will be followed by a 25.5-MHz prototype accelerating a qj A = 
1/30 ion to 45 keV /n, and eventually a full-scale 25.5-MHz machine accelerating 
a qj A = 1/60 ion to 170 keV /n to inject the Japan Hadron Facility with heavy 
lOllS. 

19 Heavy Ions 

Heavy ions present particular difficulties for any accelerator. For an integrated 
acc~leration potential V = J E(z)dz, the energy transferred to the ion with mass 
A amu is qjA eV per nucleon. Heavy ion velocities in linacs are somewhat lower 
than for protons (and certainly less than for electrons!). The low velocity results 
in short accelerating cells. 

The minimum length of the accelerating cell in Alvarez linacs is limited by 
the technology of the magnetic quadrupole that can be placed in the individual 
drift tubes. At the beginning of the linac, the rf defocusing forces are large, and 
particularly strong focusing is needed. This limitation forces a high input energy 
requirement for Alvarez structures. 
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The RFQ cell length can be made much shorter and the focusing is electro­
static, which is independent of particle velocity. This results in the very low 
injection energy requirement of RFQs, compared to Alvarez linacs. The RFQ 
output energy in optimized designs is very compatible with the input energy of 
Alvarez linacs. 

However, even RFQs have a lower limit to the injection energy (velocity) which 
is further exacerbated by low qf A. Heavy ion RFQs tend to operate at lower 
frequency to keep the cell length {3)../2 reasonable and keep the aperture a large 
enough to permit a sufficient transverse acceptance. The focusing strength B, 
given by Eq. (45), is proportional to qjA of the ion and tends to be low. This 
limits the acceleration rate, which is proportional to the rf defocusing term ~ 
given by Eq. (44). 

Equally important, the vane tip geometry itself may limit the choice of param­
eters. The geometry of the vane tip is characterized by the longitudinal curvature 
in the valleys along the vane, as shown in Figure 6 and given by Eq. (57) for 
the variable-pt geometry. This minimum longitudinal radius must be kept large 
enough to allow the vane to be cut by a tool with sufficient size to avoid tool wear 
and ensure cutting accuracy. For many designs, this represents the most severe 
constraint. 

20 Future Directions 

Ten years ago (1980) the RFQ was considered to be an exotic and mysterious 
device with a mystical design procedure. Now it has matured and driven out the 
venerable Cockcroft-Walton high voltage preaccelerator as the injector to Alvarez 
linacs. 

The whole book has not yet been written on RFQs, however. Superconduct­
ing devices are being modeled at ANL [40], high-average-beam current devices are 
being developed at various laboratories, and at least one company has now com­
mercialized the device [41], [42]. As with the case of small electron linacs, whose 
technology has now allowed thousands to be used in hospital-based electron and 
gamma-ray radiotheraputic applicators, the RFQ may find its way into airport se­
curity devices in the form of thermal neutron detection of explosive materials, into 
small university laboratories for student training and low energy nuclear physics 
programs, and into applications not yet envisioned. 

21 Further Reading 

The development of the RFQ has been well documented. The fundamental for­
mulation by LANL appeared in the 1979 Linear Accelerator Conference [10], and 
sufficient information appears here to develop all the required codes and tech­
niques to get started. A series of comprehensive RFQ tutorials have been given 
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at several conferences [43], [44], [45], [46], [47]. 
Any accelerator conference proceedings since 1979 will contain a wealth of 

information about RFQs, as well as some of the Summer Schools, such as the 
CERN 1985 School at Queen's College, Oxford [48]. 
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