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ABSTRACT OF THE DISSERTATION

Effects of kilotesla-level applied magnetic fields on relativistic laser-plasma
interactions

by

Kathleen Joy Weichman

Doctor of Philosophy in Engineering Sciences (Engineering Physics)

University of California San Diego, 2020

Professor Alexey Arefiev, Chair

Recent advances in magnetic field generation have made experimentally accessible

new regimes in magnetized high energy density physics. However, relatively little is currently

known about the effects of kilotesla-level magnetic fields in relativistic laser-produced plasma.

In this dissertation, I discuss a number of common plasma configurations, including solid

targets and laser propagation in underdense plasma, in which applied magnetic fields can

fundamentally alter plasma dynamics and impact important observables, such as ion and

electron energy. In this regime, the changes induced by the magnetic field proceed mostly

from the magnetization of hot electrons. Crucially, clear effects can be produced even

xvi



when the magnetic field is not initially strong enough to magnetize electrons, suggesting

that experimentally available applied magnetic fields may now be capable of delivering

improvements for applications of relativistic short pulse laser-plasma interaction.
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Chapter 1

Introduction

Understanding the potential of magnetic fields to shape plasma behavior is a crucial

aspect of plasma physics research. Much of the recent study of magnetized plasma has been

motivated by fusion energy applications, where particles are non-relativistic and extreme

electric and magnetic fields are not present. Often, these applications are concerned with

collective or fluid-like behavior, including, for example, heat conduction and the overall

plasma confinement. In contrast, the plasma produced by intense short pulse lasers can be

relativistic and inherently feature strong electric and magnetic fields. Furthermore, many of

the applications of laser-plasma interactions feature distinctly kinetic dynamics and depend

on a relatively small population of energetic particles rather than the bulk behavior. It is

therefore critical to re-examine the potential effects of magnetic fields in the relativistic

laser-plasma context. In this dissertation, I will present a variety of plasma configurations

where important changes in plasma behavior and application-relevant observables can be

produced by the application of a uniform, quasi-static kilotesla-level magnetic field. These

scenarios have been selected to illustrate a number of interesting and potentially impactful

effects of adding a strong magnetic field, and represent a promising new direction for

relativistic laser-plasma research.

1



The development of high power laser technology [1] enables the investigation of

plasma under high energy density (HED) conditions in facilities around the world [2–5].

Laser-produced HED plasma provides a convenient platform for investigations in laboratory

astrophysics [6–9], imaging [10, 11], accelerator science [12, 13], and inertial confinement

fusion [14–16]. The ability of the laser to deliver substantial energy to the plasma in the

form of energetic electrons is a key feature of high intensity laser-plasma interaction. The

production of charged particles [17, 18], neutrons [19], or high energy X-rays [20,21] which

make laser-plasma interaction attractive for applications is often driven indirectly by this

hot electron population. As a consequence, understanding, and potentially controlling the

dynamics of relativistic electrons is highly desirable. As I will demonstrate, the addition of

an applied magnetic field can fundamentally change the electron dynamics. Changes to the

electron dynamics can subsequently impart significant changes to the ion dynamics and

are both of fundamental physics interest and beneficial for applications.

Magnetic fields are also an inherent component of relativistic laser-produced plasma

and have a significant impact on plasma dynamics. For example, when the amplitude of

the laser pulse is sufficiently high for electron motion in the laser pulse to be relativistic

(“relativistic intensity”), the magnetic force exerted on electrons by the laser pulse enables

electrons to move substantially in the laser propagation direction, and plays a key role

in the net transfer of laser energy to electrons. The laser interaction with the plasma is

also capable of self-generating strong quasi-static magnetic fields. For example, strong

magnetic fields can arise at the surfaces of laser-irradiated solid targets, impacting the

plasma dynamics (e.g. Ref 22). The presence of self-generated fields provides additional

motivation for studies to understand the fundamentals of how magnetic fields affect the

evolution and potential deliverables of laser-produced plasma.

In contrast with self-generated fields, applied magnetic fields offer external control

over the magnetic field profile and can provide magnetic fields in configurations which
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are not easily achievable using self-generated fields. In this dissertation, I will consider

applied magnetic fields which are spatially uniform and static on the length and time scales

relevant to laser-plasma interactions. For my purposes, this requires the magnetic field

to be spatially uniform over a 100 µm to 1 mm scale and slowly evolving compared to

a laser pulse which is tens of femtoseconds to tens of picoseconds long. Such magnetic

fields are currently under experimental development using a variety of approaches including

laser-driven coil [23–26] and pulsed power [27–29] sources. These magnetic field generation

techniques have recently been demonstrated to produce near-kilotesla fields over hundreds

of microns (e.g. Ref. 30) or greater than 100 T fields over millimeter distances (e.g. Ref. 29)

at facilities where high power lasers are also available. It is therefore timely to consider the

potential impact of kilotesla-level magnetic fields on relativistic laser-produced plasma.

1.1 Electron acceleration by picosecond laser pulses

As previously mentioned, the energization of electrons by the laser pulse underlies

most of the interesting and desirable phenomena associated with laser-plasma interactions.

Understanding the mechanisms responsible for this energy gain is therefore key to optimizing

the laser and plasma conditions for applications. In Chapters 2-4, I will discuss electron

acceleration by picosecond laser pulses, both with and without an applied magnetic field.

The dominant route to electron energy gain in laser-produced plasma depends on

a number of factors, including the laser intensity, the plasma density profile, the pulse

duration, and the presence of an applied magnetic field. The laser pulses I consider in

this dissertation are relativistically intense. The threshold for relativistic intensity is

the condition for an electron interacting with a laser in vacuum to obtain relativistic

momentum (|p| ∼mec) within a single laser cycle, which corresponds to a peak intensity of

I0 & 1018 W/cm2 for a 1 µm wavelength laser. Such a laser pulse is reflected by a plasma
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if the plasma density exceeds the relativistically adjusted critical density γncr, where γ

is the characteristic Lorentz factor of electrons undergoing motion in the laser pulse and

ncr ∼ 1021 cm−3 is the critical density in a cold plasma for a 1 µm laser [31].

It has been observed that relativistic multipicosecond laser pulses incident on solid

targets can produce copious energetic electrons with higher density than can be obtained by

individual electrons interacting with a single laser pulse in vacuum [32–35]. For modestly

relativistic lasers with a 1 µm wavelength, solid targets are overdense (n > γncr) and can

produce strong laser reflection. Laser reflection can fundamentally change the dynamics

of electrons and may introduce stochastic routes to energy gain. Chapter 2 demonstrates

that the stochastic electron motion which is expected to occur in vacuum with crossed or

counter-propagating laser pulses may not be accurately reproduced by standard simulation

techniques, indicating a need for the development of new computational schemes. In

Chapter 3, I demonstrate that laser reflection can also act as a catalyst for enhanced

non-stochastic electron acceleration by multipicosecond pulses incident on solid targets,

which suggests a different approach to optimizing hot electron production than stochastic

heating.

The application of a kilotesla-level magnetic field can also enhance energetic electron

production by enabling fundamental changes to the dynamics of electrons interacting with

a laser pulse in underdense (n < γncr) plasma. This magnetically assisted direct laser

acceleration can substantially increase the electron energy relative to the non-magnetized

case and promotes energy retention by the plasma after the laser has passed. In Chapter 4, I

demonstrate that magnetically assisted direct laser acceleration is experimentally accessible

with sub-kilotesla applied magnetic fields for moderately relativistic picosecond laser pulses.

While magnetically assisted direct laser acceleration ordinarily requires a preheated plasma,

I formulate a setup employing initially cold plasma in which a second, femtosecond duration

pulse enables substantial energetic electron production by a modestly relativistic picosecond
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pulse.

1.2 Ion acceleration with an applied magnetic field

While changes to energetic electron production by the laser pulse are one clear way

in which a sufficiently strong applied magnetic field can benefit laser-produced plasma,

important effects of the magnetic field can also be seen in regimes where electron acceleration

by the laser is not significantly affected. The magnetic field can also impact the dynamics

of hot electrons over distance and time scales which exceed those of the laser pulse and in

regions where the laser is not present. In Chapter 5, I consider how a kilotesla-level applied

magnetic field can impact sheath-based ion acceleration.

The expansion of a laser-heated electron sheath into vacuum [36,37] is an experi-

mentally robust and extensively studied platform for the generation of energetic ions [18].

In sheath-based ion acceleration (for instance, in target normal sheath acceleration [38–40]),

an intense laser pulse heats electrons on one side of an overdense target. The hot electron

population then streams through the target and out into the rear-side vacuum, establishing

a sheath electric field which accelerates ions from the rear surface. The addition of a strong

magnetic field along the target normal direction has the potential to prevent the transverse

escape of hot electrons which ordinarily degrades the ion acceleration process and produces

a diverging ion beam. In Chapter 5, I demonstrate that a kilotesla-level applied magnetic

field results in an ion source with substantially enhanced energy and number, and which is

focusing about the magnetic field direction. Such improvements are highly desirable for

applications including isochoric heating (e.g. Ref 41) and ion fast ignition (e.g. Ref 42).
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1.3 Magnetic field production by solid targets

In addition to directly impacting application-relevant electron and ion dynamics,

applied magnetic fields can also trigger strong magnetic field generation. This is a somewhat

surprising result because plasma is often considered to behave diamagnetically. Chapters 6-

9 demonstrate that embedding magnetic fields in solid density targets can trigger the

production of orders-of-magnitude stronger magnetic fields. These enhanced magnetic

fields may then be sufficiently strong to directly impact the plasma dynamics.

The addition of an embedded target-transverse magnetic field to a laser-irradiated

solid target leads to the gyrorotation of laser-heated electrons within the solid. At the

same time, cold electrons within the target produce a compensating return current, which

can prevent the magnetic field within the overdense plasma from significantly changing.

However, as I demonstrate in Chapter 6, this configuration results in strong magnetic field

production at the target surface. Although magnetic field production at solid surfaces is a

normal feature of laser-plasma [43,44], the structure, polarity, and overall magnitude of the

surface field can be dramatically affected by the addition of the embedded magnetic field.

The magnetic field can also be strong enough to alter ion acceleration from the target.

Applied magnetic fields can also affect magnetic field production away from solid

surfaces, for example in imploding structured targets. Structured targets including

nanowires [45], nanospheres [46, 47], and microchannels [21, 48, 49] have been shown

to deliver improvements in particle [45–47, 49], radiation [48, 50, 51], and magnetic field

generation [52, 53] sources. Such targets can also produce interesting effects in the context

of applied magnetic fields. While it has long been known that implosions are capable

of amplifying applied magnetic fields in the magnetohydrodynamic regime (mm-scale,

non-relativistic implosions with sub-100 T applied fields) via flux compression [54, 55],

the inherently kinetic dynamics of micron-scale relativistic laser-driven implosions require

re-evaluating the potential mechanisms for magnetic field amplification. Chapter 7 demon-
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strates strong magnetic field amplification in relativistic laser-driven microtube implosions

in excess of what can be achieved via flux compression. In Chapter 8, I demonstrate that

the magnetic field which is amplified in microtube implosions is not necessarily the applied

field, but can also be the field generated at the solid surface, which has opposite sign.

Microtube implosions are thereby able to deliver magnetic fields two orders of magnitude

stronger than the applied seed, with a controllable sign.

Implosions are not the only context in which applied magnetic fields can be amplified

by relativistic laser-plasma. As mentioned above, the populations of hot and cold electrons

in a solid target generally carry current in opposite directions. While in the context of

surface magnetic field generation, the hot electrons are responsible for driving the magnetic

field production, Chapter 9 demonstrates magnetic field amplification by the cold return

current in the case of a thin solid target with a target normal embedded magnetic field. In

this scenario, the charge separation created by the expulsion of hot electrons by the laser

pulse drives return current with orbital angular momentum favorable for magnetic field

amplification.

1.4 Summary

In summary, I have examined a number of the possible effects of a kilotesla-level

applied magnetic field on relativistic laser-plasma. These effects highlight new and poten-

tially important physics in the magnetized high energy density context and indicate that

applied magnetic fields can be desirable for applications. The physics I examine in this

dissertation may additionally be applicable across a wide range of relativistic laser-plasma

configurations with applied magnetic fields. The field of magnetized high energy density

physics is rapidly growing and it is my hope that the work presented in this dissertation

will provide a source of inspiration for its continued evolution and expansion.
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Chapter 2

Extreme nonlinear dynamics in

vacuum laser acceleration with a

crossed beam configuration

2.1 Abstract

A relatively simple model problem where a single electron moves in two relativistically-

strong obliquely intersecting plane wave-packets is studied using a number of different

numerical solvers. It is shown that, in general, even the most advanced solvers are unable to

obtain converged solutions for more than about 100 fs in contrast to the single plane-wave

problem, and that some basic metrics of the orbit show enormous sensitivity to the initial

conditions. At a bare minimum this indicates an unusual degree of non-linearity, and may

well indicate that the dynamics of this system are chaotic.
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2.2 Introduction

Since the development of Chirped Pulse Amplification lasers [56–59], the field of ultra-

intense laser-matter interactions has grown considerably. Initially this technology allowed

the development of TW-scale lasers that breached the 1018Wcm−2µm2, but subsequent

progress has lead to the construction of 10PW scale systems [57], with 100PW systems

under development. The field now spans a large number of sub-topics including laser

wakefield acceleration of electrons [60], laser-driven ion acceleration [61], laser- driven

x-ray [62] and neutron sources, advanced inertial fusion concepts such as Fast Ignition [63],

studies of both Warm Dense Matter and Hot Dense Matter [64], radiation reaction studies,

and even probing QED physics [65,66]. It is likely that the latter topics in that list will

become more dominant as multi-PW facilities become fully operational in the following

years. Numerical simulation codes, particularly Particle-in-Cell (PIC) codes [67, 68], have

been instrumental in driving the field forward, both in terms of interpreting experiments

and in making predictions that have motivated crucial experimental work. Perhaps the best

known example of PIC’s predictive capabilities is that of Pukhov and Meyer-ter-Vehn’s

prediction [69] of the ‘bubble regime’ of laser wakefield acceleration, which was later

validated by three different research groups [60].

The PIC algorithm is itself dependent on a number of algorithms, some of which were

developed separately, such as the Yee FDTD method [70] for numerical electromagnetics.

Importantly this includes a ‘particle-pusher’ algorithm which advances the macroparticles

position and momentum. The quality and capability of any individual PIC code will

depend on the set of algorithms chosen for these different components. A common choice

for the particle-pusher is the Boris method [67]. The Boris method is a second order

accurate leapfrog-type method that is centred in time. It is a method that has enjoyed

considerable success, and which has been employed in a number of different PIC codes

including EPOCH [71]. Developing higher order versions of the Boris method is a non-trivial
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proposition, and it is has been questioned whether or this endeavour would actually yield

any serious benefits to laser-plasma or accelerator science [72,73].

In the past few years however it has been recognized that the Boris method has

at least one serious defect, namely that constant motion is not maintained in the case of

uniform crossed E 6= 0 and B 6= 0 fields (for the choice of particle velocity for which a force-

free scenario is obtained). This was first identified by Vay [74], who proposed a variation

on the Boris pusher that resolved this issue. Later Higuera and Cary [72] proposed an

algorithm that both solved the issue of the E×B velocity and which also preserved phase-

space volume (unlike Vay’s method). Alongside these developments, Arefiev also showed

that considerable care needs to be taken in setting the time step when integrating the orbits

of an electron in a relativistic laser pulse. Altogether these developments underline how the

particle-pusher problem needs careful study to ensure that particle-pusher algorithms can be

trusted when employed to study the strongly relativistic and highly complex configurations

encountered in ultra-intense laser-matter problems.

Despite these developments the methods of Vay and Higuerra-Cary are still only

second order accurate methods. For problems where the overall behaviour of the system

is quite ’regular’ this means that they will be quite adequate in the majority of cases.

What has not been given so much consideration is whether the dynamics can always be

assumed to be sufficiently ‘regular’. Some researchers have pointed out that some laser

interaction problems will have a ‘stochastic’ nature [32, 75, 76], this terminology appears to

actually mean that the dynamics are chaotic [77–79]. If the Lyapunov time is larger than

the time-scale of interest then this is not a problem for numerical simulation. However if

the Lyapunov time becomes much shorter than the time-scale of interest then the ability

to predict future states of the system will be highly limited even with very sophisticated

numerical solvers.

In this paper we present a relatively simple test problem for a single electron : two
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plane EM Gaussian wave-packets that cross at an oblique angle and which are π out of

phase. The electron is initially at rest and which sits ‘off-axis’ by a fraction of the vacuum

wavelength. To the best of the authors’ knowledge this problem does not have an analytic

solution. We have studied the ability of a number of leapfrog pushers, RK4 method, and

more sophisticated adaptive algorithms to solve the electron orbits in this problem. We

have found that, in general, all of these solvers are only able to obtain converged orbits

for a fraction (<20%) of the total problem duration (100-200 fs out of 1 ps). Complete

converged orbits are only obtained in a few cases, and usually only the RK4 method (or

better) is able to do this. A survey of the sensitivity to initial conditions was carried

out, and it was found that there are regions of parameter space which exhibit extreme

sensitivity to initial conditions. This indicates that this problem, however simple it may

seem, in fact is chaotic in nature, as expected given earlier studies [32,75,76], however in

this case it would appear that the chaotic dynamics is severly problematic for numerical

integration. We suggest that this may have important ramifications for both Vacuum Laser

Acceleration (VLA) [80–84] and Direct Laser Acceleration (DLA) [85–93].

2.3 Description of Model Problem

We consider a problem where two relativisitically-strong plane EM wave-packets

intersect obliquely. We want to study the relativistic motion of an electron that is initially

at rest. This can be described by the following formulae for the electric fields of the incident

waves:
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Figure 2.1: Schematic of the simulation set-up showing key parameters.

E = E1 + E2, (2.1)

E1 = E cosψ1fenv,1 [−sin(θcb/2),cos(θcb/2),0] , (2.2)

E2 = E cosψ2fenv,2 [sin(θcb/2),cos(θcb/2),0] , (2.3)

where ψ1 = k1.r− ωLt+ φ1, ψ2 = k2.r− ωLt+ φ2, k1 = [cos(θcb/2),sin(θcb/2),0], k2 =

[cos(θcb/2),−sin(θcb/2),0]. For the envelope functions, we use fenv = exp(−(ψ/kL +

5cτL)2/(2cτL)). There are corresponding magnetic fields in the z-direction. This cor-

responds to two intersecting plane wave-packets that are aligned obliquely to the x-axis

with the E-field polarized in the xy-plane in each case. The angle between the wavevectors

of the two wave-packets is θcb. For our baseline problem we consider the case where

E = 5ωLmec/e (i.e. each plane wave-packet has a0 = 5), θcb =40◦, λL =1 µm, and τL =20 fs.

The two wavepackets are π out of phase, i.e. φ1 = 0, φ2 = π. The electron is initially at

rest at x=0,z =0, and y = y0. A schematic of the problem is shown in fig.2.1.

Since this problem is quite close to that considered previously [32,75,76], we should

expect that chaotic dynamics are likely to be encountered. A very significant difference
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with earlier studies is that the value of the normalized vector potential in this case is

significantly larger (a > 5 here). However since Mendonca’s [94] criterion is a1a2 >1/16 we

expect that chaotic dynamics will only be more prevalent in this problem.

2.4 Analysis with Standard Algorithms

In the first part of our study we have used the following solvers : (i) the Boris

pusher [67], (ii) the Vay pusher [74], (iii) the Higuera-Cary pusher [72], and (iv) the

4th order Runge-Kutta (RK4) algorithm [95], to study this problem. Note that (i)–(iii)

are formally 2nd order algorithms (although they differ in their treatment of the E×B

velocity) , and only (iv) is formally 4th order. These were applied to study the baseline

case (case 1). We shall not re-state the details of these here, and we refer the reader to the

given references for further details. We have tested and checked our implementations, in

particular by testing that they reproduce the motion in a single plane wave-packet. The

baseline numerical integration is carried out over 18000 time steps with ∆t=0.05 fs. To

examine convergence, the time step is multiplied by a factor 1/M , and the total number of

time steps by M in order to keep the total duration of the integration constant. In general,

we regard two trajectories as being converged if the variables in question are within 5% of

one another. All of these solvers reproduce the analytic prediction for the single plane-wave

problem with M = 1 and the solutions of each solver are practically identical.

For each solver we obtained solutions of M =1,2,4, and 8. The results for the Boris

pusher, in terms of py are shown in fig.2.2. By following sequence of cases, we can see that

the solution is not converging.

The behaviour of the Boris pusher is in sharp contrast with the RK4 algorithm.

The results of the RK4 algorithm, also in terms of py, are shown in fig.2.3. Here the four

curves almost perfectly overlap, showing clearly that there has been very good convergence,
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Figure 2.2: The results from the Boris Pusher for the baseline case. Value of M for each line is
shown in the legend. Solution shows no sign of convergence with increasing M .

and that it has happened very rapidly.

The behaviour of both the Vay and Higuera-Cary pushers are shown in fig.s 2.4

and 2.5. By comparing fig.s 2.4 and 2.5 to fig. 2.3 we can see that, when M =8, both the

Vay and the Higuera-Cary pushers come very close to the solution obtained by the RK4

algorithm. This should lead to confidence in the solution obtained by the RK4 solver. It is

clearly good that both the Vay and Higuera-Cary pushers are able to eventually reach this

solution, however the rate of convergence is rather slow, and it requires that one adopts a

very small time (M =8) time step. In figure 2.6 we directly compare the Vay, Higuera-Cary,

and RK4 solutions for M =8. As can be seen they all lie extremely close to one another,

showing that the Vay and Higuera-Cary solvers are able to approach the RK4 solution,

whereas the Boris solver cannot for M ≤ 8.

In the second part of our study we extended this to multiple cases to see if these

findings reflected a general trend. As is evident from fig.s 2.2–2.5, even when convergence

is not obtained over the entire 900 fs, convergence in fact can occur over a time period

that is a fraction of the total duration of the problem. When extending the study we

instead looked at the fraction of the problem duration over which convergence was obtained
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Figure 2.3: The results from the RK4 algorithm for the baseline case. Value of M for each
line is shown in the legend. All four curves overlap almost perfectly, indicating extremely rapid
convergence.
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Figure 2.4: The results from the Vay Pusher for the baseline case. Value of M for each line is
shown in the legend.
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Figure 2.5: The results from the Higuera-Cary pusher for the baseline case. Value of M for each
line is shown in the legend.
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Figure 2.6: Comparison of the solutions from the Vay, Higuera-Cary, and RK4 pushers for
M =8, showing that, in the M =8 case, convergence is obtained.
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Table 2.1: Summary of results for different cases. Shown in the percentage of the total problem
duration for which a given pusher is able to obtain convergence for M ≤8. The special cases of
the Vay and Higuera-Cary pushers in the baseline case are noted by an asterisk.

Case Boris Vay Hig.-Cary RK4
1.a0 =5, y0 = λ/4, θcb = 40◦ 14.7 100* 100* 100
2.a0 =5, y0 = λ/2, θcb = 40◦ 11.1 11.0 9.1 12.1
3.a0 =10, y0 = λ/2, θcb = 40◦ 12.8 13.3 12.9 100.0
4.a0 =10, y0 = λ/4, θcb = 40◦ 10.2 10.2 11.3 17.8
5.a0 =5, y0 = λ/8, θcb = 40◦ 10.9 11.6 11.6 17.6
6.a0 =10, y0 = λ/8, θcb = 40◦ 10.8 11.9 11.9 17.1
7.a0 =5, y0 = λ/4, θcb = 60◦ 11.6 11.9 11.7 14.0
8.a0 =5, y0 = λ/4, θcb = 80◦ 9.3 9.3 9.8 16.6
9.a0 =5, y0 = λ/4, θcb = 20◦ 14.8 14.8 14.8 41.3
10.a0 =5, y0 = λ/4, θcb = 10◦ 48.7 48.3 49.0 62.5

(instead of whether or not total convergence was obtained). The results are summarized in

table 2.1, which shows the convergence obtained for each case as a percentage of the total

problem duration (900 fs), and for each solver tried. The special cases of the convergence

obtained by the Vay and Higuera-Cary pushers in the baseline case are noted by an asterisk.

From Table 2.1 we find that the baseline case unfortunately represents a rather

optimistic one from the point of view of numerically solving this problem. In general we

found that even the RK4 pusher was unable to produce converged solutions for more than

18% of the problem duration. Converged solutions over the full duration were only obtained

by the RK4 solver in a couple of cases. Also as the approach angle, θcb, becomes very small,

it is much easier to obtain convergence.

All the leapfrog solvers perform less well than the RK4 pusher. The differences

between the three are usually rather small (again suggesting that the baseline case, happens

to be a special case). It therefore appears that, in general, the enhanced leapfrog solvers

are not substantially better at the crossed beam problem than the Boris pusher.

We have also examined the effect that the different solvers have on distributions
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Figure 2.7: Distribution at 450 fs of ensemble calculation (see text) for the case of the Boris
solver.

arising from an ensemble of different initial conditions. This was done for 10000 different

particles initialized at rest with the initial x-position spanning -0.5 to +0.5λL (yinit = λL/4).

The problem was run up to 450 fs with M =1. Otherwise the problem corresponds to the

baseline case. We compared the distributions that arose from using the Boris and the RK4

solvers, which are shown in fig.s 2.7 and 2.8 respectively.

In the case of the RK4 solver we see that there is a very strong spike at high energy,

denoted as ’B’ in fig. 2.8. This feature is absent in fig. 2.7, and instead we see a different

feature denoated as ’A’ in this figure. Given that the strongest accumulations of particles

are completely different for different solvers applied to the same ensemble/problem, we can

conclude that the issues observed with single trajectories will lead to significant differences

in particles distributions as well.

It therefore appears to be the case that the crossed beam problem presented

here represents a far harder test than the single plane wave of single electron trajectory

calculation. To the best of the author’s knowledge this is currently the hardest test case,

at least specifically for laser-plasma studies, as the conventional particle pushers tested

here are known to capable of producing fully converged solutions (for M ≤ 8) over the full

18



Figure 2.8: Distribution at 450 fs of ensemble calculation (see text) for the case of the RK4
solver.

duration. This is certainly the case for the single plane wave problem. More importantly

the results presented in Table 2.1 already indicate the most likely reason as to why this

problem is so challenging : namely that the dynamics has become chaotic. We see that, in

the general case, a converged solution can only be obtained for a short period of time. We

also see that there are strange isolated cases where a full converged solution can be obtained.

The observation of these features motivated a more detailed study of the problem.

2.5 Parameter Scans with Advanced Algorithms

In the second phase of this study, another class of solvers was used, namely the

MATLAB suite of ODE solvers. In broad terms, applying these solvers to the problem

lead to results similar to those presented in Sec. 2.4, with convergence only obtained over

a limited period of time and for a small angle between the beams. Out of the entire

suite, ODE113 performed the best. This solver is a variable-step, variable-order (VSVO)

Adams-Bashforth-Moulton Predictor-Corrector solver of order 1 to 13. It was found that

convergence was reliably obtained when the angle between the beams was limited to no

more than θcb = 30◦. We have cross-checked the results obtained with ODE113 against the
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Figure 2.9: Results from parameter scan over φ2 and θcb in terms of ry/rx. Main plot is a coarse
scan, with fine scans as sub-plots a and b.

RK4 algorithm, and found good agreement between the two.

In order to study the sensitivity to the initial conditions, parameters scans were then

carried out by varying θcb, φ1, and φ2. For each set of initial conditions a calculation was

run up to 200 fs. Two outputs were recorded : (a) the ratio of the final displacement in y to

that in x (ry/rx), and (b) the time at which the maximum γ occurred (τγ,max, normalized

to the laser period). Two types of scans were carried out, coarse and fine. For the coarse

scans, 100 points were used for each parameter over a large range : ±π for phases and

10–30◦ for θcb. For the fine scans, a fraction of each range was used and 200 points were

then used for each parameter. In all other respects, the calculations are the same as the

baseline calculation described in Sec. 2.3. By moving from the analysis of Sec. 2.4 where

we looked at 10 cases to these parameter scans where we look at 10000-40000 cases per

scan, we can obtain a much clearer idea of how sensitive this problem can be to the initial

conditions.

In Fig.s 2.9 and 2.10 we show the results from a coarse parameter scan of θcb and φ2

with φ1 held fixed at 0◦. The sub-figures show plots of fine parameter scans in the regions

indicated.

What we observe from these extensive parameters scans is that the parameter space
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Figure 2.10: Results from parameter scan over φ2 and θcb in terms of τγ,max. Main plot is a
coarse scan, with fine scans as sub-plots a and b.

appears to consist of two types of regions. There are regions where the results of the

calculations vary (relatively) slowly and smoothly as the initial conditions are changed.

Examples of these are shown in the ‘a’ sub-figures in both fig. 2.9 and fig. 2.10. There are

also regions where small variations of the initial conditions leads to gross changes in the

results including rapid changes in sign. Examples of these sub-regions are shown in the ‘b’

sub-figures in both fig. 2.9 and fig. 2.10.

As we were observing strong point-to-point changes in fig. 2.10(b) along θcb = 28◦

we repeated this set of calculations at twice the resolution in φ2 (i.e. now with 400 points

in φ2 across the ‘fine’ range). The results are shown in fig. 2.11. It can be seen that there

is no improvement in terms of being able to ‘resolve’ the detail in this region.

We can summarize the results from this second phase of the study as follows : (i)

we have done an extensive parameter scan of the initial conditions / problem parameters

using an advanced ODE solver, (ii) this reveals regions in parameter space that are very

sensitive to the initial conditions / problem parameters, (iii) we are not able to ‘resolve’ this

sensitivity by successively refining the set of points over which we scan. These observations

suggest that we are actually looking at a system that exhibits chaotic dynamics, as we

expected from earlier studies.
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Figure 2.11: Line-out of Fig.2.10(b) along θcb = 28◦

2.6 Conclusions

In this paper we have examined an apparently simple model problem in relativistic

single electron motion relevant to ultra-intense laser-plasma interactions, involving two

obliquely intersecting plane wave-packets. The findings for this model problem, which are

presented herein can be summarized as follows:

1. Under a wide range of conditions converged solutions cannot be obtained for a 1 ps

period using a wide range of different solvers including the Boris method, 4th order

Runge-Kutta, and the MATLAB suite of ODE solvers.

2. Converged solutions appear to occur in isolated ranges of problem parameters.

3. Converged solutions can, in general, only be obtained over quite short durations,

especially compared to benchmarks such as the single plane-wave problem where this

is not an issue.

4. When extensive parameter scans are carried out across initial conditions / problem

parameters, it is found that regions in parameter space exist where there is a very

high degree of sensitivity to these initial conditions (or problem parameters).

22



5. Progressively increasing the resolution of these sensitive regions does not lead to any

improved resolution of the highly sensitive region.

Our findings have, in the authors’ view, two main consequences. Firstly, great care

needs to be taken when using PIC codes to study laser-plasma interactions. Prior to this

study it was generally assumed that algorithms such as the Boris pusher would produce

reasonably accurate results irrespective of the field configuration under consideration. In

light of this study, we no longer think this can be assumed. We suggest that PIC simulations

are accompanied by complementary studies of the single particle motion to ensure that

converged orbits can be obtained.

Secondly, these findings suggest that the root cause of both the issues of convergence

and the sensitivity to initial conditions is at the very least indicative of extreme nonlinearity,

but it quite strongly suggests that the dynamics of this problem are chaotic. This is entirely

consistent with earlier studies [32, 75, 76], however these results now indicate that it is

quite easy for the Lyapunov time to become sufficiently short that numerical integration

is inhibited. This would explain the very limited ability of nearly all methods to obtain

converged solutions, and it also explains the very high sensitivity to initial conditions. We

do not claim to provide any rigorous proof that the dynamics of this system are chaotic,

only to submit the results of numerical calculations that show that this might be the case,

and that further investigation should be carried out. We do however draw the attention

of the reader to earlier studies where such detailed analysis was carried out [94]. If this

simple model problem is indeed shown to have chaotic dynamics then this could have quite

profound implications for the field of ultra-intense laser-plasma interactions, as it would

then imply that a number of laser-target configurations where there are interfering laser

fields would have the potential for chaotic dynamics.
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Chapter 3

Laser reflection as a catalyst for

direct laser acceleration in

multipicosecond laser-plasma

interaction

3.1 Abstract

We demonstrate that laser reflection acts as a catalyst for superponderomotive

electron production in the preplasma formed by relativistic multipicosecond lasers incident

on solid density targets. In 1D particle-in-cell simulations, high energy electron production

proceeds via two stages of direct laser acceleration, an initial stochastic backward stage,

and a final non-stochastic forward stage. The initial stochastic stage, driven by the reflected

laser pulse, provides the pre-acceleration needed to enable the final stage to be non-

stochastic. Energy gain in the electrostatic potential, which has been frequently considered

to enhance stochastic heating, is only of secondary importance. The mechanism underlying
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the production of high energy electrons by laser pulses incident on solid density targets is

of direct relevance to applications involving multipicosecond laser-plasma interactions.

3.2 Introduction

Laser-plasma interaction (LPI) at relativistic intensities (> 1018 W/cm2) provides

an efficient, compact source of energetic charged particles, neutrons, and radiation useful

for applications in accelerator science [12,13], imaging [10,11], laboratory astrophysics [9],

and inertial confinement fusion [96]. Often, the production of accelerated ions [17, 18],

neutrons [19], or high energy X-rays [20,21] is driven indirectly by the laser through the

production of high energy electrons. Understanding the mechanisms of electron heating

via LPI is therefore crucial for a variety of applications.

In low density plasma, there are several routes for electron acceleration, including

direct laser acceleration (DLA) [97] and wakefield acceleration [12], capable of producing

electrons with energies of MeV or greater. A laser pulse incident on a solid density

plasma reflects from the surface where the electron density ne ≈ γ0ncr (the critical density

ncr = ω2me/4πe2 is adjusted by the relativistic factor γ0 ≈ (1 + a2
0)1/2 associated with

transverse oscillations in the laser, which has normalized amplitude a0 = eE0/mecω [31]),

producing an electric field that can be interpreted as a standing wave close to the surface

and counter-propagating pulses further away. Energy gain mechanisms at a sharp laser-solid

interface for a laser pulse at normal incidence include j×B heating [98] and standing wave

acceleration [99, 100], and typically generate peak electron energy near the ponderomotive

limit Ep = mec
2(1 + a2

0/2) and a slope temperature for the electron energy distribution

consistent with the ponderomotive scaling Tp = [(1 +a2
0)1/2−1]mec

2 [101].

When the interface between the vacuum and the opaque plasma is not sharp,

superponderomotive electron acceleration in excess of tens to hundreds of MeV with a0 < 10
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is possible via a variety of mechanisms [33,85,102]. In particular, the generation of high

energy electrons in the presence of the counter-propagating incident and reflected laser

components produced by incomplete laser absorption has generated significant interest

in stochastic heating [94, 103] as a source of highly energetic, superponderomotive (γ�

1 +a2
0/2) electrons in long scale-length plasma [32–35].

The development of a large region of low density plasma in front of an opaque

target is virtually unavoidable for relativistically intense pulses with picosecond duration.

Picosecond pulses incident on solid-density targets evolve an initial exponential preplasma

density distribution towards a long, relatively flat subcritical plateau jumping up sharply

to overcritical density [33,34,104,105]. The preplasma produced in this way can have a

quasi-1D geometry when the laser spot size is large, as is available from existing high power

laser facilities such as LFEX [4], LMJ-PETAL [5], NIF ARC [3], and OMEGA EP [2].

While higher-dimensional effects can somewhat alter the electron and ion dynamics, for

instance reducing the reflectively of the opaque plasma surface [105,106], 1D simulations

present a useful platform for developing a conceptual understanding of picosecond laser-solid

interaction under experimentally relevant conditions.

While substantial progress has been made in understanding possible routes to

energetic electron production by picosecond pulses, the electron acceleration process

observed in portions of the parameter space remains to be fully explained. Concurrent with

the development of the characteristic preplasma "shelf" and solid density "wall" plasma

profile in Ref. 104 was the observation that high energy electrons originate in the wall and

follow a trajectory consisting of initial backward propagation along the shelf, followed by

reflection to forward propagation, during which strong DLA occurs. It can be deduced

from the dephasing rate and the laser work done on the characteristic high energy electrons

shown in Ref. 104 (Appendix 3.8 includes a demonstration of this analysis) that high energy

electrons were accelerated without slipping substantially in the phase they experience in
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the forward-propagating component of the laser, which is inconsistent with the high phase

slip characteristic of stochastic heating. While it has been suggested that a sufficient

electrostatic potential well in the ion shelf region may serve to "lock" the electron in phase

with the co-propagating laser, enhancing electron energy in a multi-bounce process [34],

the energy gain observed in Ref. 104 occurs with only a single bounce and is substantially

in excess of the well depth (the maximum beam energy produced by this mechanism for a

finite potential well [107]).

The purpose of the present work is to demonstrate that the reflected component of

the laser pulse enables non-stochastic electron acceleration to high energy along a single

bounce trajectory in the ion shelf-wall density profile characteristic of picosecond laser-solid

interactions. For a0 = 5 and an underdense plasma shelf of 50 µm, we observe electron

acceleration via direct laser acceleration in excess of 75 MeV, more than 10 times the

vacuum ponderomotive limit. It will be shown that the production of such high energy

electrons during the forward DLA requires accounting for electron energization by the

backward-propagating reflected component of the laser pulse and that this pre-acceleration

enables non-stochastic energy gain in excess of what can be produced by stochastic heating.

In contrast with previous work where the electron energy gain was found to correspond

to stochastic heating or the electrostatic potential played an important role in reducing

phase slip, we find that a DLA-plus-bounce model in which the only contribution of the

electrostatic potential is to reflect energetic electrons is sufficient to reproduce the observed

pre-acceleration and final non-stochastic energy gain.

The outline of this paper is as follows. Section 3.3 introduces a simulation in

which we observe strong electron acceleration by DLA processes which exhibit different

character during backward and forward propagation and do not appear to require energy

gain from the electrostatic potential (Section 3.4). In Section 3.5, we demonstrate that

DLA in counter-propagating pulses can produce the observed behavior and we identify
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the backward and forward acceleration processes as corresponding to stochastic and non-

stochastic DLA, respectively, explaining the vital role of laser reflection in high energy

electron production.

3.3 Electron acceleration model

We model electron acceleration in the characteristic subcritical plateau ("shelf")

and overcritical density ("wall") preplasma profile formed by multipicosecond pulses in 1D

using the EPOCH paricle-in-cell (PIC) code [71]. The preplasma consists of a 50 µm long

5% critical density (0.05ncr) shelf in front of a solid density plasma wall modeled by 10

times the critical density, as shown conceptually in Figure 3.1a and numerically in Figure

3.1b. The wall extends to the far boundary of the simulation domain, which is sized such

that a light speed object originating at the vacuum boundary of the simulation and being

reflected from the far boundary could not make a second transit of the wall surface during

the simulation. The vacuum boundary is located 100 µm from the shelf edge. Into this

system is introduced a semi-infinite laser pulse with a rapid 100 fs HWHM rise time, which

is short compared to the time it takes electrons to be accelerated. The electric field of the

laser is linearly polarized in y and propagates in the x-direction.The simulation is allowed

to run for 2.2 ps after the peak of the laser pulse hits the solid density plasma, which we

find is sufficient for the electron energy spectrum to saturate.

The resolution of the simulation is 150 cells/µm, which gives 7.5 cells per skin depth

(c/ωpe) in the solid density plasma. This resolution ensures direct laser acceleration is

well-resolved [108]. The plasma is modeled by 3000 macroparticles per cell in both the

shelf and the wall, for both electrons and ions. The ions are singly charged and treated as

immobile.

The choice of a semi-infinite laser pulse and immobile ions allows us to study the
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Figure 3.1: PIC simulation setup and electrostatic potential. (a) Conceptual diagram of
simulation setup and electron acceleration process. (b) Time-averaged electron density and
electrostatic potential relative to the wall surface, with (immobile) ion density, from 1D PIC
simulation.

electron dynamics occurring near the peak of a multipicosecond laser pulse. The semi-

infinite pulse duration is appropriate for studying the electron acceleration process in

multipicosecond pulses provided electrons are accelerated on a sub-ps timescale, which

we find to be the case (discussed in Sections 3.4 and 3.5). Using immobile ions allows us

to isolate the effect of the presence of the shelf and wall ion density profile that arises in

self-consistent multipicosecond simulations on electron dynamics from effects related to the

time evolution of this profile, such as its initial establishment. As we will demonstrate in

Section 3.6, the key conclusions of our work remain valid with mobile ions, even when the

ion density evolves on the picosecond scale. A 1D simulation with immobile ions may also

artificially increase the plasma reflectivity at the critical density surface and thereby may

artificially increase the amplitude of the reflected wave compared to 2D simulations [106].

The intent of this work is to describe the energy gain mechanism we observe in the 1D

simulations and provide a framework for evaluating energy gain in higher-dimensional

simulations. As we will discuss in Section 3.6, the mechanism we observe in our 1D

simulations is still conceptually valid in systems with lower reflectivity.

We capture the time history of the position, momentum, and other properties of the

individual (macro)electrons extracted from the wall and accelerated over the shelf region.
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The collected information includes a diagnostic for the longitudinal and transverse work

done on each particle. It is well-known that the energetic electrons produced by relativistic

laser pulses interacting with plasma are predominantly forward-directed (momentum

|px| � |py|, i.e. py does not contribute substantially to the energy) despite the laser only

doing transverse work (Wy) in 1D. We therefore use the work diagnostic to separate the

contributions to the forward-directed momentum from the plasma-generated longitudinal

electric field (Ex) and the laser electric field (Ey),

Wx,y =−|e|
∫ t

0
dt′vx,yEx,y. (3.1)

3.4 Direct laser acceleration in PIC simulation

We begin by outlining the results of our PIC simulation. Key features of the

simulation setup and electron trajectory are illustrated in Figure 3.1a. As we will show,

the reflection of the incident (forward-propagating) laser pulse from the critical density

surface is particularly important, and in 1D occurs with minimal absorption.

Over the course of the simulation, the laser removes electrons from the immobile

ion shelf and fosters the development of a substantial electrostatic (electron) potential

well in the ion shelf region (Figure 3.1b). The potential well develops over a few hundred

fs and reaches a depth comparable to the ponderomotive potential. The development

of a similarly deep potential well in picosecond laser-solid interaction is also observed in

simulations with mobile ions [33,104] (see also Section 3.6). The maximum magnitude of

the potential in the vacuum region, to the left of the ion shelf in Figure 3.1b, is far in excess

of the magnitude at the wall surface. This asymmetry in the potential substantially exceeds

the initial kinetic energy of electrons entering the shelf region from the wall surface (the

maximum value it could have in a purely electrostatic system) and indicates that electrons
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undergo substantial backward-directed energy gain from non-electrostatic sources.

The incident and reflected (backward-propagating) components of the laser accelerate

electrons to high energies in a characteristic single-bounce trajectory (Figure 3.1a). The

majority of high energy electrons originate in the solid density wall and either begin close

to the surface or are brought to the surface as return current. The surface oscillates under

the influence of the reflecting laser pulse [109,110] and ejects electrons into the shelf region.

Electrons extracted from the surface of the wall are then (1) initially accelerated backwards

through the underdense preplasma, (2) reflected off of the electrostatic potential in the

vicinity of the shelf-vacuum interface, and (3) re-accelerated forwards through the ion shelf

and re-injected into the overdense wall. Steps 1-3 take around 500 fs on average.

During Step 1 (backward propagation), electrons gain energy from the longitudinal

electric field of the plasma and the transverse electric fields of the counter-propagating

incident and reflected components of the laser pulse. We probe the correlation between

acceleration during backward propagation and the electron’s final (forward-propagating)

energy by binning electrons by their final energy and averaging the maximum backward

Wx and Wy of electrons in each final energy bin. The result is shown in Figure 3.2a. No

correlation is seen between the electron’s final energy and the maximum work done by

the longitudinal electric field of the plasma during backward propagation. The maximum

backward Wx is approximately equal to the energy with which the electron is initially

extracted from the wall surface plus the depth of the time-averaged electrostatic potential

well. In contrast, higher final (forward-moving) energy is on average associated with higher

backward DLA energy gain (Wy). We further observe that the majority of the backward

DLA energy gain occurs while the longitudinal electric field is decelerating for electrons.

Like the backward acceleration stage, the forward electron acceleration of Step 3

is also strongly DLA-dominated. A net energy accounting for the electrons (Figure 3.3a)

reveals the longitudinal electric field contributes on average less than 20% of the final
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Figure 3.2: Work done on backward-moving electrons and comparison of backward- and forward-
moving energy spectra. (a) Maximum work done during backward propagation by the longitudinal
(x, plasma) and transverse (y, laser) electric field components, binned by the electron’s final
(forward-moving) energy. (b) Comparison of backward- and forward-moving electron energy
spectra, evaluated at the end of the simulation.
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Figure 3.3: Work done on electrons by the the longitudinal (x, plasma) and transverse (y,
laser) electric field components, evaluated at the final time the electron is in the shelf region. (a)
Electron energy spectrum and average work, binned by energy, with maximum Wy from backward
propagation (Figure 3.2a). (b) Spectral distribution of the work done by the laser field.

electron energy and is substantially smaller than the energy contribution from backward

DLA. The longitudinal electric field does net negative work for a substantial fraction of the

high energy electrons (Figure 3.3b).

There is a notable difference in the electron spectra (Figure 3.2b) and the character

of the acceleration during backward and forward propagation. We observe a significant

difference in the ability of electrons to maintain phase in the co-propagating component

of the laser pulse, exemplified by the characteristic high energy electron trajectory shown

in Figure 3.4. During the forward propagation stage, the phase electrons experience in
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Figure 3.4: Representative high energy electron trajectory from PIC simulation with (top) the
work done on the electron by the laser electric field and (bottom) the phase slip the electron
experiences in the co-propagating laser.

the incident (forward-propagating) laser pulse changes by less than one period over the

entire propagation over the shelf, whereas during the backward propagation stage, the

electrons slip in phase by at least several periods with respect to the reflected (backward-

propagating) part of the pulse (Figure 3.4, bottom). The work done on electrons by the

laser electric field (Figure 3.4, top) reflects this phase slip, with Wy changing smoothly

during forward propagation, but exhibiting cycles of rapid energy gain and loss during

backward propagation.

To summarize, we find electron acceleration proceeds in two stages corresponding to

forward and backward propagation. Although the character of the stages is different, both

stages appear to correspond to DLA alone, without a substantial synergistic contribution

from the longitudinal electric field. As will be discussed in more detail in Sections 3.5 and

3.6, the character of the forward acceleration and the non-involvement of the longitudinal

electric field are in contrast with previous explanations for energy gain in multipicosecond

laser-solid interaction [33–35,75,107,111]. In Section 3.5, we will demonstrate that DLA

alone is capable of reproducing the observed acceleration characteristics, including the
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difference in character between the backward and forward energy gain.

3.5 Electron acceleration in counter-propagating laser

pulses

We found in Section 3.4 that electron acceleration proceeds in two distinct DLA

stages, neither of which appear to rely on a net energy contribution from the longitudinal

electric field. In this Section, we will explain these observations using a model for direct

laser acceleration in counter-propagating laser pulses.

The equations of motion of an electron in counter-propagating linearly y-polarized

laser pulses in vacuum are (in 1D)

dx

dt
= px
γm

dpx
dt

=−|e|Ex−
|e|py
γmc

Bz

dpy
dt

=−|e|Ey + |e|px
γmc

Bz.

(3.2)

where the choice of y-polarization has specified Ez = By = 0, and we have taken Bx = 0

and pz = 0 for consistency with our PIC simulation setup. We then separate Ey and Bz

associated with the laser field into separate +x- and −x-directed components, denoted

with subscripts 1 and 2, respectively.

We relate Bz,1,2 to Ey,1,2 via Maxwell’s equations by allowing the laser propagation

to correspond to vacuum (i.e. setting the phase velocity equal to the speed of light, which

is appropriate based on the phase velocity we observe in the PIC simulation, see Appendix

3.8), and express them in terms of the normalized vector potential a1,2, with a1,2 = a1,2ŷ.

We take a1 and a2 to be functions of t−x/c and t+x/c for the +x- and −x-directed pulses,
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respectively, and define a1,2 by

Ey,1,2 =−mc
|e|

∂

∂t
a1,2

Bz,1,2 = mc

|e|
∂

∂x
a1,2.

(3.3)

Substituting these expressions in Equations 3.2, we readily obtain an integral of the motion

(as per Ref. 112)
d

dt

(
py
mc
−a1−a2

)
= 0. (3.4)

We take Ex = 0 for the purposes of our analysis. An accelerating longitudinal

electric field dynamically reduces the electron dephasing rate in a single laser pulse [93]

and it has been suggested that Ex could play an important role in electron acceleration by

picosecond pulses [34]. However, we find no evidence for a substantive synergistic energy

gain from Ex during either backward propagation (see Section 3.4). In this model, we treat

Ex as contributing to the initial longitudinal momentum to determine what effect, if any,

it can have on the electron energy gain.

Combining Equations 3.2, 3.3, and 3.4, the equations of motion for an electron in

this system are

dx

dt
= px
γm

dpx
dt

= py
γ

(
da1

d(t−x/c) −
da2

d(t+x/c)

)

py = py,0 +a1mc+a2mc−a1,0mc−a2,0mc

a1,2 = a0 sin(ck [t∓x/c] +φ1,2) .

(3.5)

The electron is injected into the counter-propagating pulses at x= 0, t= 0 with a starting

phase in each laser pulse given by φ1,2. We take the initial longitudinal momentum px,0 ≥ 0

to probe the importance of pre-acceleration. We also allow for an initial py,0 to represent
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Figure 3.5: Example electron trajectories for initial longitudinal momentum px,0 = 10 and
transverse momentum py,0 = 5. The two trajectories in each figure were obtained by fixing the
initial phase in one pulse (φ1) and varying the other (φ2) by 0.05π. (a) Stochastic acceleration
consistent with stochastic heating (large phase slip). (b) Stochastic acceleration with moderate
phase slip. (c) Regular acceleration.

the modulation of the transverse momentum by the counter-propagating laser pulses

during pre-acceleration. px,0 ≥ 0 is also suitable to probe backward propagation due to the

symmetry of Equations 3.5 as (x,p)→ (−x,−p) (with suitable modification of the initial

laser phases). In the backward case, the range of initial px,0 and py,0 represents the initial

extraction of the electron from the surface and acceleration by the electrostatic potential.

We perform scans over φ1,2, px,0 and py,0 to explore the range of initial conditions electrons

may experience in the PIC simulation.

The electron position and momentum are evolved according to Equations 3.5 for

a time of 200 laser periods using MATLAB’s ode113 solver with relative error tolerance

of 10−13. We find that electron acceleration is accomplished in two distinct regimes.

Certain initial conditions lead to stochastic motion of the electron (e.g. Figures 3.5a and

3.5b), while others produce motion which appears regular (e.g. Figure 3.5c). Stochastic

electron trajectories are difficult to compute exactly [113] and it was not possible to achieve

convergence for some of the initial conditions leading to stochastic motion. The intent of

modeling stochastic motion in this work is not to present exact trajectories, but to obtain
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characteristic values for the maximum γ-factor of electrons and the amount the electron

slips in phase in each laser pulse over the shelf length. For the purposes of the subsequent

analysis, we have verified that the solver preserves key physical features of electron motion

in counter-propagating pulses. Over our range of initial conditions, the solver is converged

for the regular trajectories, exhibits the phase space filling behavior needed to capture the

maximum γ-factor and the rapid divergence of neighboring trajectories in the stochastic

regime, and preserves the phase-space separation between stochastic and regular motion

we expect on the basis of Poincaré surface of section plots (as shown, e.g. in Ref. 94).

We distinguish the stochastic regime from the regular regime in this work on the

basis of the motion of the electron, not as t→∞, as would formally define chaotic/stochastic

behavior, but over a propagation distance corresponding to the shelf length. The whole of

the electron bounce trajectory in the PIC simulation (both backward and forward motion)

takes on average 500 fs (150 laser cycles). In this section, we model electron acceleration

in counter-propagating systems for up to 667 fs (200 laser cycles), which is sufficient for

electrons to be displaced by more than the shelf length for nearly all the initial conditions

we evaluate. In contrast, past treatments of stochastic heating have typically been based

on conditions where electrons interact with the counter-propagating electromagnetic waves

over a relatively long time to allow electrons to explore the full range of accessible phase

space (corresponding to hundreds to thousands of laser periods worth of phase slip, for

example References 33,75,114).

In our model, electrons slip anywhere from more than one hundred to less than one

period in the co-propagating laser over the shelf length. We find that the hallmarks of

stochasticity (e.g. the divergence of neighboring orbits signified by the sensitive dependence

on initial conditions shown in Figures 3.5a and 3.5b) are associated with electrons which

slip by tens of more of periods in phase. The usual stochastic heating picture is clearly

applicable to electrons which slip by hundreds of laser periods in phase (e.g. for trajectories
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in Figure 3.5a), but may not be for electrons which only slip tens of periods in phase

slip (e.g. Figure 3.5b). We term both of these cases "stochastic," and contrast them with

"regular" electrons. In the regular regime, trajectories do not depend sensitively on the

initial conditions, electrons slip in phase by at most a few laser periods over the shelf length,

and the peak energy can be higher (e.g. Figure 3.5c).

The distinct characteristics of the stochastic and regular regimes are easy to identify

in a scan over the initial phases φ1 and φ2. Figure 3.6a shows the γ-factor as the electron

crosses x= 50 µm for the initial momentum conditions px,0/mc= 10, py,0/mc= 5. We see

that for φ1 & 0 and φ2 . 0, both γ and the phase of the electron in the co-propagating laser

(shown in Figure 3.6b) vary from pixel to pixel in our calculation (one pixel corresponds

to ∆φ/π = 0.05), revealing the sensitive dependence on initial conditions characteristic of

the stochastic regime. By contrast, the γ-factor and the phase slip vary smoothly in the

regular regime (the remainder of the phase scan). We find that the highest energy electrons

correspond to the regular regime. These electrons have begun to decelerate by the time

they reach x = 50 µm, which suggests that additional pre-acceleration can improve the

electron energy.

We repeat the scan over the starting φ1,2 for different values of px,0 and py,0 and

find that the regular regime is made accessible through sufficient pre-acceleration, though

regularity also requires the electron to have favorable initial phases in the two pulses (as

can be seen, for example, in Figure 3.6b). When the electron has initial forward momentum

px,0/mc. a0 = 5, the motion is stochastic for all initial choices of φ1,2, while for px,0/mc& a0,

as shown in Figures 3.5 and 3.6b, certain initial choices in φ1,2 produce stochastic behavior,

while others result in regular acceleration. The range of initial conditions producing regular

acceleration increases with increasing px,0.

We also find that sufficient pre-acceleration enables the regular regime to produce

higher electron energy at x = 50 µm than the stochastic regime. Figures 3.7a and 3.7b
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Figure 3.6: Evaluation of electron trajectories in counter-propagating lasers after propagation
over the shelf length (x= 50 µm), scanning over the initial laser phases φ1 and φ2, with initial
longitudinal momentum px,0/mc = 10 and transverse momentum py,0/mc = 5. (a) γ-factor
after propagation over the shelf length and (b) corresponding phase slip of the electron in the
+x-propagating laser.

show the maximum γ-factor and associated phase slip in the forward pulse obtained

after propagation over the shelf length, compiled by evaluating over 40,000 electron

trajectories (∆φ = 0.1 for the scan over φ1,2). The maximum achievable γ-factor in

this system corresponds to regular acceleration with small phase slip (∆ξ/2π . 0.5) and

requires px,0/mc& 15 for our range of initial py,0. We also see that pre-acceleration only

systematically reduces phase slip and increases the maximum electron energy in the regular

regime, and does not in the stochastic regime.

We now compare qualitatively the stochastic and regular acceleration predicted

by our counter-propagating DLA model to the PIC simulation results. The backward

acceleration stage exhibits features of stochastic acceleration, including rapid cycles of energy

gain and loss with a corresponding multi-period phase slip. Furthermore, stochasticity would

explain the lack of correlation between the backward DLA energy gain and the backward

pre-acceleration provided by the longitudinal electric field. The forward acceleration stage,

on the other hand, agrees well with regular acceleration. High energy electrons exhibit

minimal phase slip in the forward-propagating laser over the shelf length and higher final
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Figure 3.7: Highest energy electron trajectories in counter-propagating lasers evaluated after
after propagation over the shelf length (x= 50 µm) for a range of initial longitudinal (px,0) and
transverse (py,0) momenta. (a) Maximum achievable γ-factor at x= 50 µm and (b) corresponding
phase slip in the +x-propagating laser for different starting momenta. Black contours on both (a)
and (b) indicate the phase slip in periods.

energy is associated with higher pre-acceleration by backward DLA.

The electron energy gain process we observe in the simulation can be summarized

as follows. Electrons are extracted from the solid density plasma surface and backward

accelerated by the electrostatic potential well and by stochastic DLA. This is not a synergistic

process and DLA is the dominant contributor to the energy gain. Next, the electron bounces

in the electrostatic potential and the backward energy gain is transformed into a forward

pre-acceleration. The backward DLA energy gain can be sufficient for the electron to

then be forward accelerated by non-stochastic DLA. When the forward acceleration is

non-stochastic, electrons can gain higher energy than is produced by stochastic heating.

In this single-bounce process, the only important role of the electrostatic potential is to

reflect electrons during the bounce. We find the key to energetic electron production is

laser reflection from the critical density surface.
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3.6 Summary and Discussion

We investigated the production of high energy electrons in a system representative

of the plasma and laser conditions produced by multipicosecond laser-solid interaction. In

particle-in-cell simulations designed to isolate the electron dynamics occurring near the

peak of a multipicosecond laser pulse, we observed high energy electron production via

a two-stage acceleration process involving an initial backward phase and a final forward

phase, which we demonstrated are consistent with stochastic and non-stochastic direct

laser acceleration, respectively. The only required role of the electrostatic potential in this

process is to reflect high-energy electrons between the backward and forward stages.

Previous work on electron heating by multipicosecond laser pulses incident on solid

density targets has focused on stochastic heating [33, 75], requires multiple bounces in

the electrostatic potential [107], or involves a substantive energy contribution from the

electrostatic potential [34, 35, 111]. We have demonstrated electron acceleration can be

achieved in a two-stage, single-bounce DLA process in which only one stage is stochastic

and the longitudinal electric field is not required to explain the observed energy gain. The

conclusion we draw is that, for our model conditions, the key factor driving the acceleration

of electrons to high energy is reflection of the laser pulse from the dense plasma surface.

The intent of this work is to provide a framework for future analysis. To this end, we

have neglected several potentially important aspects of the physics of picosecond laser-solid

interaction which should be included in future models to evaluate the applicability of the

two-stage acceleration process we describe in more complex situations. While performing

an in-depth analysis is beyond the scope of this work, we now discuss briefly the robustness

of the acceleration process we describe to some of these additional considerations.

First, we expect the backward pre-acceleration required to enable high energy

forward regular acceleration to depend on the laser intensity and the shelf length, both

of which will evolve over the course of a multipicosecond laser pulse. Conceptually, we
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(a)

(b)

Figure 3.8: Work done on electrons by the the longitudinal (x, plasma) and transverse (y, laser)
electric field components, evaluated at the final time the electron is in the shelf region for the case
with mobile ions. (a) Electron energy spectrum and average work, binned by energy. Compare
to Figure 3.3a. (b) Maximum work done during backward propagation, binned by final energy.
Compare to Figure 3.2a

require that the stochastic energy gain be sufficient to enable the forward acceleration to

access the regular regime and that the regular regime be able to deliver higher electron

energy than the stochastic regime over an acceleration distance corresponding to the shelf

length. We demonstrate the feasibility of this process for an additional set of conditions in

Appendix 3.9. We expect our acceleration mechanism to be conceptually valid over some

portion of the parameter space, within which it may be possible to optimize the preplasma

for electron heating. Experimentally, one could consider using one laser pulse to generate

the preplasma and begin the shelf formation and another to perform electron acceleration,

akin to the approach used in Refs. 115,116.

Second, we note that 1D geometry and ion immobility can artificially suppress

laser absorption at the wall surface [105, 106]. Similar to the analysis of Appendix 3.9,

we have verified that the electron acceleration process we observe remains feasible even

with relatively high absorption, for example, with the ∼ 75% absorption (50% reduction

in areflected) observed in Ref. 106. The dominance of this energy gain process should be

checked in systems with higher absorption.

Third, ion immobility and the temporally semi-infinite profile are most applicable
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under conditions where the ion shelf evolution does not substantially change the character of

electron acceleration. To demonstrate that the two-stage character of electron acceleration

is robust to ion mobility, we conduct an additional PIC simulation where we allow the

ions to be mobile, fully ionized aluminum. In this simulation, the ion shelf density drops

by approximately a factor of 2 over 1 picosecond, but the time-averaged electrostatic

potential and the forward-moving electron energy spectrum are not substantially affected.

While in-depth analysis of the effects of ion mobility is beyond the scope of this work, we

verify that key features of the acceleration are unchanged. High energy electrons are still

predominantly DLA-accelerated (Figure 3.8a) through two stages of DLA where the final

forward stage exhibits non-stochastic character. Additionally, high final electron energy

is still correlated with high backward DLA energy gain, while there is still no correlation

between energy gain from the longitudinal electric field and energy gain during either DLA

stage (Figure 3.8b).

We additionally note that 1D geometry is most applicable to conditions under

which the preplasma shelf is short compared to its transverse extent, as may be produced

by the large focal spot size available from high-power laser facilities including LFEX [4],

LMJ-PETAL [5], NIF ARC [3], and OMEGA EP [2]. In 2D and 3D geometry, the laser

pulse may generate a plasma channel, introducing an additional timescale associated with

the time it takes for an electron to transit the channel transversely. For the non-stochastic

DLA we observe during forward motion, the electron motion is predominantly forward-

directed and we expect the limited transverse size to introduce only secondary effects on

the forward DLA process if the spot is sufficiently large. The backward DLA process should

be re-evaluated in the context of 2D and 3D simulations.

As a final note, the two-stage DLA process we have described relies on the phase

of electrons being either randomized or favorably preserved during the transition from

the stochastic backward DLA to the regular forward DLA. However, if the electric field
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is sufficiently strong, the electrostatic potential appears as a hard wall and the electron

phases are not randomized during the bounce, which could in principle result in electrons

never being injected into a favorable phase for regular acceleration. This analysis, as well as

an analysis of the conditions under which stochastic heating may occur during the bounce

itself, will be the subject of a follow-up publication.
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3.8 Appendix: Phase velocity

In this Appendix, we demonstrate that the phase velocity is sufficiently close to the

speed of light that it is appropriate to take vφ = c for the purposes of our analysis.
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First, we determine the upper limit on the phase velocity we can reasonably neglect.

It is important for the electron trajectory analysis in Section 3.4 (Figure 3.4) and for highest

energy electrons in the DLA model in Section 3.5 (Figure 3.7) that we capture accurately

whether a high energy electron has transitioned from the accelerating to the decelerating

phase in its co-propagating laser pulse, i.e. the maximum error in the phase slip we can

tolerate is 1/4 laser period.

The phase of an electron in the +x-directed laser pulse incorporating and neglecting

the phase velocity are given by

ξvφ = k
(
vφt−x

)
ξc = k (ct−x) ,

(3.6)

respectively. The difference in phase introduced by neglecting the phase velocity as an

electron travels over the shelf distance is therefore

ξvφ− ξc = k
(
vφ− c

)
t < π/2. (3.7)

In the PIC simulation, electrons traverse the shelf in less than 500 fs on average, therefore

we require vφ/c−1 . 10−3.

Next, we estimate the phase velocity of the forward-propagating laser in the PIC sim-

ulation, which we find differs substantially from the cold neutral plasma value. Established

graphical methods for directly measuring the phase velocity in PIC simulation [87, 118] are

challenging to apply and interpret in the presence of interference patterns, such as results

from the strong laser reflection in our simulation. Instead, we constrain the phase velocity

by examining the laser work (Wy) done on high energy electrons as they slip in phase.

The basis of this approach is that an electron injected into an initially accelerating

phase in the forward-propagating laser will reach a maximum energy and then begin to
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decelerate once the electron slips in phase by 1/4 period. Whether a transition from

acceleration to deceleration is visible in Wy for a high energy electron indicates whether

the electron slips by more or less than 1/4 laser period. We can simultaneously calculate

the phase slip based on the particle position and time and determine whether it agrees

with Wy.

For convenience, the following analysis is based on the electron trajectory of Figure

3.4, though other electron trajectories from the simulation may serve to more tightly

constrain vφ. We see based on Wy that this electron does not experience a transition from

accelerating to decelerating phase, therefore we consider the actual phase slip to be less

than 0.25 laser period. Simultaneously, we calculate the phase slip over the course of the

acceleration (starting from x=−5 µm in Figure 3.4) to be ∼ 0.15 laser period, occurring

over a time of ∼ 55 laser cycles. The maximum error in phase we introduce by neglecting

vφ is therefore

ξvφ− ξc = k(vφ− c)t. 0.6. (3.8)

Solving for the phase velocity gives us vφ/c−1< 2×10−3.

On the basis of this calculation and the good agreement between calculated phase

and Wy seen for the electrons (Figure 3.4, and others), we therefore consider it suitable to

neglect the difference between the phase velocity and the speed of light in this work.

3.9 Appendix: Robustness of two-stage DLA model

to alternate parameters

In this Appendix, we demonstrate that the two-stage acceleration process we identify

in simulations remains conceptually valid for an alternate choice of parameters, which

suggests the process may be robust to changes in the shelf length and laser intensity. Figure
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Figure 3.9: Evaluation of electron trajectories in counter-propagating lasers for a0 = 2.5, shelf
length x = 25 µm, and initial longitudinal momentum px,0/mc = 5 and transverse momentum
py,0/mc= 2.5. Akin to Figure 3.6, we scan over the initial laser phases φ1 and φ2. (a) γ-factor
after propagation over the shelf length and (b) corresponding phase slip of the electron in the
+x-propagating laser.

3.9 shows the result of repeating the scan over initial phases done to produce Figure 3.6

with a0 = 2.5, where we have also reduced the initial electron momenta and the shelf length

by a factor of 2.

We can see from Figure 3.9 that the key requirements can still be satisfied for the

initial stochastic backward acceleration stage to enable a subsequent non-stochastic, higher

energy forward acceleration stage. In particular, we observe that:

1. The regular regime, which we can easily identify by the lack of sensitivity to initial

conditions seen in Figure 3.9b produces higher peak energy over the shelf length than

the stochastic regime for sufficient pre-acceleration (for instance, the pre-acceleration

px,0/mc= 5 used to generate Figure 3.9).

2. The stochastic regime can produce high enough energy to enable the regular accelera-

tion (the peak stochastic energy gain is substantially above the initial px,0).

While there are also additional considerations which could be important in the

context of a full PIC simulation, our semi-analytic model calculation shows that the
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acceleration process we observe under our original conditions is still conceptually valid for

these new conditions.
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Chapter 4

Magnetic enhancement of direct laser

acceleration in relativistic picosecond

laser-plasma interaction

4.1 Abstract

We demonstrate that a weak transverse magnetic field can facilitate substantially

enhanced direct laser acceleration (DLA) by a modestly relativistic picosecond laser pulse

under experimentally relevant conditions. While it has long been known that the addition

of a magnetic field may enhance the acceleration of an already-relativistic electron in

vacuum, the generation of a sufficient collection of such hot electrons is challenging. First,

we demonstrate using 1D particle in cell simulations in a preheated plasma that the

magnetically assisted DLA can still be observed in the presence of charge separation-

associated electric fields. Second, we formulate a scenario using 2D simulations in which

magnetically assisted DLA can be observed starting from a cold underdense plasma. This

approach leverages the transverse ponderomotive force of a modestly relativistic femtosecond
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duration laser pulse to catalyze electron acceleration by a modestly relativistic picosecond

duration laser pulse and can deliver electron energy in excess of 10 times the ponderomotive

limit of the long pulse, using a 100 T-level, experimentally accessible magnetic field. The

high electron energy is additionally retained after the lasers have passed through the plasma,

which could make magnetically assisted direct laser acceleration an attractive approach to

the production of relativistically hot low density plasma.

4.2 Introduction

The production of high energy density plasma by relativistic laser-plasma interactions

provides a convenient platform for investigations in laboratory astrophysics [6–9], imaging

[10,11], accelerator science [12,13], and inertial confinement fusion [14–16]. Laser-produced

plasma is capable of producing charged particles [17,18], neutrons [19], and high energy

X-rays [20,21]. However, the generation of these energetic particles and radiation is usually

driven indirectly by the direct production of high energy electrons. Understanding and

optimizing the production of energetic electrons in laser-plasma interaction is therefore

crucial to the practical application of laser-plasma physics.

In situations where a relativistic intensity (I0 & 1018 W/cm2 for 1 µm wavelength)

laser pulse interacts with a low density plasma, electrons can gain energy while oscillating

in the laser electric and magnetic fields. Typically, the energy gain of electrons by this

direct laser acceleration is limited by the phase slip of electrons out of the accelerating

phase in the laser pulse [97]. The rate of phase slip is given in terms of the dephasing
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parameter R by [93]

d
(
t−x/vφ

)
dt = R

γ
(4.1)

R = γ

(
1− vx

vφ

)
, (4.2)

which depends on the electron’s velocity in the laser propagation direction (here, taken to

be vx) and the phase velocity of the laser vφ. For direct laser acceleration by a plane wave

in vacuum (i.e. vφ = c), R is a conserved quantity and the peak energy an electron can

obtain is given by [93,97]

γp = 1 +R2 + (a+py0)2

2R , (4.3)

where a ≡ |e|E/mecω is the normalized vector potential associated with a laser pulse

with instantaneous electric field amplitude E and frequency ω, py0 is the initial electron

momentum in the laser polarization (y) direction, and we have assumed for the sake of

simplicity that a = 0 initially and pz = 0. When the electron begins from rest, Eq. 4.3

reduces to the well-known cold ponderomotive electron energy γc = 1 +a2/2. Based on

Eq. 4.3, it is readily apparent that one can exceed γc by reducing the dephasing R by

increasing vx, for example by pre-accelerating electrons in the forward direction or imposing

an accelerating electric field [93,119].

However, it has also long been known that high electron energy can also be produced

in systems with larger dephasing, where the electron velocity makes a larger angle with the

laser propagation direction [85,102]. The addition of a static, uniform magnetic field B0

transverse to both the direction of laser propagation and the polarization direction serves to

rotate electron the momentum in and out of the forward direction. While this momentum

rotation seems undesirable from the standpoint of dephasing, it has been demonstrated to

enhance the direct laser acceleration of electrons [120] and to facilitate energy retention
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after a laser pulse passes through an underdense plasma [121].

Previous work in the area of the effects of transverse magnetic fields on direct laser

acceleration has concerned theoretical treatments (i.e. single electrons in vacuum) [120,

122,123], laser pulse durations corresponding to only a fraction of a cyclotron orbit [121],

or acceleration in the self-generated fields of a plasma channel with highly relativistic

laser pulses [124]. In contrast, it has yet to be investigated how direct laser acceleration

can be affected by the addition of a transverse magnetic field in the regime of modestly

relativistic picosecond laser pulses. Such pulses enable the use of 100 T-level applied

magnetic fields. 100 T-level magnetic field generation over length and time scales suitable

for picosecond laser-plasma interaction (> 100 µm and > 10 ps) has been demonstrated

experimentally at a number high-power laser facilities worldwide [23–26,29]. As we will

demonstrate, picosecond pulses with 100 T-level applied magnetic fields can enable electrons

to undergo direct laser acceleration over the course of multiple cyclotron orbits during the

pulse duration, producing a strong effect on the electron energy. An investigation of direct

laser acceleration in the relativistic picosecond regime is therefore desirable in terms of

its immediate experimental accessibility and potential to verify theoretical and simulation

predictions.

In this work, we present a practical demonstration of magnetically enhanced direct

laser acceleration by relativistic picosecond laser-plasma interaction. First, in Section 4.3

we illustrate the basic physics of enhanced direct laser interaction in the presence of strong

magnetic fields. Then, in Section 4.4 we demonstrate using particle-in-cell simulations

that relativistic picosecond laser pulses have the potential to deliver dramatic heating in a

preheated underdense plasma. Finally, in Section 4.5 we replace the preheating of electrons

by a second laser pulse, demonstrating that 100 T-level magnetic fields are capable of

facilitating significantly enhanced electron heating under experimentally relevant conditions.
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4.3 Direct laser acceleration with a transverse mag-

netic field

In this work, we will consider the direct laser acceleration (DLA) of electrons in

the presence of an applied magnetic field both in vacuum and in low density plasma. In

this Section, we outline the fundamentals of how an applied magnetic field is able to assist

in electron acceleration via DLA and can deliver high energy to an electron undergoing

multiple cyclotron orbits over the course of a picosecond laser pulse.

The dynamics of an electron in the presence of electric and magnetic fields is in

general given by

d~p

dt
=−|e| ~E− |e|~p

γmec
× ~B

d~x

dt
= ~p

γme
.

(4.4)

In this work, we consider electron motion in a y-polarized laser pulse propagating in the

x-direction with and without a z-directed externally applied magnetic field. With the

choice of an initial momentum pz = 0, this results in 2D motion in the x-y plane.

In this Section, we consider the acceleration of single electrons, ignoring charge

separation-induced electric fields. In the limit that the phase velocity vφ = ω/k is close to

the speed of light (as we will later show is appropriate), this reproduces the dynamics of

electrons in vacuum. With these simplifications, the motion of an electron in this system is
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described by

dpx
dt =− |e|py

γmec
(BL+B0)

dpy
dt =−|e|EL+ |e|px

γmec
(BL+B0)

dx
dt = px

γme

dy
dt = py

γme
,

(4.5)

where EL and BL are the laser electric and magnetic fields and B0 is the applied magnetic

field (in the z-direction). For a plane wave laser pulse with frequency ω and phase velocity

vφ, EL and BL can be expressed in terms of the normalized vector potential a as

EL =−mecω

|e|
da
ds

BL =−mecω

|e|
c

vφ

da
ds

s≡ ωt−ωx/vφ,

(4.6)

where a is a function of the phase variable s. In what follows, we will consider a to have

the form a= a0 sins.

Following the work of Ref. 121, we rewrite the time derivatives in Eqs. 4.5 in terms

of derivatives in the phase variable s to obtain

R
dR
ds = py

1− c2

v2
φ

 da
ds + c

vφ

ωc0
ω


R

dpx
ds = py

(
c

vφ

da
ds −

ωc0
ω

)

R
dpy
ds =Rmec

da
ds +px

ωc0
ω
,

(4.7)

where R≡ γ−px/mevφ is the dephasing parameter and ωc0 ≡ |e|B0/mec is the cyclotron
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Figure 4.1: Illustration of difference between non-magnetized and magnetically assisted direct
laser acceleration. Momentum space trajectories for electrons in vacuum interacting with a
plane wave laser pulse with a0 = 1 for 1 ps with (a) no magnetic field and (b) 500 T magnetic
field (ωc0/ω ≈ 0.05). In all cases, the electron is initialized with |p|= 2.5mec into a laser phase
where a= 0. θ0 is the initial angle between the electron momentum and the forward direction
(tanθ0 = py/px).

frequency associated with B0. The solution of these equations describes the electron

trajectory. Eqs. 4.7 suggest that even a weak magnetic field with ωc0�ω may fundamentally

alter the electron dynamics. With the addition of the magnetic field, the quantities R and

py−a, which (in the limit that vφ→ c) are constants of the motion are no longer conserved.

In addition, Eqs. 4.7 are no longer symmetric with respect to py→−py and a→−a.

An example of how the addition of a magnetic field can fundamentally alter DLA

is shown in Fig. 4.1, where we have solved Eqns. 4.7 using MATLAB’s ode113 solver for

several initial conditions with the same starting energy. The addition of a magnetic field

can deliver a cyclotron rotation-like path in momentum space punctuated by distinct kicks

in the electron energy, during which the electron momentum maintains a near-constant

angle with with px-axis. Each kick promotes the electron to a higher energy and suggests

the possibility that the addition of a weak magnetic field can facilitate significant plasma

heating.

To illustrate how the magnetic field facilitates enhanced energy gain via DLA, it is
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useful to consider the evolution of the electron energy and the angle the electron momentum

makes with the forward direction θ. Similar to the approach of Ref. 120, we obtain

dγ
ds = 1

R

py
mec

da
ds = 1

R

(
γβ sinθ da

ds

)
= β sinθ

1− c

vφ
β cosθ

da
ds (4.8)

dθ
ds = 1

R

(
ωc0
ω

+
[

1
β

cosθ− c

vφ

]
da
ds

)
=

ωc0
ω

+ 1
β

[
cosθ− c

vφ
β

]
da
ds

γ

(
1− c

vφ
β cosθ

) . (4.9)

In the absence of a magnetic field, dθ/ds= 0 for an angle θ∗ given by

cosθ∗ = cβ/vφ. (4.10)

This angle represents a stable solution of Eq. 4.9 during the accelerating phase of the laser

pulse. Furthermore, θ∗ maximizes the rate of energy gain in Eq. 4.8. In the limit that

vφ→ c, we use the invariants R and py−a to compare the actual momentum angle during

acceleration, cosθR = px/|p|, to the prediction that cosθ∗ = β. In the small angle limit, this

results in

θ2
R ≈

4R2
(
[a+py0]2−R+R2

)
(
[a+py0]2 + 1−R

)2

θ2
R− θ2

∗
θ2
R

≈−
[a+py0]2

[
1 +R2

]
+ 1−R−R2−R3 + 2R4(

[a+py0]2 + 1−R−2R2
)(

[a+py0]2−R+R2
) ,

(4.11)

where we have assumed py0 corresponds to a time when a= 0. We therefore observe an

angle during the acceleration which is approximately θ∗ in the limit where a0� 1 and

R� a0. These observations suggest θ∗ can be an important property of non-magnetized

acceleration. However, it is important to note that θ∗ is not actually constant over the

course of the acceleration, but changes as the energy changes (sinθ∗ ≈ θ∗ =
√

1−β2 = 1/γ).
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In the presence of a magnetic field, the momentum angle which is a stable solution

of Eq. 4.9 is instead

cosθ = cβ

vφ
−
(
β
ωc0
ω

)
/

(
da
ds

)
. (4.12)

Eq. 4.12 suggests there is asymmetry between the two halves of the laser cycle, i.e. whether

a constant value of θ can be achieved depends on the sign of da/ds. Without loss of

generality, we have assumed that the magnetic field is +z-directed, i.e. ωc0 > 0. In the

case where electrons are fairly relativistic and the phase velocity is only slightly above the

speed of light (quantified below), we can only achieve a constant value of θ for da/ds > 0.

This further suggests that the magnetically assisted acceleration occurs only for θ > 0, i.e.

py > 0. To obtain an estimate for θ, we further proceed by approximating da/ds∼ a0. In

the small angle limit, we have approximately [120]

θ ≈

√√√√2
(

1− cβ
vφ

)
+ 2β ωc0

a0ω
=
√
θ2
∗+ θ2

m, (4.13)

where we define θm =
√

(2βωc0/a0ω).

The stable angle which may be obtained during acceleration is only increased

appreciably relative to θ∗ if the θm is at least comparable to θ∗. This implies that observing

the effect of the magnetic field on the acceleration requires

1− cβ
vφ

&
βωc0
a0ω

. (4.14)

In Sections 4.4 and 4.5, we consider plasmas which are low density and only moderately

relativistic, such that 1−β� vφ/c−1, on which basis we safely set vφ = c for the remainder

of this work. The requirement that θm > θ∗ can then be recast in terms of a minimum
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requirement on the electron energy for the effect of the magnetic field to be observed,

γ &

√
a0
2

ω

ωc0
, (4.15)

where the above expression was obtained in the limit of a weak magnetic field (ωc0/a0ω� 1).

Eq. 4.15 suggests the plasma may need to be preheated in order to observe the effect

of the magnetic field. In this work, we consider weak magnetic fields (ωc0/ω ∼ 0.01-0.05)

and modestly relativistic laser pulses (a0 ∼ 1). Under these conditions, Eq. 4.15 predicts a

substantially superponderomotive energy (γ & 7> 1 +a2
0/2, for ωc0/a0ω = 0.01) is required

to observe the effect of the magnetic field on the acceleration. While this estimate is a

slight overprediction (see Fig. 4.2a), it successfully illustrates the need for preheating to

observe the effect of the magnetic field. This preheating can also enhance energy gain

by non-magnetized DLA, however in this case the energy gain is highly sensitive to the

initial conditions (for example, the angle the electron momentum makes with the forward

direction, which is encapsulated in R) and can be lower than in the magnetized case (e.g.

Fig. 4.1).

The near-constant angle we predict in Eq. 4.12 is a distinguishing feature of the

magnetically assisted DLA process. For an electron which starts with θ > θm, the rate of

energy gain increases as θ decreases. We can therefore expect the highest energy gain from

electrons with θ ∼ θm. Similar to Ref. [120], we approximate the maximum energy gain

by substituting θm in Eq. 4.8 and integrating over a half laser cycle (∆s= π) with β→ 1.

This is appropriate because for θ ∼ θm the rate of energy gain is not sensitively dependent

on the energy. In the small angle approximation, this gives a maximum energy gain of

approximately

∆γ ∼ 23/2a
3/2
0

√
ω

ωc0
. (4.16)

Importantly, the plasma preheating needed to achieve a constant angle during the
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acceleration also allows the electron to retain the energy it gains from the laser, which is

fundamentally different than non-magnetized DLA. In deriving an expression for θm, we

specified the half of the laser cycle with da/ds > 0, as was required to achieve a constant

value of θ. During the following half of the cycle, the electron cannot obtain a constant

momentum angle. In Eq. 4.9, we observe that the contribution to the momentum rotation

by the laser in dθ/ds is unable to cancel out the momentum rotation provided by the

magnetic field, i.e. we have
ωc0
ω

>
1
β

(1−β)
∣∣∣∣∣dads

∣∣∣∣∣ , (4.17)

which is guaranteed by the preheating assumption we made in order to satisfy θm > θ∗.

This suggests a net rotation of the electron momentum over the course of this half laser

cycle. Correspondingly, as θ increases, the ability of the laser to exchange energy with

the plasma decreases (based on Eq. 4.8), which means the laser is unable to undo the full

acceleration it provided during the half of the cycle with da/ds > 0. During the subsequent

accelerating phase, the electron is again able to gain some energy, however, the acceleration

now starts with θ > θm and is thereby less efficient.

This alternation between accelerating and decelerating phases with decreasing

energy change over each half-cycle continues as the electron undergoes a net cyclotron

drift in momentum space. Eventually, the electron becomes mostly backward-directed

(px < 0), which effectively terminates the energy gain. As the electron continues to rotate

in momentum space, however, its momentum becomes favorable again for acceleration and

the energy gain and loss over each laser cycle increases once more. Eventually, the electron

can again reach the favorable momentum conditions (px > 0, py just slightly above 0) to

receive a large energy kick from the laser with θ ∼ θm, which can promote the electron to a

yet-higher energy orbit (for example, the 500 T case in Fig. 4.2b).

We verify our predictions for the energy gain and angle of magnetically assisted

DLA by numerically integrating the equations describing the electron motion (Eqs. 4.7)
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Figure 4.2: Onset of magnetically assisted direct laser acceleration and illustration of multiple
energy kicks. (a) Maximum energy achieved in 660 laser cycles (2 ps plane wave pulse) versus
initial momentum py0 for a laser pulse with a0 = 1. In the calculation, px0 = 0 and the electron
starts in a laser phase with a= 0. The sharp decrease for py0 & 7 in the 100 T case (blue line)
occurs because the cyclotron period becomes too long for the electron to reach the acceleration
conditions. (b) Example trajectories from the parameter scan, with py0 = 5. In the 500 T case,
the electron is able to experience multiple cyclotron orbits during the pulse duration.

using MATLAB’s ode113 solver. First, we verify the prediction that preheating the electron

is required to observe substantial energy gain in the presence of the magnetic field. We

consider magnetically assisted DLA with a plane wave laser pulse with a0 = 1 in the

presence of a 100 T magnetic field (ωce/ω = 0.0093≈ 0.01). We initialize the electron with

px0 = 0 and a varying value of py0 > 0 and allow the electron to propagate with the laser for

660 laser cycles (corresponding to a 2 ps pulse duration), recording the maximum γ-factor

which is achieved during the acceleration. The result is shown in the blue lines in Fig. 4.2.

We observe a significant increase in the energy gain for py0 & 4 in the 100 T case. In this

case, the electron is only able to undergo one major energy kick by the laser and we observe

energy gain which is consistent with the prediction of Eq. 4.16 (∆γ . 29 for the 100 T

case).

Next, we demonstrate net energy retention and the possibility for the electron to

obtain multiple kicks from a sufficiently long laser pulse. The cyclotron period of an electron
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is given by 2π/ωc0 ≈ 0.4 ps× γ/(B0/100 T). This is also the approximate timescale for

electrons to complete a full orbit in momentum space in magnetically assisted DLA. With

the values of ωc0/ω we consider, electrons are able to obtain γ > 10 in a single momentum

kick. For a 100 T magnetic field, this implies that multipicosecond to tens of picosecond

long pulses are required in order for the electron to obtain multiple momentum kicks. While

such pulses are experimentally available, they are computationally challenging to model.

Instead, we demonstrate that electron energy can be retained over multiple momentum

kicks by increasing the applied magnetic field to 500 T.

Figures 4.1b and 4.2b show examples of magnetically assisted direct laser acceleration

with a 500 T magnetic field over the course of 330 and 660 laser cycles (corresponding to

1 ps and 2 ps pulses), respectively. In these examples, we observe that the energy gained

during each kick is retained and the electron is continuously accelerated to higher energies

as it continues to interact with the laser. Electrons may also sometimes loose energy in the

interaction with the laser. In the limit of a very long laser pulse (substantially longer than

the pulses we consider), this results in a stochastic heating process [122].

The dramatic energy increase we predict from even modestly relativistic laser pulses

suggests magnetically assisted direct laser acceleration may provide an efficient method to

heat plasma to substantially relativistic energies. However, these theoretical predictions

neglect important aspects of the laser-plasma interaction which are important in actual

experiments, such as effects of the plasma density and charge separation-induced electric

fields and multidimensional effects. It is also not immediately clear whether one can

practically achieve the substantial preheating required to observe magnetically assisted

DLA. In the remainder of this work, we will demonstrate that substantial electron heating

by magnetically assisted DLA is indeed feasible under realistic conditions. This suggests a

promising new approach to generating relativistically hot low-density plasma.
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4.4 Energy gain in a preheated plasma

In the previous Section, we outlined a process via which a transverse magnetic field

can facilitate direct laser acceleration of preheated electrons in vacuum. In this Section, we

demonstrate using 1D particle-in-cell simulations that this process can indeed be observed

in a low density preheated plasma, and is only slightly modified as the plasma density is

scanned over several orders of magnitude. This robustness of the acceleration mechanism

to plasma density and the electric fields associated with charge displacement is crucial to

the two-dimensional simulations we will show in Section 4.5.

We conduct one-dimensional simulations of a modestly relativistic picosecond-

duration laser interacting with a preheated millimeter-scale plasma slab using the open-

source particle-in-cell (PIC) simulation code EPOCH [71]. The laser pulse has a sin2

temporal shape with a FWHM duration of 1.5 ps and a peak normalized vector potential

a0 = |e|E0/mecω = 1, where E0 and ω are the peak electric field strength and frequency of

the laser. The plasma consists of a 2.7 mm long slab with a uniform density varied between

10−4 ncr and 10−2 ncr, where ncr = 1.1×1021 cm−3 is the critical density for the reflection

of the laser pulse. The plasma is initialized hot with a 2D water-bag distribution in the

initial kinetic energy (pz = 0 and constant dN/dε) up to the cutoff momentum |p|/mec≤ 5

(ε≤ 2.1 MeV). Ions are held immobile in the nominal case. Additional simulation parameters

are given in Table 4.1.

The simulations we conduct in this Section differ from the case of direct laser

acceleration in a vacuum by introducing charge separation-related longitudinal electric fields.

In the context of a plasma slab, longitudinal electric fields typically form at the plasma-

vacuum interface due to the high mobility of electrons relative to ions. Within the bulk of

the slab, the laser can also drive plasma waves which have associated longitudinal electric

fields. Sufficiently strong longitudinal electric fields can affect direct laser acceleration

by dynamically increasing or decreasing the electron’s forward momentum, changing
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Table 4.1: Nominal 1D PIC simulation parameters. The plasma is initialized hot with a 2D
water-bag distribution (pz = 0 and constant dN/dε), up to the momentum cutoff |p|/mec≤ 5.

Laser parameters
Wavelength λ0 = 1 µm
Laser propagation direction +x
Laser polarization y
Peak intensity 1.4×1018 W/cm2 (a1 = 1)
Duration (sin2, electric field FWHM) 1.5 ps
Other parameters
Applied magnetic field (B =B0ẑ) B0 = 500 T
Plasma slab thickness 2.7 mm
Initial electron density ne = 10−4 ncr
Initial electron momentum cutoff |p|/mec≤ 5
Ion mobility Immobile
Spatial resolution 50 cells/µm
Macroparticles per cell, electron 100
Macroparticles per cell, ion 50
Position and time reference
Location of the front of the plasma slab x= 0
Time when peak of pulse reaches x= 0 t= 0

the dephasing parameter and the maximum energy gain [93, 119]. We initially conduct

simulations with immobile ions to maximize these sources of electric fields.

We first consider the case of a cold plasma. The direct laser acceleration of initially

cold electrons in vacuum (i.e. ignoring any longitudinal electric fields) produces a cutoff

electron energy given by the cold ponderomotive maximum γc = 1+a2
0/2 = 1.5 (Eq. 4.3 with

R= 1). Additionally, because DLA is a reversible process, electrons in vacuum cannot retain

energy after the laser pulse has passed. Following the analysis presented in Section 4.3, we

do not expect a 100-500 T magnetic field to significantly affect these results. To test whether

the longitudinal electric fields present in low-density plasma can change these expectations,

we consider a cold plasma with a density of 10−4 ncr ≈ 1.1× 1017 cm−3. As shown in

Fig. 4.3a, although a small population of electrons is able to slightly exceed γc through

acceleration by the longitudinal electric field at the plasma-vacuum interface, overall we
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Figure 4.3: Electron energy spectra for magnetically assisted DLA in 1D simulations. (a) Cold
plasma case. (b) Hot plasma case (water-bag energy distribution, see Table 4.1). The peak energy
(solid colored lines) occurs while the laser is still in the plasma slab in all cases. The dash-dotted
lines represent the maximum energy predicted from non-magnetized DLA theory in both the
hot and cold cases. The solid black line in (b) represents the maximum energy in the initial
distribution.

observe good agreement with the ponderomotive limit. In addition, minimal energy is

retained by the plasma after the laser has exited the plasma slab. These results indicate

that the longitudinal electric field does not significantly perturb the usual non-magnetized

acceleration process for a plasma with a density of 10−4 ncr.

Next, we heat the plasma to examine whether the magnetically assisted DLA process

can be observed in a finite-density plasma. As discussed in more detail in Table 4.1, we

initialize plasma electrons with momentum |p|=
√
p2
x+p2

y ≤ 5mec. This choice of initial

energy corresponds to |p|/mec� a0, and is above the threshold to trigger substantial

magnetically assisted DLA (based on Fig. 4.2 in Section 4.3). In the non-magnetized case,

we predict the preheating to increase the maximum ponderomotive electron energy to

5.2 MeV (γp = 10.1, based on px0 = 5mec and py0 = 0 in Eq. 4.3). This prediction is in

good agreement with the simulation results (purple solid and black dash-dotted lines in

Fig. 4.3b). We additionally observe a substantial drop in the electron energy within the

plasma slab as the laser pulse exits the plasma, which is again consistent with ordinary

non-magnetized DLA.
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As shown in Fig. 4.3b, the addition of a 100-500 T magnetic field both increases the

electron energy above γp and enables near-complete energy retention by the plasma. We

additionally find robust agreement between the electron acceleration process we observe

in the simulation and magnetically assisted DLA theory. Figure 4.4 shows the average

trajectories of randomly selected electrons with final γ above either 10 (100 T case) or 20

(500 T case). These trajectories are in good agreement with the trajectories we obtain by

solving Eqs. 4.7 starting from an initial electron momentum of |p|/mec= 5. The addition a

500 T magnetic field is especially effective at heating the plasma. In this case, electrons are

able to undergo multiple cyclotron orbits during the laser pulse duration, which facilitates

several distinct energy kicks by the laser pulse. As was true for the cold plasma case, a

minority of the hot electrons are able to experience some additional acceleration by the

longitudinal electric field at the plasma-vacuum boundary. However, on the whole, the

longitudinal electric field does not make a significant contribution to the electron energy

(Fig. 4.5b). We additionally find that there is no change in the electron energy spectrum

upon substituting mobile protons for the originally immobile ions.

Increasing the plasma density can introduce two potentially competing effects on the

electron energy gain. First, as we have mentioned, increasing the plasma density modifies

the longitudinal electric field and specifically increases the electric field strength at the

plasma-vacuum boundary, which could increase the energy of electrons interacting with

the boundary and make this population more important to the overall energy spectrum.

Second, increasing the plasma density can increase the phase velocity, which can affect the

ability of electrons to gain energy via magnetically assisted DLA, as discussed in Sec. 4.3

and also Ref. 120.

For an applied magnetic field of 500 T, as the plasma density is increased from 10−4

to 10−2 ncr, we observe a slight (∼ 10%) increase in the peak electron energy (Fig 4.5a).

At the same time, the slope of the high energy tail (ε > 10 MeV) increases, indicating
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Figure 4.4: Characteristic electron trajectories for magnetically assisted DLA in 1D simulations
with (a) 100 T and (b) 500 T. Green lines: randomly chosen electron with γ > 10 (100 T case,
(a)) or γ > 20 (500 T case, (b)). Blue lines: trajectory calculated from plane wave simulation of
3.3 ps laser pulse starting from py0 = 5 and px0 = 0.

Figure 4.5: Effect of plasma density and work done on hot electrons in 1D simulations. (a) Com-
parison of electron density spectra for plasma densities 10−4 ncr and 10−2 ncr. The spectra for
10−2 ncr has been multiplied by 0.01 for the sake of comparison. (b) Work done on electrons and
electron energy spectrum at the end of the simulation with 10−4 ncr. The total kinetic energy
(height of blue bar) is the sum of the work done by the longitudinal (yellow bar) and transverse
electric fields. Each bar represents the average work done on electrons within that energy bin.
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that although electrons may obtain higher peak energy, overall fewer electrons are able to

obtain this peak energy. On the whole, however, the change in the electron energy pertains

mostly to the electrons which interact with the plasma-vacuum boundary and suggests that

magnetically assisted direct laser acceleration is still likely to be seen even with relatively

high (gas jet-level as opposed to gas cell-level) plasma density.

4.5 Energy gain facilitated by a second laser pulse

In Sections 4.3 and 4.4, we considered magnetically assisted direct laser acceleration

in idealized 1D geometry with an already-relativistic preheated plasma. The electron

starting energies we considered (γ ∼ 5) could be quite challenging to produce experimentally,

and it is therefore desirable to demonstrate that the DLA process we discuss can actually

be achieved starting from a cold plasma in multidimensional geometry. In this Section, we

show that magnetically assisted DLA can indeed produce comparable energy to analytic

predictions in 2D PIC simulations, with the addition of a second, short laser pulse to

catalyze the energy gain.

In this Section, we conduct 2D PIC simulations using EPOCH. We again consider

laser irradiation of a finite (now 200 µm thick) plasma slab with a low density (10−4 ncr).

However, we now take the plasma to be a cold, initially neutral hydrogen plasma and

consider the laser irradiation to consist of two temporally and spatially Gaussian pulses:

a picosecond pulse with low intensity (a1 = 1) and a large spot size and a femtosecond

pulse with somewhat higher intensity (a2 = 3) and a small spot size. The picosecond laser

pulse has a 1 ps duration and a 50 µm spot size and the femtosecond pulse has a 50 fs

duration and a 8 µm spot size (all given in terms of the FWHM in |E|). The pulses are

co-propagating and are timed such that the peak of the femtosecond pulse is located on

the leading edge of the picosecond pulse where the electric field falls off to 1/e of its peak
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Table 4.2: Nominal 2D PIC simulation parameters. The initial plasma temperature is set as
zero.

Laser parameters
Wavelength λ0 = 1 µm
Laser propagation direction +x
Laser polarization y
Picosecond laser
Peak intensity 1.4×1018 W/cm2 (a1 = 1)
Duration (Gaussian, electric field FWHM) 1 ps
Spot size (Gaussian, electric field FWHM) 50 µm
Femtosecond laser
Peak intensity 1.2×1019 W/cm2 (a2 = 3)
Duration (Gaussian, electric field FWHM) 50 fs
Spot size (Gaussian, electric field FWHM) 8 µm
Delay of peak relative to picosecond pulse −0.6 ps
Other parameters
Applied magnetic field (B =B0ẑ) B0 = 500 T
Plasma slab thickness 200 µm
Initial electron density ne = 10−4 ncr
Ion mobility Mobile protons
Spatial resolution 30 cells/µm
Macroparticles per cell, electron 40
Macroparticles per cell, ion 20
Size of simulation box (x×y, µm) 400×300
Position and time reference
Location of the front of the plasma slab x= 0
Time when peak of picosecond laser reaches x= 0 t= 0

value. The temporal separation of the peaks of the pulses is ∆t= 600 fs (c∆t= 180 µm).

The simulation is run until both pulses exit the simulation domain. Additional details of

the simulation setup are given in Table 4.2.

We observe a strong enhancement to the electron energy upon the addition of a

500 T magnetic field (Figs. 4.6a vs b). As we observed in the 1D simulations, without the

applied magnetic field, the electron energy is in good agreement with the ponderomotive

energy (cold ponderomotive limit for the femtosecond pulse γc = 1 +a2
2/2≈ 5.5) while the

laser pulses are in the plasma slab and very little energy is retained after they leave the slab.
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In contrast, in the case with the magnetic field, electrons are able to obtain significantly

higher energy (γ > 20), and the majority of this energy is retained even after the laser

pulses have left the plasma (Fig. 4.6b).

The electron energy gain process also shows good agreement with the magnetically

assisted DLA process we outlined in Section 4.3. Figure 4.6 shows the the momentum

space trajectories of 30 randomly selected electrons with a final γ greater than 20. The

trajectory is in good agreement with the predicted trajectory from 1D theory (Sec. 4.3)

for an electron with initial momentum |p|/mec= 3.4∼ a2 accelerated by a 1 ps duration

plane wave laser pulse. Spatially, we both predict and observe that the energy gain occurs

near the laser axis, which corresponds to the minimum y-value of the cyclotron-like orbit

(where py changes sign). This allows electrons to be accelerated by a laser pulse with a

spot size smaller than the Larmor radius.

The dramatic electron energy gain we observe with the applied magnetic field

requires both the picosecond and femtosecond laser pulses. As was the case in our 1D

simulations with cold plasma, the maximum electron energy remains in agreement with

γc = 1 +a2/2 in 2D simulations with a single laser pulse regardless of the applied magnetic

field (Fig. 4.6c).

The role of the femtosecond laser pulse is to catalyze the magnetically assisted

direct laser acceleration process by providing electrons with an initial momentum kick.

As the femtosecond pulse propagates through the plasma, it expels electrons transversely

through the ponderomotive force and in the process imparts net momentum to the electrons

(|p| ∼ a2). This initial momentum kick provides the preheating needed to trigger the

magnetically assisted DLA process.

As shown directly in Fig. 4.7c, the electron energy gain in the simulations with the

magnetic field is attributable to work done by the transverse (as opposed to longitudinal)

electric field, which is consistent with energy gain by the ponderomotive force followed
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Figure 4.6: Magnetically assisted DLA in 2D simulations using a two pulse scheme. (a-c) Electron
energy spectra for (a) non-magnetized case with both pulses, (b) 500 T case with both pulses,
and (c) 500 T case with only the picosecond pulse or the femtosecond pulse. t1 and t2 denote
when the peak of the femtosecond and picosecond pulses are halfway through the plasma slab,
respectively. The energy retained was evaluated when the picosecond pulse has fallen to 1/e of
its peak electric field value at the right edge of the slab. (d) Colored lines: electron trajectories
in momentum space for 30 randomly selected electrons with final γ > 20. Black line: electron
trajectory calculated from theory starting with py0 = 3.4mec and px0 = 0.
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by direct laser acceleration. Ordinarily, i.e. with B0 = 0, the propagation of a sufficiently

intense femtosecond laser pulse through low density plasma drives longitudinal plasma waves,

which can also trap and accelerate electrons via laser wakefield acceleration [12,13,125].

However, this acceleration process requires long distances to accelerate electrons when the

plasma density is low and is not able to deliver energy in excess of the ponderomotive

energy over the distance we consider in our simulations (e.g. Fig. 4.6). Additionally,

the application of the magnetic field is likely detrimental to the wakefield acceleration

of electrons when the characteristic Larmor radius of ponderomotively expelled electrons

(ρL ≡ |cp/eB| ∼ a2mec
2/|e|B0 ∼ 10 µm) is smaller than the usual wakefield bubble size

(∼ λpe = 2πc/ωpe ∼ 100 µm, where ωpe is the electron plasma frequency). As shown in

Figs. 4.7a and 4.7b, the applied magnetic field is able to substantially alter the formation

of the plasma wake by rotating the momentum of electrons and preventing electrons from

moving away from the axis. While the momentum rotation of electrons is detrimental from

the standpoint of wakefield acceleration because it prevents charge separation, it benefits

magnetically assisted DLA by keeping the hot electrons near the axis, which helps facilitate

the subsequent interaction with the picosecond pulse.

4.6 Summary

In summary, we predict that dramatic plasma heating can be achieved under

experimentally relevant conditions by magnetically assisted direct laser acceleration. The

observation of magnetically assisted DLA in a plasma requires several conditions to be met.

First, as we discuss in Section 4.3, noticeable rotation of the electron momentum must

occur during the acceleration process, which requires the electron to be preheated prior to

interacting with the DLA pulse. Second, electric fields associated with charge separation in

a finite-density plasma must not overwhelm the acceleration process. As we demonstrate in

72



Figure 4.7: Magnetic confinement and work done on hot electrons. (a,b) Electron density profile
with (a) no magnetic field, and (b) 500 T magnetic field. (c) Work done on electrons and electron
energy spectrum at the end of the simulation. The total kinetic energy (height of blue bar) is the
sum of the work done by the longitudinal (yellow bar) and transverse electric fields. Each bar
represents the average work done on electrons within that energy bin.

Section 4.4, the second criterion is easily met by plasma with densities relevant to both gas

jets and gas cells (∼ 10−4 ncr to 10−2 ncr). However, achieving a relativistically preheated

plasma can be challenging and it is therefore desirable to formulate a scenario in which

magnetically assisted DLA is possible starting from a cold plasma. In Section 4.5, we

introduced one such scenario, in which a small spot size femotosecond duration pulse is used

to catalyze the direct laser acceleration process for a large spot size picosecond duration

pulse. In this example, we were able to produce copious electrons with γ > 20 using a

femtosecond pulse with a0 = 3 and a picosecond pulse with a0 = 1 and an applied magnetic

field of 500 T. This dramatic heating in excess of 10 times the ponderomotive limit of the

long pulse is retained after the pulses have left the plasma, suggesting magnetically assisted

direct laser acceleration may be an avenue to producing relativistically hot plasmas, and

may be desirable for further experiments.
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Chapter 5

Generation of focusing ion beams by

magnetized electron sheath

acceleration

5.1 Abstract

We present the first 3D fully kinetic simulations of laser driven sheath-based ion

acceleration with a kilotesla-level applied magnetic field. The application of a strong mag-

netic field significantly and beneficially alters sheath based ion acceleration and creates two

distinct stages in the acceleration process associated with the time-evolving magnetization

of the hot electron sheath. The first stage delivers dramatically enhanced acceleration,

and the second reverses the typical outward-directed topology of the sheath electric field

into a focusing configuration. The net result is a focusing, magnetic field-directed ion

source of multiple species with strongly enhanced energy and number. The predicted

improvements in ion source characteristics are desirable for applications and suggest a route

to experimentally confirm magnetization-related effects in the high energy density regime.
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We additionally perform a comparison between 2D and 3D simulation geometry, on which

basis we predict the feasibility of observing magnetic field effects under experimentally

relevant conditions.

5.2 Introduction

Recent advances in all-optical magnetic field generation have made experimentally

accessible new regimes of magnetized high energy density physics (HEDP) relevant to

applications including inertial fusion energy [14–16] and laboratory astrophysics [8, 9, 127].

In particular, the introduction of laser-driven coil targets [23–26,30] capable of generating

nanosecond-duration, hundreds of Tesla to kilotelsa-level magnetic fields over 100’s of

microns at currently-existing large laser facilities including LFEX/GEKKO XII at ILE [23],

LULI [24,30], and OMEGA [25,26] introduces new possibilities in magnetized, relativistic

laser-produced plasma. The understanding of the impact of strong magnetic fields on HEDP

is rapidly evolving and has spurred research in areas including electron beam transport

[128,129], laser-produced magnetic reconnection [7], and ion acceleration [130–132].

In particular the ion acceleration induced by the expansion of a laser-heated electron

sheath into vacuum [36,37] presents an attractive platform for the study of magnetic field ef-

fects in laser-produced plasmas. Following its initial demonstration [38–40], non-magnetized

sheath-based ion acceleration has been extensively studied [133], including in configurations

compatible with experimental magnetic field generation platforms. Improvements in the

ion source characteristics, including efforts to generate a focusing ion beam [134–136]

and increase the energy [137–139], are additionally desirable for applications including

isochoric heating [41] and ion fast ignition [42]. It is therefore advantageous to elucidate

the mechanism via which applied magnetic fields can beneficially alter sheath-based ion

acceleration, particularly in the context of realistic magnetic field strengths.
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Given the computational expense associated with 3D simulations, it would seem

desirable to study the effect of the applied magnetic field in the context of 2D simulations.

The limitations of using 2D simulations to represent 3D physics are well known in the target

normal sheath acceleration (TNSA [140]) regime (i.e. without an applied magnetic field),

with, for example, the conclusion that 2D simulations over-predict both the acceleration

time and the maximum ion energy (e.g. Refs. 141, 142). However, the addition of the

magnetic field as a new element in sheath-based ion acceleration requires re-evaluating the

appropriateness of 2D simulations (such as those presented in Refs. 30, 130) to study what

is inherently a 3D phenomenon.

In this study, we present the first 3D fully kinetic simulations of sheath-based

ion acceleration with a kilotesla-level applied magnetic field. We demonstrate that the

magnetization of hot electrons creates a two-stage ion acceleration process consisting of

enhanced energy gain and later focusing, resulting in a focusing, magnetic field-directed

ion source of multiple species with strongly enhanced energy and number. We show that

electron magnetization is tied to the balance of thermal to magnetic pressure in the hot

electron sheath (plasma βe), which changes over the course of the acceleration. The change

in magnetization drives a fundamental change in the topology of the sheath electric field

and reverses the usual outwardly diverging ion motion into focusing. We additionally find

that the beneficial effects of the applied magnetic field are substantially downplayed in

2D simulations, on which basis we predict the feasibility of observing the acceleration

mechanism we describe under experimentally relevant conditions.

5.3 Results

We simulate a relativistically intense laser pulse interacting with the preplasma

in front of an opaque plastic target with and without an applied magnetic field in 2D
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and 3D using the particle-in-cell code EPOCH [71] (see Methods). The magnetic field

strength and laser spot size were chosen to make 3D simulations tractable below machine-

scale, which necessitated a 2000 T magnetic field. We also investigate the ability of 2D

simulations to reproduce the magnetic field benefits observed in 3D at 2000 T. Following

this analysis, we conduct additional 2D simulations with a 400 T field and larger laser spot

to probe the relevance of the ion acceleration process we observe in 3D under experimentally

realizable conditions. Unless explicitly stated, all simulation results were obtained from 3D

simulations.

The simulation setup is shown schematically in Fig. 5.1a. The laser pulse is linearly

y-polarized, propagates in the x (target normal) direction, and is spatially and temporally

Gaussian with 3 µm FWHM spot size and 150 fs FWHM duration (both given in terms of

the intensity). The wavelength is 1.06 µm and the the peak intensity is 2×1019 W/cm2.

The plastic (CH) target is 5 µm thick with a 1.5 µm preplasma scale length. We apply a

static uniform magnetic field of B0 = 2000 T at either target normal incidence (0◦, Bx =B0)

or angled upward at 10◦ in the x-y plane. For convenience, t= 0 denotes the time when

the peak of the laser pulse would impact the front target surface and x= 0 is the location

of the rear surface. See Methods for additional details of the simulation setup.

5.3.1 Magnetic field-associated benefits to ion acceleration

Sheath-based ion acceleration is the transfer of electron thermal energy to ion energy

mediated by a quasi-static electric field. When the laser interacts with the front surface

preplasma, it generates a population of hot electrons. These electrons stream through the

target and establish a sheath field on the rear surface, which then accelerates ions.

We find that the applied magnetic field has negligible impact on the laser production

of hot electrons and does not substantially alter the laser-produced electron energy or

angular spectrum (Fig. 5.1f). In our cases, the applied magnetic field is weak compared to
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Figure 5.1: Ion acceleration with a strong applied magnetic field. (a) Schematic of simulation
setup and ion acceleration. (b) Illustration of two-stage acceleration process for target-normal
2000 T magnetic field: (top) radial electric field, (bottom, right side) plasma βe, and (trajecto-
ries) θ⊥, the angle the proton momentum makes with the x-axis, plotted along the trajectories
of randomly selected protons. The protons shown have final energy above 4 MeV. Dashed lines
indicate the proton and carbon ion front locations. The 3 times shown represent the first stage of
the acceleration (0.3 ps), the beginning of the second stage (0.9 ps), and late into the second stage
(1.3 ps). The slice in βe at t= 1.3 ps corresponds to x= 35 µm (dotted plane). (c,d) Electron
density at t= 0.3 ps for (c) TNSA (no magnetic field) and (d) 2000 T target normal magnetic
field. (e) Plasma βe at t= 0.3 ps calculated from the density with 2000 T magnetic field directed
at 10◦ in the x−y plane. (f) Energy spectra for electrons at t= 0.3 ps. (g,h) Final energy spectra
for (g) protons and (h) carbon ions. (g,h) capture all ions with px > 0.
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the peak laser magnetic field and the electron gyro-frequency is low compared to the laser

frequency, which precludes the resonant heating effect observed at substantially higher

magnetic field strength [119,131,132].

Although there is no apparent difference in the laser-produced hot electrons, we

find that the accelerated ion energy and number, especially for the heavier ion species,

are substantially enhanced by the application of the 2000 T field (Figs. 5.1g and 5.1h).

This enhancement occurs because the magnetic field restricts the transverse spread of hot

electrons within the target, enhancing the sheath electric field. Guiding of electrons within

a target by a strong magnetic field has also been observed experimentally (for example, in

Ref. 129).

The guiding effect of the magnetic field is expected to be important when the

magnetic field is able to substantially affect the transverse spread of hot electrons. For our

simulation parameters, the laser spot size is comparable to the hot electron Larmor radius

ρL = cp⊥/eB, where we estimate cp⊥ ∼ T by the slope temperature T ≈ 0.8 MeV (e−ε/T

fit). The magnetic field reduces the hot electron transport across field lines and thereby

increases the sheath electron density (e.g. Fig. 5.1c versus Fig. 5.1d) and the accelerating

electric field, which increases the accelerated ion energy and number.

We additionally find that the magnetic field fundamentally changes the electric field

configuration of the sheath through the magnetization of hot electrons, resulting in high

energy ions which are 1) magnetic field-directed (the angular spectrum peaks along the

field direction), and 2) magnetic field-focusing (coming to a focus along the field line).
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5.3.2 Role of electron magnetization in the sheath

Qualitatively, electrons are magnetized when the magnetic force dominates the

electric force perpendicular to the field lines, i.e.

|ev×B|/c > |eE⊥| , (5.1)

which requires at a minimum B > E⊥. We estimate the sheath electric field generated by

hot electrons as

E⊥ ≈ 4π|e|neλDe =
√

4πneT , (5.2)

where λDe≡
√
T/4πe2ne is the hot electron Debye length corresponding to the local electron

density ne. We estimate B ≈ B0 for the magnetic field (the diamagnetic effect does not

change the order of magnitude of B).

The relative strength of the electric and magnetic fields in the sheath is therefore

approximately

E⊥/B ∼ ρL/λDe ∼
√
βe, (5.3)

where βe ≡ 8πneT/B2 is the ratio of thermal to magnetic pressure. Thus we monitor βe,

which is associated with the collective processes of sheath formation and magnetic pressure,

to infer the electron magnetization in the sheath.

Close to the target surface and during the initial stage of acceleration, ions see an

electron population with βe� 1. During this stage, the ions quickly gain the majority of

their final energy, which is enhanced by the addition of the magnetic field. However, there

is no change to the electric field direction relative to a typical unmagnetized sheath.

Farther from the target surface and during the second stage of acceleration, high

energy protons and carbon ions encounter an electron population with βe < 1. This

population is magnetic field-following (i.e. magnetized), which we demonstrate directly
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Figure 5.2: Ion focusing and deflection with applied magnetic field. (a)-(c) Angularly resolved
proton energy spectrum corresponding to the cases shown in Fig. 5.1g. (d)-(f) θxy, the angle
between the proton’s forward momentum (px) and py, plotted along the trajectories of randomly
selected protons. The protons shown have final energy above 2 MeV (0 T case) or 4 MeV (2000 T
cases). (a,d) TNSA (no magnetic field). (b,e) Target normal 2000 T magnetic field. (c,f) 2000 T
magnetic field directed at 10◦ in the x−y plane.
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Figure 5.3: Ion focusing and deflection in 2D simulations. (a)-(c) Angularly resolved proton
energy spectrum. (d)-(f) θxy, the angle between the proton’s forward momentum (px) and py,
plotted along the trajectories of randomly selected protons. The protons shown have final energy
above 10 MeV. (a,d) TNSA (no magnetic field). (b,e) Target normal 2000 T magnetic field. (c,f)
2000 T magnetic field directed at 10◦ in the x−y plane. The angularly integrated energy spectra
for the cases in (a,b) are shown in Fig. 5.4a.

by tilting the magnetic field by 10◦ in the x-y plane, e.g. in Fig. 5.1e. We find that the

net deflection of electrons from the target-normal direction in the 10◦ case causes the high

energy ion population to be deflected as well (Figs. 5.2c and 5.2f). While the protons

are still in the process of deflecting toward the field lines at the end of our 3D simulation,

2D simulations demonstrate that the high energy ion population becomes fully magnetic

field-directed (Fig. 5.3c).

The magnetization of hot electrons additionally induces ion focusing about the

magnetic field lines (e.g. Fig. 5.2e). The target-transverse, outward directed electric field
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experienced by ions during the initial, unmagnetized stage of the acceleration (t. 0.5 ps,

e.g. x < 10 µm in Fig. 5.1b) results from the higher mobility of electrons than ions. The

relative mobility of the hot electron population allows them to expand past the ions in both

the target-normal and target-transverse directions and creates an initial outward expansion

of the ions which is similar to the case with no magnetic field (x. 10 µm in Figs. 5.2d-f).

In contrast, in the magnetized sheath, the magnetic pressure exceeds the electron

thermal pressure and the electrons become less mobile than the ions in the magnetic

field-transverse direction, reversing the transverse sheath configuration. We find that as

ions pass βe . 0.5, the electric field becomes magnetic field-focusing (t& 0.5 ps, e.g. x > 10

µm in Fig. 5.1b). This focusing effect persists over a long time and visibly pulls high energy

ions toward the field lines (e.g. Figs. 5.1b and 5.2e,f). It also reduces the angular spread of

high energy ions relative to the 0 T case (Fig. 5.2a-c).

This sheath-field-reversal induced focusing may also help explain astrophysical jet

formation in an axial magnetic field. Jet formation has previously been studied in sub-

100 T level magnetic fields, where several mechanisms have been proposed to explain ion

collimation, including shocks [8], gradients in magnetic pressure [143], and pinching [144].

While these studies employed magnetohydrodynamic modeling due to the relatively large

spatial (∼mm) and time (∼ns) scales involved, in our study the high magnetic field and

short laser pulse duration create spatial (∼ 100 µm) and time (∼ps) scales conducive

to 3D kinetic modeling. As a result, we are able to separate the dynamics of the fully

kinetic electrons from the ions. This approach has already enabled the discovery of novel

astrophysically relevant ion acceleration-related phenomena under other conditions, for

example in the colliding flows considered in Ref. 127. In our regime of relativistic intensity

short pulse lasers and kilotesla-level magnetic fields, ion focusing is mediated by the ions

transversely overshooting magnetized electrons from the high energy tail of the distribution

and requires a fully kinetic treatment in lieu of single fluid magnetohydrodynamics.
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5.3.3 Necessity of 3D simulations

Although we observe the magnetic field-deflecting and magnetic field-focusing effects

of electron magnetization in 2D simulations (Fig. 5.3), we find that 3D simulations are

required to accurately capture the benefits of adding the magnetic field. This may be

due in part to fundamental differences in physical processes which affect the strength of

the sheath electric field in 2D versus 3D geometry. First, in 3D the hot electron sheath

expands in two transverse directions, while in 2D it only expands in one, meaning the

accelerating electric field drops less in 2D than in 3D for expansion over the same distance.

Second, in 3D the electrostatic potential well created by charge separation has finite depth

and allows sufficiently hot electrons to carry kinetic energy out of the system, while in

2D, the electrostatic potential does not converge as the hot electrons move away from the

ions. As a result, in 2D even very hot electrons can transfer their full kinetic energy into

sheath potential energy, while in 3D some of this energy would be lost. The effect of these

differences can be seen even in TNSA (no magnetic field), where it is well-known that 2D

simulations over-predict the ion energy (see, for instance the difference in peak energy in

Figs. 5.2a and 5.3a).

The addition of a sufficiently strong magnetic field modifies both the transverse

expansion of the hot electron sheath and the behavior of the (now magnetized) electrons

escaping the potential well, and clearly degrades the fidelity of 2D simulations. 2D geometry

also fails to capture the 3D nature of cyclotron orbits. In a series of otherwise identical

2D simulations (same magnetic field strength, laser spot size, etc as the 3D cases), we

observe that 2D simulations downplay the beneficial effects of the applied magnetic field.

2D simulations fail to reproduce the substantial energy enhancement observed in 3D

simulations, e.g. the factor of 2 and 5 increases in the peak ion energy shown for proton

and carbon ions in Figs. 5.1g,h, respectively. Instead, 2D simulations predict almost no

enhancement in the peak proton energy and only a moderate increase in the peak carbon
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Figure 5.4: Ion acceleration in 2D simulations with target normal magnetic field and comparison
with 3D. (a,b) Energy spectra in 2D simulations for 2000 T case (3 µm focal spot) and 400 T
case (15 µm focal spot) for (a) protons, and (b) carbon ions. (c, top) 2000 T: comparison of
proton trajectories in 2D and 3D. (c, bottom) 400 T: radial electric field experienced by randomly
selected protons, plotted along their trajectories. Dotted lines in (c) denote (top) x = 45 µm,
roughly where py changes sign in the 2000 T 2D case, and (bottom) x= 5×45 = 225 µm. The
protons shown have final energy above 4 MeV (3D case), 10 MeV (2D, 2000 T), or 25 MeV (2D,
400 T).

energy (brown lines in Figs. 5.4a,b). Additionally, we find that 2D simulations substantially

over-predict the distances ions must propagate to be deflected towards the magnetic field

lines and subsequently focused (e.g. Fig. 5.4c,top).

When 3D simulations are not tractable, for example at lower magnetic field strength,

we can leverage the property that 2D simulations downplay the effects of the applied

magnetic field to predict whether the magnetic field can still beneficially impact ion

acceleration. Fig. 5.4c,bottom shows the transverse component of the electric field

experienced by high energy protons in a 2D simulation where we have decreased the

magnetic field strength and increased the laser spot size by a factor of 5 (Bx = 400 T,

15 µm FWHM; keeping the ratio between the spot size and the Larmor radius roughly

fixed). The transition from radially outward to radially inward electric field associated with

the electron magnetization occurs later and the focal length is longer in the 400 T case
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than the 2000 T case, even when the distances are scaled by a factor of 5 (as in the visual

comparison between the top and bottom panels of Fig. 5.4c). However, the transition to a

focusing electric field still clearly occurs and the focusing field persists for long enough to

visibly alter the direction of the ion momenta, on which basis we expect the benefits of

adding the magnetic field to be observable in 3D at experimentally relevant field strengths.

5.4 Discussion

In summary, the net result of adding a strong magnetic field is a magnetic field-

directed, magnetic field-focusing ion source of multiple species with enhanced energy and

number. The ion acceleration process features a fundamental change in the sheath dynamics

mediated by the electron magnetization and occurs in two stages, an initial target normal

stage with high energy gain and high divergence driven by electrons which are unmagnetized

in the sheath but transversely confined through magnetization in the target, followed by

a subsequent stage of ion deflection and focusing in the magnetic field direction driven

by magnetized electrons. We term this two stage ion acceleration process magnetized

electron sheath acceleration (MESA). We have additionally demonstrated that the benefits

of adding the magnetic field are downplayed in 2D simulations, on which basis we predict

the relevance of MESA under experimentally relevant conditions.

5.5 Methods

We simulate a relativistically intense laser pulse interacting with the preplasma in

front of an opaque plastic (CH) target with and without an applied magnetic field in 2D

and 3D geometry using the open source particle-in-cell code EPOCH [71]. The laser pulse

has a wavelength of 1.06 µm, is spatially and temporally Gaussian with a 150 fs FWHM

duration and a 3 µm FWHM spot size (both given in terms of the intensity), and has a
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peak intensity of 2×1019 W/cm2. The preplasma has an exponential profile with a scale

length (1/e density falloff) of 1.5 µm. This preplasma scale length was chosen to deliver

robust TNSA-dominated acceleration in the case with no applied magnetic field. We model

the target as a 5 µm thick slab of fully ionized proton and carbon plasma with electron

number density ne = 70ncr, where ncr ≡meω
2
0/4πe2 is the critical density associated with

the reflection of a laser pulse with frequency ω0. The plasma is initialized cold. The laser

is linearly polarized in the y-plane, propagates in the x-direction, and is focused onto the

front target surface. We apply a static uniform magnetic field of B0 = 2000 T at either

target normal incidence (0◦, Bx =B0) or angled upward at 10◦ in the x-y plane.

In 3D, the simulation domain is 90×37×24 µm for the largest simulation, which

we resolve with 30 cells/µm in x and 20 cells/µm in y and z. The target rear surface,

which we have defined as x= 0, is located 25 µm from the simulation boundary. Electrons,

protons, and carbon ions are represented by 10, 5, and 5 cubic B-spline macroparticles per

cell through most of the domain, with 20 macroparticles per cell for protons and carbon

ions within 0.5 µm of the target rear surface to better resolve the ion spectra. The use

of high order particle shape such as cubic B-spline has been demonstrated to mitigate

numerical heating (for example, in EPOCH [71]), and in our simulations delivers robust

energy conservation. The simulation is run until the highest energy protons begin to leave

the simulation box. The field and density quantities shown in figures were temporally

averaged over 5 laser cycles (18 fs) and spatially averaged over 0.3 µm.

In the 2D simulations we conduct to compare with the 3D cases, the simulation

domain is 170×80 µm for the ordinary TNSA (B0 = 0) case. In the cases with a 15 µm

spot size, simulation domain is 550×200 µm for the largest simulation (B0 = 400 T), which

we resolve with 30 cells/µm in both x and y. In this simulation, the target rear surface,

which we have defined as x= 0, is located 55 µm from the simulation boundary. Electrons,

protons, and carbon ions are represented by 50, 25, and 25 cubic B-spline macroparticles
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per cell through most of the domain, with 150 macroparticles per cell for protons and

carbon ions within 0.5 µm of the target rear surface. The simulation cost for the 400 T

case was approximately the same as the 3D simulations.
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Chapter 6

Strong surface magnetic field

generation in relativistic short pulse

laser-plasma interaction with an

applied seed magnetic field

6.1 Abstract

While plasma often behaves diamagnetically, we demonstrate that the laser irra-

diation of a thin opaque target with an embedded target-transverse seed magnetic field

Bseed can trigger the generation of an order-of-magnitude stronger magnetic field with

opposite sign at the target surface. Strong surface field generation occurs when the laser

pulse is relativistically intense and results from the currents associated with the cyclotron

rotation of laser-heated electrons transiting through the target and the compensating

current of cold electrons. We derive a predictive scaling for this surface field generation,

Bgen ∼−2πBseed∆x/λ0 (in the large spot size limit), where ∆x is the target thickness and
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λ0 is the laser wavelength, and conduct 1D and 2D particle-in-cell simulations to confirm

its applicability over a wide range of conditions. We additionally demonstrate that both

the seed and surface-generated magnetic fields can have a strong impact on application-

relevant plasma dynamics, for example substantially altering the overall expansion and ion

acceleration from a µm-thick laser-irradiated target with a kilotesla-level seed magnetic

field.

6.2 Introduction

Relativisitic laser-plasma interaction with applied magnetic fields presents an op-

portunity to study the effects of magnetic fields in the high energy density regime. Both

applied and self-generated magnetic fields can strongly influence plasma behavior, and

make laser-plasma a convenient platform both for investigating the fundamental physics

of magnetized plasmas, for example laboratory astrophysics [6, 7, 9], and for exploring

potential improvements to laser-plasma applications, such as inertial fusion energy [14–16].

Plasma has a reputation for being diamagnetic and often acts to exclude magnetic

fields. However, in the laser-plasma context, there is growing interest in scenarios where

laser-plasma interactions have the potential to self-generate strong magnetic fields or to

amplify weak applied magnetic fields [43, 54, 145–148]. Such an objective is desirable to

augment experimentally available magnetic fields from laser-driven coil [23–26] or pulsed

power sources [27–29] and push the study of magnetized high energy density physics into

new regimes. Most of the previous work has relied on instability-seeded growth [6, 148],

flux compression [54], or circularly polarized or Laguerre-Gaussian [145,149] laser pulses,

which limits these laser-driven magnetic field generation techniques to specific experimental

facilities. However, it has recently been shown that the more ubiquitous Gaussian linearly

polarized laser pulses also have the potential to amplify a target-normal seed magnetic
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field in a thin overdense (i.e. opaque) target [150].

In this work, we demonstrate that an embedded target-transverse magnetic field

can also trigger the generation of a strong surface magnetic field lasting longer than the

pulse duration. We find that the generation of a non-azimuthal large-amplitude magnitude

field at the rear target surface results from the localized production of electrons at the

laser-irradiated surface and requires relativistic laser intensity. We additionally construct a

predictive scaling based on the physical processes driving the magnetic field generation.

This scaling is robust over a wide range of laser and target conditions.

We further demonstrate the validity of our predictive scaling and the importance of

surface magnetic field generation in applications. As an example, we consider the effect of

the seed and surface-generated magnetic fields on the dynamics of target expansion and

ion acceleration from a laser-irradiated target. Both the applied and plasma-generated

fields can become sufficiently large to modify ion acceleration from the target surfaces. As

we will demonstrate, the surface-generated magnetic field can become sufficiently strong to

restrict the expansion of the rear target surface. Meanwhile, the seed field can facilitate ion

acceleration from the laser-irradiated surface, in some cases even causing the front-surface

acceleration to outperform the rear-surface acceleration.

The outline of this paper is as follows. In Section 6.3, we conduct 1D simulations

and demonstrate that strong surface field generation is tied to cyclotron rotation of the hot

and cold electron return currents generated by laser-plasma interaction in an embedded

magnetic field. In Section 6.4, we estimate the magnitude of the rear surface field and show

that the surface field generation is robust over a wide parameter range. In Section 6.5,

we demonstrate with 1D and 2D simulations that the generation of strong surface fields

can initiate electron confinement near the target surfaces and that this confinement can

strongly impact the expansion and acceleration of ions from a laser-irradiated target. In

Section 6.6, we summarize and discuss possible extensions of this work.
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Figure 6.1: Surface magnetic field generation in laser-irradiated targets. (a) Hot electrons
streaming through the target gain transverse momentum in the presence of Bseed, inducing a
counter-streaming current in the cold target population and generating a surface magnetic field.
(b) Current density jy generated by electrons in 1D PIC simulation, Bseed = 100 T. Inset: current
near the target rear surface. The spike near the front surface is associated with electron motion in
the laser and does not contribute significantly to the time-averaged magnetic field generation. (c)
Surface-tangent magnetic field Bz generated in 1D PIC simulation with Bseed = 100 T. The pattern
associated with the laser at the front surface (black box) is an artifact of the time averaging (see
Table 6.1) and the data output frequency. Dotted lines in (b) and (c) indicate the initial target
surfaces.

6.3 Surface magnetic field generation

In this Section, we will discuss how laser-irradiation of an opaque target with an

embedded target-transverse magnetic field is able to produce strong surface magnetic fields.

We will initially demonstrate this using 1D particle-in-cell simulations.

We simulate a relativisitcally intense laser pulse interacting with a plastic (CH) target

with an embedded target-transverse magnetic field. We conduct collisionless simulations

using the open-source particle-in-cell code EPOCH [71]. The target is represented by a

quasineutral CH plasma with a short scale length preplasma and peak density ne = 50 ncr,

where nc = 1.75×1021 cm−3 is the critical density corresponding to the laser wavelength.

The simulation parameters for our nominal case are given in Table 6.1. The simulation

setup is shown schematically in Fig. 6.1.

We observe the generation of surface magnetic fields with 10-15 times the magnitude

of the original seed (for example, Fig. 6.1c). In 1D simulations, the strongest field is

generated at the rear target surface (x= 0) and a weaker field of opposite sign is generated
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Table 6.1: Nominal 1D PIC simulation parameters. The initial plasma temperature is set as
zero. The simulation setup is shown schematically in Fig. 6.1a.

Laser parameters
Wavelength λ0 = 0.8 µm
Peak intensity 1×1019 W/cm2

Duration (Gaussian, electric field FWHM) 100 fs
Laser propagation direction +x
Laser polarization y

Other parameters
Seed magnetic field (B =Bseedẑ) Bseed = 100 T
Target thickness ∆x= 2 µm
Preplasma scale length (1/e dropoff) 0.1 µm
Peak electron density ne = 50 ncr
Preplasma density cutoff (minimum) 0.05 ncr
Spatial resolution 200 cells/λ0
Macroparticles per cell, electron 400
Macroparticles per cell, ion 200
Time interval for averaging Bz in figures 10 fs
Position and time reference
Location of the rear of the foil x= 0
Time when peak of laser would reach x= 0 t= 0
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near the laser-irradiated surface (x=−2 µm). These fields rise quickly (on the order of

the 100 fs pulse duration) and persist for hundreds of femtoseconds after the laser pulse

has been fully reflected by the target. In the rest of this work, we will focus primarily on

the rear-surface field. Unlike the front surface field, the rear surface field can have high

amplitude and is also present in higher dimensional simulations (e.g. Sec. 6.5).

The rear-surface field is produced as a consequence of the cyclotron rotation of the

laser-heated and cold (return current) electrons propagating through the target. As shown

both schematically and quantitatively in Fig. 6.1, the current which creates this field can

be separated into contributions from the hot and cold electron populations.

We choose the division between hot and cold in Fig. 6.1 to be 10 keV to fully

capture the contribution of each population. However, in spite of this seemingly low energy,

we do not expect collisions (which are not included in our simulations) to disrupt the

surface magnetic field generation. The small angle collisional scattering time (1/νei) is

approximately

1/νei ≈
m2
ev

3
0

8πZ2e4ni

ln mev
2
0

2Ze2n
1/3
i

−1

= 1.3ns · (v0/c)3

Z2

(
11 + ln (v0/c)2

Z

)−1
,

(6.1)

where v0 is the velocity of hot electrons, Z is the charge state of the ions, in the Coulomb

logarithm (lnrmax/rmin) we have approximated rmax by the ion spacing n−1/3
i , and in

the second expression we have used ni = ne/7 = 1.25× 1022 cm−3. The majority of

the hot electron current is carried by electrons with energy above 25 keV (v0/c ∼ 0.3),

which corresponds to a small angle collisional scattering time for carbon ions (Z = 6) of

approximately 150 fs. This is much longer than both the transit time of the electron

through the target and the rise time of the surface magnetic field (both ∼ 30 fs).

The transverse currents responsible for the surface magnetic field generation are
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driven by the travel of hot electrons through the magnetized target. Hot electrons are

generated at the front target surface by the interaction of the laser with the preplasma.

These electrons then stream through the target with a net +x-directed velocity, during

which time the embedded +z-directed seed magnetic field Bseed rotates their momentum

such that they exit the rear target surface carrying a net transverse current jy < 0 (red line in

Fig. 6.1b). In response, the cold electrons in the target obtain a compensating jy > 0 which

prevents the embedded magnetic field from decreasing (blue line in Fig. 6.1b). However,

only hot electrons are able to enter the rear target sheath, resulting in an uncompensated

current in the sheath (hot electrons) and in response at the rear surface (cold electrons), as

shown in the inset in Fig. 6.1b. This current double layer generates a strong magnetic field

at the rear target surface (Fig. 6.1c). This magnetic field persists for as long as the physical

configuration of hot electrons streaming through a cold electron background persists, which

exceeds the laser pulse duration (see also Sec. 6.5).

The localized production of electrons near the target surface and the initial magneti-

zation of the target are both crucial to the high amplitude surface magnetic field generation.

Such a large surface field is produced because electrons undergo cyclotron rotation during

the course of their transit of the target. This will be shown directly by the estimate for the

rear surface magnetic field we construct in the following Section.

6.4 1D scaling of rear surface magnetic field

In this Section, we obtain a qualitative picture for cyclotron rotation-mediated

surface field generation. We will additionally demonstrate the robustness of the field

generation mechanism in 1D simulations to the choice of laser intensity, target thickness,

and the strength of the seed magnetic field and predict an optimum range for field generation.

Over a large range of parameters, we find that the surface field is well-predicted by a simple
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scaling.

The rear surface return current arises to screen the target from the hot electron

current in the sheath and has approximately equal magnitude to the sheath current. We

estimate the sheath current density as

jy ∼−|e|vyns, (6.2)

where ns is the number density and vy is the average y-directed velocity of hot electrons

entering the sheath. vy is produced by the rotation of the electron momentum during the

transit of the target. Given that the magnetic field within the target remains approximately

equal to the applied field (Bz ≈ Bseed), and assuming the electrons are relativistic with

longitudinal (x-directed) velocity vx ∼ c, the transverse velocity is approximately

vy ∼ vx sin
(
ωc0
γ

∆t
)
∼ |e|Bseed∆x

γmec
, (6.3)

where ωc0 ≡ |e|Bseed/mec is the non-relativistic cyclotron frequency associated with Bseed,

∆x is the target thickness, γ is taken as a characteristic value for the hot electrons, and we

have assumed the overall momentum rotation is small (ωc0∆t/γ� 1).

We now estimate the magnetic field generated by this current. The sheath size is

approximately given by the electron Debye length, λDe ≡
√
Te/4πe2ns. For a relativistic

plasma, we have Te ≈ (γ − 1)mec
2, which we substitute in the Debye length to give

λDe ≈
√

(γ−1)mec2/4πe2ns. Approximating the current density as constant over λDe,

the magnetic field generated at the target surface is approximately Bgen ∼ 4πjyλDe/c.

Combining this with Eqs. (6.2) and (6.3), the magnetic field generated at the rear target
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surface can be approximated as

Bgen
Bseed

∼−

√√√√4π (γ−1)e2ns∆x2

γ2mec2
≈−∆x

λDe
, (6.4)

where the last expression assumes the plasma is sufficiently relativistic that γ−1≈ γ.

The surface magnetic field generation is inherently a kinetic effect and can be

thought of as an overshoot of the diamagnetic effect. This can be seen directly through an

alternate approach to deriving this equation. The diamagnetic effect occurs when charged

particles undergo cyclotron motion in a magnetic field which results in a net current that

acts to reduce the field. Normally, the cyclotron motion and the net current are co-located,

i.e. the rotation of the charged particles occurs in the same spatial region as the net current.

This is the only possibility if the plasma is described as a single fluid in lieu of a kinetic

description. However, the target we consider is conductive and inhibits changes to the

embedded magnetic field. Although hot electrons undergo rotation in the target, they are

only able to generate a magnetic field in the sheath. This magnetic field grows until the

plasma-generated field in the sheath is able to undo the momentum rotation of electrons

transiting the target, based on which we expect

ωc1∆ts
γ

≈ ωc0∆t
γ

, (6.5)

where ωc1 is the non-relativistic cyclotron frequency associated with Bgen and ∆ts is the

time the electron spends in the sheath. Assuming the electron motion is relativistic and

∆ts ∼ λDe/c, Eq. (6.5) gives the same result as Eq. (6.4). This analysis also confirms what

we stated at the end of Sec. 6.3: the localized production of hot electrons at the front

target surface and the embedded magnetic field are both key to producing a strong rear

surface field.
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6.4.1 Estimate for sheath density in a laser-irradiated target

As written, Eq. (6.4) involves the sheath density ns and the characteristic hot

electron γ-factor, both of which should in principle be measured from simulations. However,

to obtain a simple predictive scaling, we now specifically consider the case of a short

scale length preplasma (scale length < laser wavelength) and a reasonably short laser

pulse (∼ 100 fs). Under these conditions, we estimate the sheath density as roughly

ns ∼ γncr ∼ a0ncr.

The origin of this estimate can be seen straightforwardly by considering the transfer

of laser energy into hot electrons in the short scale length preplasma. In what follows, we

predict the hot electron density which can be produced by the transfer of laser energy

to hot electron energy over half of a laser cycle. This model is expected to capture the

approximate magnitude of the hot electron density, and was motivated by the success

of other single-cycle-based models, for example, the vacuum heating model developed in

Ref. 151.

The maximum number of electrons the laser can interact with and accelerate in half

a laser cycle can be estimated from the condition where the laser transfers a substantial

fraction of its energy to electrons. In 1D this energy balance is given by

(γ−1)mec
2N ' c

8πω0

∫ π

0

(
E2 +B2

)
d(ω0t)

= E2
0c

8ω0
= a2

0
m2
ec

3ω0
8e2 ,

(6.6)

where N is the number of electrons the laser accelerates per unit area during the half-cycle

and a0 ≡ |e|E0/mecω0 is the normalized vector potential for the laser pulse with maximum

amplitude E0 and frequency ω0. The maximum number density of hot electrons streaming
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through the target into the sheath for this half-cycle is thus approximately

nhalf
s . 2N/βλ0 = a2

0
β (γ−1)

ncr
2 , (6.7)

where we have divided N by βλ0/2 with β = v/c to approximate the hot electrons being

distributed within the target over the full half-cycle. This may introduce an underestimate

for the density as the electrons are often observed to be more strongly bunched (for example,

in Ref. 101).

For a sufficiently short laser pulse and preplasma scale length, it is well established

that the electron energy roughly follows the ponderomotive scaling regardless of the exact

acceleration mechanism [98,99,101,152]. In this parameter regime, long pulse effects such

as stochastic heating [32, 94] are not important. In the ponderomotive limit, and the limit

where a2
0� 1, we have

γ ≈
√

1 +a2
0 ≈ a0, (6.8)

which gives the hot electron density which can be produced in a half laser cycle as

nhalf
s .

√
1 +a2

0√
1 +a2

0−1
a0ncr

2 ≈ a0ncr
2 . (6.9)

While Eq. (6.9) represents the maximum transfer of laser energy to hot electrons

in a single half-cycle, we still expect the prediction it provides to retain the correct order

of magnitude even when electrons can undergo multiple interactions with the laser pulse.

That is, we expect the sheath density to be given by

ns ∼ η
a0ncr

2 ∼ a0ncr, (6.10)
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where we have introduced the factor η to account for the possibility hot electrons may

obtain more net energy than the half-cycle estimate suggests and to provide a fitting

parameter for the simulation results. The approximation ns ∼ a0ncr in Eq. (6.10) leads

to a good fit for the predicted magnetic field. This estimate is also consistent with the

expectation that the laser interacts with electrons in a preplasma up to the relativistically

adjusted critical density (γncr).

Equation (6.10) represents a 1D estimate, which we expect to be consistent with

higher dimensional simulations in the limit that the laser spot size is sufficiently large.

For smaller laser spot size, Eq. (6.10) can be extended to multidimensional geometry by

incorporating the effect of the transverse expansion of hot electrons on the sheath density.

Following the geometric expansion model employed, for example, in Ref. 153, we consider the

hot electron population to expand with a characteristic angle α, where typically α∼ 25−45◦

(e.g. Refs. 22, 44, 153). In this model, the hot electron population generated within the

laser spot FWHM w0 at the front surface expands to a larger diameter w0 + 2∆xtanα at

the back surface. For a D-dimensional simulation, we thereby approximate the hot electron

density within the sheath as

ns(D)∼ a0ncr

(
w0

w0 + 2∆xtanα

)D−1
∼ a0ncr(

1 + 2∆x
w0

)D−1 , (6.11)

where the final expression approximates tanα∼ 1.

6.4.2 Scaling and limit on maximum generated field strength

For the case of a short scale length preplasma and a reasonably short laser pulse,

we therefore take Eqs. (6.8) and (6.11) as order-of-magnitude estimates for γ and ns in

Eq. (6.4), based on which we expect the strength of the generated magnetic field in a
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D-dimensional simulation to scale as roughly

Bgen
Bseed

∼−

√√√√√√√
4πe2ncr∆x2

mec2
(

1 + 2∆x
w0

)D−1

∼−

√√√√4πe2ncr∆x2

mec2
=−2π∆x

λ0
,

(6.12)

where the second line represents the large spot size limit (∆x/w0→ 0). We will consider a

perfectly 1D case for the remainder of this Section. The effects of 2D geometry and finite

spot size are discussed in more detail in Sec. 6.5).

We now additionally estimate the maximum surface magnetic field which can be

produced. While Eq. (6.12) provides a good prediction of the generated magnetic field

strength over a wide range of conditions (see Fig. 6.2), this scaling breaks down if the

seed magnetic field is sufficiently strong for electrons to undergo a significant fraction of a

cyclotron rotation within the target. We roughly estimate the maximum surface magnetic

field which can be produced by estimating vy ∼ c, which occurs when the target thickness

is equal to the Larmor radius ρe ≡ cpx/|e|Bseed. Estimating cpx ∼
√
γ2−1mec

2 and setting

ρe = ∆x gives

B∗seed ∼

√
γ2−1mec

2

|e|∆x ≈ a0mec
2

|e|∆x , (6.13)

where we have approximated
√
γ2−1 ≈ a0 as discussed in Sec. 6.4.1. The maximum

amplitude of the magnetic field that can be generated is roughly (employing vy ∼ c in

Eq. (6.2) and retaining Bgen ∼ 4πjyλDe/c),

B∗gen ∼−
√

4πγnsmec2 ≈−a0
√

4πncrmec2. (6.14)

For a 0.8 µm laser wavelength and a 2 µm thick target, we therefore predict the

maximum magnetic field amplitude that can be generated to be B∗gen ≈ 13a0 kT occurring
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Figure 6.2: Maximum rear surface magnetic field in 1D parameter scans. (a) Scan over target
thickness. (b) Scan over peak intensity. (c) Scan over seed magnetic field strength. The simulation
parameters not scanned over are as given in Table 6.1. The black dotted lines correspond to
Eq. (6.12).

at an initial seed amplitude of B∗seed ≈ 0.85a0 kT. Due to the nature of the estimate

we performed, Eqs. (6.13) and (6.14) are undoubtedly overestimates, nevertheless, they

establish the optimum seed magnetic field for surface field generation to be on the order of

kT for few-µm-thick targets with a0 . 10. Such fields are rapidly becoming experimentally

relevant [29,30].

Below B∗seed, based on Eq. (6.12), we expect the plasma-generated magnetic field

strength Bgen to be insensitive to the laser intensity, and to increase linearly with the target

thickness and the seed magnetic field strength. Fig. 6.2 shows how Bgen scales with these

parameters. Overall, we find good agreement between the predicted scaling and 1D PIC

simulation results over a wide range of parameters, including in the approximate magnitude

of |Bgen/Bseed|, which for the nominal case we predict to be ∼ 16 based on Eq. (6.12) and

observe in 1D PIC simulation to be 14-16.

The assumptions made to obtain Eq. (6.12) break down if the electron motion

becomes sub-relativistic. Correspondingly, we find that the magnitude of the rear surface

magnetic field is insensitive to laser intensity for I0 & 1019 W/cm2, but begins to drop
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below this threshold as the electron motion in the laser becomes less relativistic, as shown

in Fig. 6.2b.

We also find that the magnetic field generation is reduced relative to the prediction

of Eq. (6.12) as the seed magnetic field strength approaches B∗seed, corresponding to the

regime where the electrons complete a noticeable fraction of a cyclotron rotation within the

target. For the parameters given in Table 6.1, when Bseed & 1 kT, the generated magnetic

field begins to deviate from the predicted value based on Eq. (6.12). As shown in Fig. 6.2c,

the maximum magnitude of the surface magnetic field is approximately 19 kT corresponding

to a seed field of 2 kT. Our observed B∗gen and B∗seed agree with the predictions of Eqs. (6.14)

and (6.13) to within a factor of 1.5. For Bseed & B∗seed, the generated magnetic field is

reduced relative to B∗gen.

As we have discussed, the strongest surface generated magnetic field is produced for

Bseed ∼B∗seed. In this regime, both the surface generated and the seed magnetic fields can

have a notable and application-relevant effect on the plasma dynamics. In the following

section, we consider the effect of the seed and surface-generated magnetic fields on a

laser-irradiated target in 2D. For Bseed &B∗seed, the magnetic field can substantially alter

target expansion and the associated ion acceleration.

6.5 Plasma expansion with a strong applied magnetic

field

In this Section, we discuss the regime in which the seed and plasma-generated surface

magnetic fields are sufficiently strong to affect the overall expansion of the laser-irradiated

target. For Bseed & B∗seed, electrons become trapped near the target surfaces, restricting

the rear surface expansion and associated ion acceleration. At the same time, the front

surface expansion is enhanced, increasing the energy of backward-accelerated ions. For
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sufficient Bseed, the energy and number of ions accelerated backward by the expanding

front surface can exceed those accelerated from the rear surface, an unusual situation for

thin laser-irradiated targets with a preplasma [154].

In Sections 6.3 and 6.4, we conducted 1D simulations to illustrate the magnetic

field generation process. However, 1D geometry neglects higher-dimensional effects such

as the finite laser spot size and the transverse escape of electrons, which in more realistic

(e.g. 2D) simulations can affect the magnitude and duration of the surface field. The finite

spot size also leads to the generation of azimuthal magnetic fields [22, 44,147] which could

potentially compete with the −z-directed non-azimuthal surface magnetic field generation.

First, we demonstrate using 2D simulations that the surface magnetic field generation

can disrupt the development of the usual rear-surface azimuthal field and can produce

a stronger, non-azimuthal magnetic field at the rear target surface. Sufficiently strong

azimuthal magnetic fields have been shown to impair ion acceleration via target normal

sheath acceleration [22]. Second, we demonstrate that the presence of the seed magnetic

field and the generation of the non-azimuthal surface field can exacerbate this effect. While

the rear-surface expansion can be dramatically reduced, the front-surface expansion is

enhanced and can even produce higher accelerated ion number than ordinary (Bseed = 0)

rear-surface target normal sheath acceleration (TNSA).

6.5.1 Surface field generation in 2D simulations

We conduct 2D simulations with a finite laser spot size of 3 µm FWHM (Gaussian,

electric field) and peak intensity I0 = 1019 W/cm2. Additional parameters which differ

from the 1D simulations of Secs. 6.3 and 6.4 are given in Table 6.2. We begin with the

case of Bseed = 0 (no applied magnetic field). As the laser-heated electrons stream through

the target, they generate an azimuthal field with maximum magnitude of approximately

3.8 kT (Fig. 6.3a). This field is associated with the outward radial streaming of electrons
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Table 6.2: Nominal 2D PIC simulation parameters with a planar target which differ from the
1D parameters given in Table 6.1. The number of macroparticles per cell for the ions is increased
to 120 within 0.2 µm of rear surface.

Laser parameters
Spot size (Gaussian, electric field FWHM) w0 = 3 µm
Other parameters
Seed magnetic field (B =Bseedẑ) Bseed = 1 kT
Spatial resolution 50 cells/λ0
Macroparticles per cell, electron and ion 60
Size of simulation box (x×y, µm) 35×70
Time interval for averaging Bz in figures 20 fs

in the sheath [44].

For Bseed > 0, the angular distribution of electrons entering the sheath is altered by

the cyclotron rotation of electrons in the target. The magnetic field resulting from this

offset becomes evident if Bseed is sufficiently large to produce Bgen at least comparable

to the peak azimuthal magnetic field of the Bseed = 0 case. We can roughly estimate the

minimum value of Bseed needed to produce a visible Bgen by considering the case when

the cyclotron rotation in the target becomes comparable to the characteristic divergence

angle α of hot electrons, i.e. ρe sinα = ∆x. As mentioned in Sec. 6.4.1, α∼ 25−45◦ such

that sinα ∼ 1/2, which implies that in general surface magnetic field generation will be

observed in 2D and 3D geometry when

Bseed &
B∗seed

2 ∼ a0mec
2

2|e|∆x , (6.15)

where B∗seed is the seed field where we predict the generated field to be maximized (Eq. 6.13).

The prediction of Eq. 6.15 is in fairly good agreement with simulations. We observe

that a seed field of at least 500 T is needed to substantially modify the surface field profile

and increase the (negative) magnetic field amplitude relative to the Bseed = 0 case. As

Bseed is increased, the azimuthal magnetic field at the rear target surface is suppressed and
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Figure 6.3: Surface magnetic field generation in 2D PIC simulations. (a)-(c) Magnetic field
profile at t= 75 fs for scan over Bseed with other parameters as given in Table 6.2, (a) without an
applied magnetic field, (b) with Bseed = 1 kT, and (c) with Bseed = 2 kT. (d) Temporal evolution
of the magnitude of the surface field in 2D and corresponding 1D simulations. Parameters other
than Bseed are as given in Tables 6.2 and 6.1. (e) Peak surface magnetic field in parameter scans.
The legend indicates parameters which differ from the setup given in Table 6.2. Colored dotted
lines represent the prediction of Eq. (6.12) corresponding to each of the cases shown with colored
markers. The results with ∆x= 1 µm and the purple line have been multiplied by a factor of 2
for the sake of comparison. The prediction for I0 = 1020 W/cm2 (red) is the same as for Table 6.2
(green). (f) Electron energy spectrum in scan over Bseed (other paramters as given in Table 6.2).
Dotted line: pondermotive temperature Tp = 0.7 MeV.
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eventually overcome by the non-azimuthal surface field generation (e.g. Figs. 6.3b,c). As

the field profile becomes more non-azimuthal, the generated magnetic field saturates at a

peak value of approximately −7 kT for Bseed & 500 T (Fig. 6.2c). This value is roughly 2

times the peak magnetic field produced in the Bseed = 0 case.

As we would expect based on the ability of electrons to move transversely in

multidimensional simulations, the magnitude of the magnetic field in 2D simulations is

somewhat lower than what we observe in 1D (e.g. Fig. 6.3d). The transverse motion of hot

electrons also causes the field to drop more rapidly in 2D than in 1D (FWHM ∼ 150 fs in

2D vs ∼ 400 fs in 1D for the Bseed = 1 kT cases). In 2D, the surface magnetic field persists

over roughly the same duration as the azimuthal magnetic field which is produced in the

Bseed = 0 case (Fig. 6.3d). The magnitude and duration of the surface field should in the

future be revisited with 3D simulations.

In 2D simulations, the value of Bseed needed to modify the surface magnetic field

and the saturation value of Bgen depends on the peak laser intensity, the target thickness,

and to a lesser extent the laser spot size. We have conducted additional simulations with,

separately, I0 = 1020 W/cm2, ∆x = 1 µm, and w0 = 10 µm (Fig. 6.3e). The maximum

amplitude of the azimuthal magnetic field produced in the Bseed = 0 case varies with these

parameters due to changes in the hot electron population streaming through the rear target

surface, as does the minimum Bseed required for the surface field to become non-azimuthal.

At the value of Bseed where Bgen becomes distinctly visible (left-most points in Fig. 6.3e),

the generated surface field is generally in good agreement with the prediction of Eq. (6.12).

In all cases, Bgen saturates at approximately this value, which is approximately 2 times

the peak magnetic field produced with Bseed = 0. In the remainder of this work, we will

analyze the case given in Table 6.2.

In principle, the application of a seed magnetic field may also increase the electron

energy if the magnetic field is sufficiently strong to rotate the electron momentum towards
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the laser polarization direction during direct laser acceleration [120], which could affect the

generated surface field. However, for Bseed . 2 kT, the seed field does not substantially

change the number of accelerated electrons or the bulk of the electron energy spectrum

(Fig. 6.3f). For Bseed . 1 kT, the hot electron temperature remains in good agreement with

the ponderomotive scaling [101] (Tp = [(1 +a2
0)1/2−1]mec

2 ≈ 0.7 MeV, black dotted line

in Fig. 6.3f), and only a slight increase in the energy of the hottest part of the spectrum

occurs for Bseed ≤ 2 kT. As the seed magnitude is further increased to Bseed = 4 kT, the

electron is substantially increased. However, at this seed amplitude the Larmor radius is

smaller than the target thickness and electrons can be prevented from transiting all the way

through the target (see Section 6.5.2), and the surface field generation is actually reduced.

6.5.2 Effect on target expansion and ion acceleration

In the regime we are considering, both the seed and surface-generated magnetic fields

can become sufficiently strong to inhibit the transport of electrons, resulting in electron

trapping near the target surfaces and altering the target expansion and ion acceleration

process. To illustrate the effect of this trapping on the hot and return current electrons,

we divide electrons into three populations based on their energy. For convenience, we

perform this analysis based on 1D simulations. When the applied magnetic field is below

the kilotesla level (e.g. Bseed = 100 T in Fig. 6.4a), the electrons in all three energy bins

become uniformly distributed throughout the target. However, with a 1 kT applied field

(e.g. Fig. 6.4b), only the high energy electrons (ε > 100 keV) become uniformly distributed.

Electrons in the low energy bin (ε < 10 keV) show a significant buildup at the rear target

surface, while those in the middle energy bin (10 keV< ε < 100 keV) are trapped near the

front surface.

While the front surface trapping can be attributed to the strong seed magnetic

field preventing the transit of moderate energy electrons through the target (which have a
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Larmor radius comparable to the target thickness), the rear surface buildup of electrons

is more surprising. In the usual target normal sheath acceleration case with Bseed = 0,

the transit of hot electrons through the target and compensating return current lead to

the development of a thin ion-dominant layer at the rear target surface. With no applied

magnetic field or with a weak applied magnetic field, this ion layer is rapidly accelerated

by the hot electron sheath, quickly reducing, but not entirely eliminating, the charge

separation and associated electric field (Fig. 6.4e). In this case, hot electrons remain free to

transit the target and provide a continual acceleration of ions from the rear target surface

as the target expands (e.g. Fig. 6.4c).

However, when the seed magnetic field is sufficiently strong (Bseed & 1 kT), the

plasma-generated magnetic field in the rear sheath becomes comparable in strength to

the sheath electric field (green contour in Fig. 6.4f), substantially altering the motion

of electrons within the sheath and terminating the acceleration of ions from the target

(Fig. 6.4d). This leads to a maintained ion density spike at the rear target surface, which

eventually acts to attract the surrounding cold electrons, producing the density spike in

the cold electron population seen in Fig. 6.4b.

This surface trapping has several consequences. First, from a modeling perspective,

the localized production of electrons near the front target surface is a critical component

of accurately modeling the surface trapping. Care must be taken in simulations of target

expansion which substitute hot electrons for the laser-plasma interaction [155, 156] to

account for this spatial localization. We have demonstrated in Section 6.4 that the initial

spatial localization of hot electrons plays a substantial role in the generation of strong,

asymmetric surface magnetic fields, and in this section we have shown that electrons do

not eventually become uniformly distributed through the target in the presence of a strong

seed field.

Second, the termination of target expansion as the sheath magnetic field begins to
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Figure 6.4: Modification of target expansion in 1D simulations by applied magnetic field.
(a),(b) Electron trapping near surfaces with (a) Bseed = 100 T, and (b) Bseed = 1 kT, at t= 175 fs.
(c)-(f) Target expansion with (c),(e) Bseed = 0, and (d),(f) Bseed = 1 kT. (c),(d) Proton density.
(e),(f) Electric field Ex. With Bseed = 1 kT, the rear surface expansion is terminated following the
initial burst of ion acceleration once |Ex| drops below |Bz| (green contours in (d) and (f) denote
where |Ex| equals the maximum surface magnetic field magnitude at that time). Dotted lines in
(c)-(f) denote initial target position.
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Figure 6.5: Modification of target expansion and ion energy in 2D PIC simulations by applied
magnetic field. Ion energy spectra for (a),(c) protons and (b),(d) carbon ions. (a),(b) Ions
accelerated in the +x-direction, corresponding to ordinary rear-surface TNSA. (c),(d) Ions
accelerated in the −x-direction from the laser-irradiated surface. Spectra were evaluated at
t = 430 fs; the cutoff energy changes by less than 10% over the preceding 100 fs for all cases.
(e),(f) Proton density at t= 430 fs for (e) Bseed = 0, and (f) Bseed = 2 kT. The dashed line indicates
the laser axis.

dominate over the electric field can substantially reduce the energy of ions accelerated from

the rear surface. As shown for our 2D simulations in Figure 6.5a,b, both the peak energy

and the total number of accelerated ions with momentum px > 0 are strongly impacted by

adding a seed magnetic field of Bseed & 2 kT.

At the same time, we observe a substantial increase in the energy and number of

ions accelerated from the front surface (px < 0; Fig. 6.5c,d). This increased ion acceleration

is attributable to the trapping and deflection of moderate energy electrons near the front

surface. Ordinarily, i.e. with Bseed = 0, ion acceleration from the front surface is suppressed

by the radiation pressure exerted by the laser pulse, which initially causes front surface

ions to be drawn into the target. This visibly digs a hole in the accelerated ion density
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on the laser axis (Fig. 6.5e). However, for Bseed > 0, the hot electron cloud formed by the

laser pulse is deflected transversely away from the laser axis and can accelerate ions from

outside the laser spot (Fig. 6.5f). This deflection, combined with the electron trapping

near the front surface (e.g. Fig 6.4b) enhances the ion acceleration from the front surface.

For the 4 kT seed field, the ion energy may also be increased by the increased electron

energy (see Fig. 6.3f). In this case, the carbon energy and number are enhanced beyond

the Bseed = 0 value (Fig. 6.5d).

6.6 Summary

We have shown that laser-irradiated targets with an embedded target-transverse

magnetic field do not behave purely diamagnetically when the laser is relativistically intense,

but are instead able to generate strong surface magnetic fields lasting longer than the

pulse duration. These surface magnetic fields result from the cyclotron rotation of the

laser-heated and cold electron populations within the target and are fundamentally linked

to the spatial localization of hot electron production by the laser pulse. This mechanism is

robust over a range of laser and target parameters and produces surface field strengths on

the order of 10-15 times the seed strength. We have formulated a simple predictive scaling in

good agreement with both 1D and 2D particle-in-cell simulations, Bgen ∼−2πBseed∆x/λ0

(in the large spot size limit), and have demonstrated the relevance of surface field generation

to applications. The applied seed and surface-generated surface fields can enact substantial

electron trapping and visibly reduce and increase accelerated ion energies from the rear

and front target surfaces, respectively. Both the changes in ion energy and the fields

generated in these configurations may be experimentally visible, offering a potential route

to experimental verification.
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Chapter 7

Generation of megatesla magnetic

fields by intense-laser-driven

microtube implosions

7.1 Abstract

Amicrotube implosion driven by ultraintense laser pulses is used to produce ultrahigh

magnetic fields. Due to the laser-produced hot electrons with energies of mega-electron volts,

cold ions in the inner wall surface implode towards the central axis. By pre-seeding uniform

magnetic fields on the kilotesla order, the Lorenz force induces the Larmor gyromotion of the

imploding ions and electrons. Due to the resultant collective motion of relativistic charged

particles around the central axis, strong spin current densities of ∼ peta-ampere/cm2 are

produced with a few tens of nm size, generating megatesla-order magnetic fields. The

underlying physics and important scaling are revealed by particle simulations and a simple

analytical model. The concept holds promise to open new frontiers in many branches of

fundamental physics and applications in terms of ultrahigh magnetic fields.
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7.2 Introduction

Laboratory generation of strong magnetic fields have been intensively studied

[23,24,54,157–171], because such fields may realize new experimental tools for fundamental

studies and support diverse applications. Examples include plasma and beam physics

[21,22,129,130,172,173], astro- [174,175] and solar-physics [176,177], atomic and molecular

physics [178], and materials science [179, 180]. Magnetic field reconnection [176, 177],

generation of collisionless shock [172], gamma-ray and pair production [181–183], and

fusion application in a strongly magnetized plasma [30, 184–186] are receiving increased

attention. Although laser−solid interactions numerically predict magnetic fields . a few

hundreds kT [21,22, 171], the highest magnetic field experimentally observed to date is on

the kilotesla (kT) order [23,168].

Here we propose a novel concept called a microtube implosion (MTI), which generates

megatesla (MT) magnetic fields utilizing a structured target and intense laser pulses.

Suppose that a long-stretched cylindrical target contains a coaxial hollow cylindrical

space with an inner radius of R0 ∼ 1− 10 µm (Fig. 7.1a). Irradiating the target by

ultraintense femtosecond laser pulses with an intensity of IL ∼ 1019−1022 Wcm−2 generates

hot electrons with temperatures of Te ∼ 1− a few 10’s mega-electron volts (MeV) according

to the ponderomotive scaling [140]. Note that the ponderomotive scaling does not resemble

the true dynamics of electrons on a solid surface with a steep density gradient, where the

prerequisites for decoupling the quiver and envelope motion of electrons do not hold. Hot

electrons ionize the target material to produce a plasma of atomic mass number A and

initial ion density ni0 ∼ 1023 cm−3 to ionization state Z.

The hot electrons are so energetic that some of them exit the target wall and enter

the cavity. Therein the electron pressure and the electrostatic force balance with each

other to form an electron sheath on the plasma/vacuum interfaces. The surface ions are

accelerated inward (implosion, Fig. 7.1b) through expansion into a vacuum by the sheath
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Figure 7.1: (a) Perspective view of a microtube irradiated by ultraintense laser pulses (laser
configuration is just schematic). Uniform external magnetic field B0 is pre-seeded prior to main
laser illumination. (b) Top view of the inner plasma dynamics. Laser-produced hot electrons
drive isothermal expansion of the inner-wall plasma into vacuum. (c) Ultrahigh magnetic field Bc
is generated at the center due to the collectively formed currents by ions and electrons, which are
deflected in opposite directions by B0.
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electric field [37,101,153,187,188]. In the ideal situation where a system has a perfect axial

symmetry, the temporal evolution of the imploding and exploding plasma should also be

axially symmetric. In this configuration, a magnetic field does not evolve. However, if a

pre-seeded magnetic field is introduced into the system, an extraordinary magnetic field

can be generated at the center with a 2−3 orders of magnitude larger magnification factor.

A uniform magnetic field B0 on the kT order, which is parallel to the cylindrical

axis (z-axis), is pre-seeded by an external laser-plasma device such as a capacitor coil

[23,24,160,167]. Using a ns-long laser, such a seed field quickly rises on the sub-ns time scale

and diffuses into the MTI target nearly simultaneously, and then slowly decays on time scales

& 10 ns, which are characterized by impedance of the capacitor-coil. Thus, the lifetime

of such a pre-seeded magnetic field & 10 ns is much longer than the characteristic time

scale of MTI ∼ 100 fs. During the implosion, the Lorenz force deflects ions and electrons

clockwise and anticlockwise, respectively, gaining azimuthal momentum, as depicted in

Fig. 7.1c. The ion trajectories draw circles with Larmor radii ∼ 0.1−1 mm for typical

laser and target parameters in MTI. In particular, the envelope of the ion paths forms a

nanometer-scale hole at the center (hereafter called the “Larmor hole"). Since electrons

are negatively charged, the resultant direction of the electron current J eφ is anticlockwise,

which is the same as that of the ion current J iφ. Then ultraintense spin currents on the

order of 1015 Acm−2 run around the Larmor hole. Consequently, the currents from the

ions and electrons work together to generate MT-order magnetic field Bc at the center.

Compared with other conventional approaches, the most innovative point of the

current concept lies in the geometrically unique plasma flow. A cylindrically converging

flow composed of relativistic electrons and ions, which are infinitesimally twisted by the

pre-seeded magnetic field in opposite directions, can effectively produce ultrahigh spin

currents and consequently, ultrahigh magnetic fields. In addition, the current geometry

may be better suited for many practical purposes.
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For over 50 years, researchers have strived to realize high magnetic fields. Many

approaches have been employed, including high explosives [157, 158], electromagnetic

implosions [159,163], high-power lasers [54,166], and Z pinches [161,162]. The principal

physical mechanism of these works is based on magnetic flux compression (MFC) using

hollow cylindrical structures and pre-seeded magnetic fields. The present scheme also uses

a similar physical configuration. However, MTI differs from MFC because the ultrahigh

magnetic fields in MTI are generated by the spin currents induced by collective Larmor

gyromotions.

7.3 Results

7.3.1 Two-dimensional particle simulation

To demonstrate the expected behavior of MTI, we perform 2D (x,y) PIC simulations

using the open-source fully relativistic code EPOCH [71]. In this first part of EPOCH

simulations (v.4.10.17), we employ rather simple and ideal physical conditions to effectively

extract the salient features of the underlying MTI physics. First, the simulation uses the

periodic boundary conditions for particles and fields, where the hollow cylindrical volume

is placed at the middle of the square computational domain. This configuration simulates

collective targets with multiple equally spaced microtubes inside a heated material. We

set 100 particles/cell for carbon ions and 200 particles/cell for electrons. The lengths for

the unit cell size and full span of each side of the square domain are 6.25 nm and 10 µm,

respectively. Therefore, the whole computational domain size is 1600×1600 mesh2. The

initial inner radius of the microtube is R0 = 3 µm.

Second, since hot-electron average energy Ehe.av spans the relativistic regime for

the parameters of interest, we use the Maxwell-Jüttner (M-J) distribution [189] rather

than the Maxwell-Boltzmann (M-B) distribution for the non-relativistic regime. The
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M-J distribution defines the hot electron population in terms of the Lorenz factor γ

as f(γ) = γ2β
ΘK2(1/Θ) exp(− γ

Θ), where β = v/c =
√

1−1/γ2 and Θ = Te/mec2 with Te, me,

and c being the electron temperature, the electron rest mass, and the speed of light,

respectively; K2 is the modified Bessel function of the second kind. The relation between

Ehe.av and Te significantly differs between the two distributions. That is, Ehe.av = 3
2Te for

the M-B distribution (Ehe.av�mec2) while Ehe.av ' 3Te−mec2 for the M-J distribution

(Ehe.av�mec2).

It should be noted that on such an ultrashort timescale as femtoseconds, there is

insufficient time for electrons to be thermalized [190, 191]. In this sense, employing the

M-J distribution, which is characterized by a specific temperature, may not be legitimate.

However, high-energy-tail electrons, whose population decreases exponentially with energy,

predominantly influence the energy transport and thus the dynamics of the overall system

[188]. In fact, both the M-J and M-B distributions have such an exponential dependence

in their functional forms. For this reason, employing the M-J distribution is an acceptable

choice. Actually, simulations have confirmed that the same value of Ehe.av yields a similar

result for the implosion dynamics and the generation of the magnetic field for both energy

distributions. Therefore, Ehe.av rather than Te is employed below as a principal parameter.

Note that we later provide another set of simulation results as a proof-of-principle, using

more practical conditions that take the laser−matter interactions into account, where the

electron population is not approximated by the M-J distribution.

Figure 7.2 shows the temporal evolution of the normalized densities of ions, ñi =

ni/ni0, and electrons, ñe = ne/ne0, under ne0 = Zni0 for a fully ionized carbon plasma with

A = 12 and Z = 6. The solid and dashed curves indicate the EPOCH results and the

model prediction, respectively. The model is described later. Initially, the inside of the

tube is empty, and the remaining volume is filled with uniform ions with Ti = 10 eV and

ni0 = 1×1023 cm−3 and uniform electrons with Ehe.av = 5 MeV. The pre-seeded magnetic
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Figure 7.2: Temporal evolution of the normalized densities of ions ñi = ni/ni0 and electrons
ñe = ne/ne0 under charge neutrality ne0 = Zni0 with Z = 6 (fully ionized carbon plasma). Other
fixed parameters are R0 = 3µm, ni0 = 1×1023 cm−3 (i.e., 2 gcm−3), B0 = 4 kT, and Ehe.av = 5
MeV. Dashed curves are obtained by the model lines for constant velocities (Fig. 7.4b) and the
density given by Eq.(7.3). Inset shows a magnified view of the yellow-painted area.

field B0 = 4 kT is distributed uniformly over the entire computational domain.

After launching the plasma expansion into a vacuum at τ = 0, the implosion phase

is observed for a period, τ . 70 fs (Fig. 7.2). The implosion velocity of the innermost ions

remains nearly constant at vi' 6×109 cm/s before the cavity collapse. Macroscopically, ions

and electrons in the imploding plasma layer move together and maintain charge neutrality.

The electron sheath thickness at the plasma/vacuum interface is roughly equal to the local

electron Debye length λDe = (Te/4πnee2)1/2 ∼ 150 nm, where e denotes the elementary

charge, Te ≈ 1.8 MeV (Ehe.av = 5 MeV with the M-J distribution), and ne ≈ 6×1021 cm−3

(Fig. 7.2).

Upon cavity collapse, the head group of imploding ions passes the target center

at the Larmor hole radius r = RH and expands outward. The mean-free-path of ion-ion
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collisions is roughly given by `ii ∼ T 2
e /4πniZ2e4, which amounts to ∼ 4 cm � R0 under

Te = 2 MeV, Z = 6, and ni = 1023 cm−3. Hence, these ions collisionlessly intersect other ions,

which are still imploding toward the center. Meanwhile, the central density increases to the

same order as its initial value due to the geometrical accumulation effect (Fig. 7.2, inset).

The Larmor hole radius, RH ≈ 20 nm, indicated at the top of the inset corresponds to the

analytical prediction at τ = 90 fs [Eq.(7.5)]. The Larmor hole is also seen in the simulation

result as the one-humped structure, but the simulated one grows more quickly than the

model and expands outward. This is attributed to the fact that a highly compressed ion

sphere is created at the center and the strong electrostatic field radially pushes the ions

outward.

Figure 7.3 shows snapshots taken from the dominant period of the magnetic field

generation, τ ≈ 80−120 fs: (a) the normalized ion density ñi = ni/ni0, (b) the normalized

electron density ñe = ne/ne0, (c) the azimuthal electron current Jeφ, and (d) the magnetic

field Bz. Comparing Figs. 7.3a and 7.3b provides insight on how the core plasma develops.

The one-humped structure forms in the central region and oscillates at the ion-plasma

frequency ωpi = (4πniZ2e2/mi)1/2 to emit compression waves outward at sound speed

cs = (ZTe/mi)1/2. Applying the numbers used in Fig. 7.3 (i.e., ni = 1× 1023 cm−3 and

Te = 1.8 MeV) yields cs ' 9×108 cm/s and the cycle τcyc = 2π/ωpi ' 9 fs (ν ≡ τ−1
cyc ' 110

THz), which agree well with the simulation result.

According to Ampere’s law, c∇×B = 4πJ + Ė, the azimuthal current distribution,

Jφ = Jeφ+Jiφ, directly contributes to the magnetic field Bc generated at the center. The

azimuthal electron current density Jeφ dynamically evolves around the center over the

distance approximately equal to the local Debye length λDe ∼ 100−150 nm (Fig. 7.3c).

According to Faraday’s law, c∇×E = −Ḃ, when Bc reaches its peak, the displacement

current (∝ ∂Eφ/∂t) becomes substantially small. Then, Bc is given as the sum, Bc =

Bce +Bci, where Bce = (4π/c)
∫∞
0 Jeφdr and Bci = (4π/c)

∫∞
0 Jiφdr are the contributions
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Figure 7.3: Snapshots taken from the dominant period for the magnetic field generation,
τ ≈ 80−120 fs. Fixed parameters are the same as those in Fig. 7.2. (a) Normalized ion density
ñi = ni/ni0, (b) normalized electron density ñe = ne/ne0, (c) azimuthal electron current Jeφ, and
(d) magnetic field Bz.
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from electrons and ions, respectively. Due to the high mobility of electrons, the effect of

electron currents on the magnetic field generation dominates over that of ion currents.

MTI simulations indicate that Bce/Bci ∼ 3−4 or equivalently Bc/Bci ∼ 4−5 is kept nearly

constant. For example, Bc ' 0.95 MT and Bce ' 0.71 MT are derived at τ = 105 fs from

Fig. 7.3c,d, which correspond to Bc ' 4Bci.

7.3.2 Model

Here, we describe the ion dynamics in terms of a semi-analytical model and demon-

strate that it forms the basis of the whole system. The time origin matters when comparing

the model to the simulation results. To avoid confusion, hereafter, we employ the time

variable, t, instead of τ used for the simulation. Suppose that a planar plasma is held

at rest in a half-infinitely stretched region −∞ < x ≤ 0 for t ≤ 0, which is composed of

uniform cold ions and hot electrons with densities ni and ne, respectively. We postulate

that the plasma is charge neutral, i.e., Zni = ne. In addition, hot electron temperature

Te is assumed to be constant both spatially and temporally due to the high conductivity.

Once the boundary between the vacuum and plasma is set free at t= 0, the plasma begins

to expand into the vacuum. The ion motion is governed by the following hydrodynamic

system describing the mass and momentum conservation as

∂ni
∂t

+ ∂

∂x
(nivi) = 0, (7.1)

∂vi
∂t

+vi
∂vi
∂x

=−c
2
s
ni

∂ni
∂x

, (7.2)

where ni(x,t) and vi(x,t) are the number density and the velocity of the ions, respectively.

Grevich et al. [36] found a self-similar solution to the above system, where the physical

quantities are expressed in terms of a single dimensionless coordinate defined by ξ = x/cst(≥

−1) in the forms of ni = ni0e−ξ−1 and vi = (ξ+ 1)cs. Under the self-similar solution, the
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plasma expands to the right supersonically for x > 0 or ξ > 0, while the rarefaction wave

propagates to the left at the sound speed cs, corresponding to the path, ξ =−1.

The two physical ingredients, collisionless ions and isothermal electrons, provide

insight to harness Grevich’s self-similar solution as a useful approximation and to describe

the kinetic behavior of the ions. To accomplish this, a geometrical modification needs to

be added to the self-similar solution. The resultant system behaves such that individual

fluid elements can penetrate each other in cylindrically converging and diverging processes.

Suppose that an ion with mass mi and ionization state Z is moving at a constant

speed vi on the xy-plane in a uniform magnetic field B0, which is parallel to the z-axis.

The ion draws a circular orbit with a Larmor radius RL =mivic/ZeB0, where B0 = |B0|.

If the position and velocity of the ion are specified at t = 0 to be (x,y) = (R0,0) and

(ẋ, ẏ) = (−vi,0), respectively, the ion moves on the circle, (x−R0)2 + (y−RL)2 =R2
L.

Here, it is useful to introduce cylindrical coordinates, r =
√
x2 +y2 and φ =

tan−1(y/x). The ion path s along its Larmor circle is measured with the distance from the

initial point (x,y) = (R0,0) or with the polar angle θ = sin−1[(R0−x)/RL] pivoting around

the guiding center (x,y) = (R0,RL), as illustrated in Fig. 7.4a. It should be noted that

Fig. 7.4a is not to scale. The dimensionless coordinate of the self-similar solution is then

redefined in terms of s and θ as ξ = s/cst = RLθ/cst. Note that vi and RL are functions

of ξ. Consequently, Grevich’s self-similar solution for a planar system is reformed for a

cylindrical system as

ni = ni0
R0
r

e−ξ−1, (7.3)(
vir,viφ

)
= (ξ+ 1)cs

r

(
±
√
r2−R2

H, RH

)
, (7.4)

where vir and viφ denote the radial and azimuthal component of the ion velocity, respectively.

The reformed set, Eqs. (3) and (4), rigidly satisfies the mass conservation law for a cylindrical
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Figure 7.4: Analytical model: (a)Schematic explaining the relation between the key parameters
(not to scale). Curve with its coordinate s stands for an ion path, on which the ion implodes
at a constant speed as a function of ξ. In most practical cases, RH(nm)�R0(µm)�RL(mm).
(b)Radius−time diagram of ξ-contour lines under the same parameters as in Figs. 7.2 and 7.3.
Temporal evolution of the density profile shown in Fig. 7.2 is directly obtained from this diagram
coupled with Eq. (7.3). The time lag of 12 fs between τ = 0 and t = 0 is fixed such that the
timing of the cavity collapse coincide for both the simulation and the model.

geometry such that the factor R0/r in Eq. (7.3) explains the geometrical accumulation

effect. The minus and plus signs of the double sign in Eq. (7.4) correspond to the converging

and diverging phases, respectively. The relation between vir and viφ can be understood

by considering the simplified physical picture of a single fast ion approaching the center

along a straight line, y =RH, with a constant speed v0 at r =∞, i.e., (vir,viφ) = (−v0,0).

The ion passes the origin (x,y) = (0,0) at the shortest distance r =RH, when the velocities

replace each other, i.e., (vir,viφ) = (0,v0). Therefore, the higher the implosion velocity

of an ion, the higher the current and resultant magnetic fields around the center, i.e.,

Bz ∝ Jiφ = Zev0RH/r.

Although Grevich’s solution gives a simple physical picture of plasma expansion

into a vacuum, it lacks important information such as the location of ion front xf . In

fact, Grevich’s solution gives an infinite propagation speed of the ion front, i.e., ẋf →∞

as ξ→∞. Assuming that the plasma expands adiabatically, a reasonable approximation
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for the dimensionless coordinate of the ion front ξf is obtained such that the plasma

front expands at the speed ẋf = 2(γ−1)−1cs [192], where γ denotes the adiabatic index.

Meanwhile, the self-similar solution based on the isothermal assumption gives the speed of a

fluid element at ξ = ξf as ẋf = (ξf +1)cs. Equating the two speeds gives ξf = (3−γ)/(γ−1).

In particular, the adiabatic index for the relativistic electrons is γ = 4/3 [192], yielding

ξf = 5. This result well explains ξf ' 5.5 obtained from the simulation (Figs. 7.2 and 7.4b).

Figure 7.4b shows the r− t diagram obtained from the reformed self-similar system,

under the conditions in Figs. 7.2 and 7.3, where the curves correspond to different values

of ξ. The time origin of the model corresponding to τ = 12 fs is chosen such that the

cavity-collapse timings coincide with each other on the horizontal axes. This can be

confirmed by the red dashed curve, which shows the trajectory of the innermost ions at an

early stage of implosion according to the EPOCH simulation (Fig. 7.2). Combining the

curves in Fig. 7.4b and the density profile given by Eq. (7.3) leads to the dashed curves in

Fig. 7.2 as the model predictions.

The Larmor hole radius RH is obtained from the geometrical consideration under

RH�R0�RL to be RH 'R2
0/2RL, which is explicitly rewritten as

RH(t)
1nm ' 43Z

A

(
B0
1kT

)(
R0

3µm

)2((ξc(t) + 1)cs
109cm/s

)−1
, (7.5)

where ξc(t) =R0/cst corresponds to the ions passing by the target center at time t. The

azimuthal ion current, Jiφ = Zeniviφ, is then given with the help of Eqs. (7.3) and (7.4) by

Jiφ(r, t) =
(
RH
r

)2
JH(t), r ≥RH, (7.6)

JH(t) = (R0/RH)Zeni0cs(ξc + 1)e−ξc−1. (7.7)

The spatial profile of the ion current has a maximum JH(t) at the Larmor hole rim r =RH

to spatially decay at the rate r−2 for r ≥RH.
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In Eq. (7.7), the factor R0/RH explains the cylindrical accumulation effect. Con-

sequently, the ion current contribution to the central magnetic field follows Bci(t) =

(4π/c)
∫∞
RH Jiφ(r, t)dr= (4π/c)RHJH(t). The space-integrated quantity Bci(t) is independent

of RH itself. With time t, the numerical factor, (ξc + 1)e−ξc−1, in Eq. (7.7) monotonically

increases, and ξc(t) decreases from its initial value ξc(τ = 70 fs) = ξf = 5.5. Although the

factor asymptotically approaches its maximum, e−1 = 0.37, with t→∞ or ξc→ 0, a cut-off

value of ξc exists for the physical reason described below.

According to the EPOCH simulations, after the cavity collapse at τ = τc(' 70

fs), the magnetic field grows at the center for a period of 4− 6 ion-oscillations, i.e.,

∆τ ∼ (4−6)× τcyc ∼ 40−60 fs with the cycle τcyc = 2π/ωpi ≈ 10 fs for the case in Figs.

7.2 and 7.3. This corresponds to τ ∼ 110−130 fs or ξc ∼ 3 (Fig. 7.4b). After the duration

∆τ , the core periodically emits outgoing density waves at a frequency ωpi. These waves

carry a portion of the central plasma energy, as seen in the double-humped structure of

the ion density profile for τ = 110− 115 fs in Fig. 7.3a. In fact, Bc(t) begins to decay

coherently with the first emission of the density wave (Fig. 7.3a,d). Since the model does

not consider this emission process, we estimate the maximum magnetic field by limiting

the growth at the peak time τpeak = τc + ∆τ . This corresponds to ξc ∼ 3. Recalling the

observed constancy, Bc ' 4Bci, leads to its maximum value Bc.max as

Bc.max
1MT = Ψ≡ (Z/6)3/2

(A/12)1/2

(
ni0

1023 cm−3

)(
R0

3µm

)√
Ehe.av
6MeV . (7.8)

Thus, Bc.max is proportional to the total ion flux emitted from the inner surface of the

microtube, i.e., Bc.max ∝ Zni0csR0 (recall cs ∝
√
ZTe/A).

Figure 7.5 shows the results of about three dozen EPOCH simulations (solid circles)

for Bc.max as a function of Ψ defined in Eq. (7.8). The straight black line denotes the

model prediction. Each simulation result corresponds to a subset with the key parameters,
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Figure 7.5: Maximum magnetic field as a function of coupling parameter Ψ [Eq. (7.8)], where
ñ23 = ni0/1023cm−3, R̃3 =R0/3µm, and Ẽ6 = Ehe.av/6MeV denote normalized values for the initial
ion density, inner radius of the microtube, and average electron energy, respectively. Z = 6 and
A= 12 are fixed assuming a fully ionized carbon plasma. Solid circles are EPOCH results, which
are linked by the dashed curves to smoothly guide the readers’ eye.

(B0,ni0,R0,Ehe.av). Their composition is chosen rather randomly over the ranges, B0 = 1−10

kT, ni0 = 5×1022−2×1023 cm−3, R0 = 1−3µm, and Ehe.av = 5−15 MeV, while A= 12

and Z = 6 are fixed. Despite the random choices, the overall simulation results are smoothly

linked in a systematic manner by the dashed curves parameterized by B0. This demonstrates

the physical significance of the parameter Ψ as an essential measure of the magnetic-field

generation in the present scheme

There is a threshold relation between B0 and Ψ such that the simulation results

and the model line agree well. For example, for B0 & 6 kT and Ψ . 2.5, the model well

reproduces the overall behavior of the simulation results. The physical reason why these

curves overlap with the model line is as follows. Although the individual trajectories of

charged particles are deformed to radially shift outward due to higher B0 and smaller

Larmor radius RL (Fig. 7.4a), the integrated currents and consequently the magnetic field,
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∫
Jiφdr ∝

∫
Jeφdr ∝Bc, are unchanged.

With B0 = 4 kT, the difference between the simulation and the model begins to

increase for Ψ & 1.6. Moreover, for B0 < 3 kT, the behaviors of the simulation results

are unpredictable by the model. In particular, with B0 = 2 kT, the temporal evolution

of the system becomes unstable. Although it initially behaves in the reverse polarity

regime (Bc.max < 0), it eventually turns into the forward polarity regime (Bc.max > 0). This

phenomenon is labeled as “polarity switching" in Fig. 7.5. The polarity switching suddenly

occurs on the timescale of several femtoseconds, when the electron current distribution

surrounding the target center evolves very quickly in a complex manner. One of the

potential causes for this phenomenon seems to be the existence of an electron-rich space at

the center, which is omitted in the model assuming that RH is so large [Eq. (7.5)] that

electrons are evacuated from the Larmor hole.

7.3.3 Practical simulation with laser-plasma interaction

In this section, we perform proof-of-principle EPOCH simulations to demonstrate

that strong magnetic fields can still be produced, when the uniform hot electron population

previously assumed by the M-J distribution is replaced with a realistic laser-plasma

interaction [71]. These simulations reproduce salient features of the MTI process described

in the previous sections. Note that although the EPOCH code used here is somewhat

customized with the same core modules as recent releases, the results provided below should

be reproducible using the latest release.

We consider an isolated target, which consists of an initially cold, fully ionized

charge-neutral carbon−electron plasma with an initial ion density ni0 = 3× 1022 cm−3

and electron density ne0 = 6ni0. We have reduced the target density by a factor of ∼ 3

relative to the case given in Figs. 7.2 and 7.3 to mitigate the computational cost associated

with PIC simulations of the laser−plasma interaction. The target’s outer cross-section is a
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square with 12-µm-long sides. The inner radius of the microtube is R0 = 3µm. This target

is irradiated on each of the four outer sides by a large-spot (spatially plane wave) laser

pulse with a wavelength of λL = 0.8µm, a total duration (sin2 temporal shape in |E|) of

τL = 100 fs, and a peak intensity of IL = 1021 W/cm2. The pulses are co-timed such that

the peaks of all four pulses interact with the target surface simultaneously. The plasma

is modeled with a resolution of 100 cells/µm and 200 particles/cell for carbon ions and

400 particles/cell for electrons, using the cubic B-spline particle shape included in EPOCH.

The full size of the simulation box is 22 µm × 22 µm.

In practical laser-driven configurations, the laser−plasma interaction causes the

hot electron population driving the implosion to depart from the conditions of spatial

uniformity and temperature isotropy, which are assumed in the derivation of the maximum

magnetic field given in Eq. (7.8). The energetic electron spectrum has multiple energy

components and differs from a single-temperature M-J distribution (Fig. 7.6a). Despite

this departure from the conditions assumed in the previous sections, we still observe strong

magnetic field generation with similar features to the single-temperature case. Due to

the spatial non-uniformities, strong magnetic fields with spatially varying signs can be

generated in small regions of the implosion volume even without the presence of any seed

magnetic field. However, the addition of a seed magnetic field (B0 = 6 kT) increases both

the maximum amplitude of the magnetic field produced and the spatial volume over which

it maintains the same sign (Fig. 7.6b).

Figure 7.7 shows the detailed temporal evolution of the physical quantities, which

are summarized in Fig. 7.6b. The magnetic field generation in the laser-driven case occurs

in two stages, where the majority of the magnetic field generation occurs during the first

stage. During the implosion, substantial anisotropy in the ion current crossing through the

center of the microtube generates a strong magnetic field around the center (r < 0.3µm,

Stage 1 in Fig. 7.7a,c). In the simulations, the magnitude of this magnetic field increases by
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Figure 7.6: Electron energy spectrum and magnetic field growth in laser-driven targets (λL =
0.8µm, IL = 1021 W/cm2, τL = 100 fs). (a) Blue-line: Laser-produced electron energy spectrum
under B0 = 6 kT, normalized such that

∫
(dN/dE)dE = 1. Grey dotted line: M-J fit to the spectrum

using the ponderomotive temperature Tp ≡ (1+a2
0)1/2mec

2 ≈ 11 MeV, where a0 ≡ |e|E0/mecω for
a laser with maximum electric field amplitude E0 and frequency ω. Green dash-dotted line: M-J
fit to the mid-energy part of the spectrum, provided for comparison. (b) Maximum magnetic
field and radius at which the field falls to half its maximum value (r1/2), obtained by azimuthally
averaging the magnetic field; t0 is the time when the peaks of the laser pulses reach either x= 0
or y = 0.

a factor of & 2 upon applying B0 = 6 kT through the MTI process (Fig. 7.7a). Later, this

central magnetic field is further amplified by electrons undergoing E×B-directed motion

as the central ion population explodes outward (Stage 2 in Fig. 7.7a,c). Unlike Stage 1,

which occurs over approximately 30 fs and agrees well with the MTI process described

earlier, Stage 2 can persist for well over 100 fs. Figure 7.7 does not capture the end of this

stage due to the computational cost of these simulations. However, simulations performed

with plastic targets suggest the magnetic field can be slowly amplified over hundreds of

femtoseconds. In the presence of the 6-kT seed, the first stage, which includes the MTI

amplification process, generates a ∼ 100 kT magnetic field over r. 0.3µm in approximately

20 fs, while the second stage amplifies this magnetic field to ∼ 120 kT over approximately

50 fs and increases the size of the central spot to a radius of ∼ 0.5µm.
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Figure 7.7: Detailed temporal evolution of the magnetic field Bz and the normalized ion density
ni/ni0 of laser-driven MTI. Summary plots are given in Fig. 7.6. (a),(b) results with B0 = 6 kT.
(c),(d) results with B0 = 0. (a),(c) Magnetic field in the microtube. (b),(d) Density of carbon ions
during the implosion. The black solid and grey dashed contours indicate B = 6 kT and B = 0,
respectively. The first time snapshot (t= t0 + 30 fs) corresponds to a moment immediately before
the cavity collapse.
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7.4 Discussion

We here briefly discuss laser requirements for MTI. To achieve MT-order magnetic

fields experimentally, a rough estimate assuming a pulse duration of ∼ 30 fs suggests

that a laser system with a pulse energy of 0.1−1 kJ and a total power of 10−100 PW is

required. Such high-power laser performance is accessible by today’s laser technology [1,193].

Meanwhile, fundamental studies, including proof-of-principle experiments, should be feasible

using substantially smaller laser systems. Unlike for ultrathin targets with nm-scale

thicknesses, MTI targets are significantly less sensitive to laser contrast due to the micron-

thick wall, while beam co-timing should be within 10 − 20 fs for implosions with a timescale

of ∼ 100 fs.

Detecting MT-order magnetic fields inside a plasma presents a challenge for con-

ventional techniques that rely on charged particle sources. In anticipation of achieving

ultrahigh magnetic fields, there have been efforts to develop other techniques to infer the

existence of strong B-fields inside a dense plasma in use of, for example, an XFEL photon

beam with Faraday rotation effect [130,170,173] and spin-polarized neutrons [194].

We roughly estimate the minimum number of beams nB from a uniformity point

of view. For simplicity our discussion here is limited to the cross-sectional dimensions.

Nonuniformity of the imploding ion front is directly influenced by that of hot electron

density, which comprises the local electron sheath (Fig. 7.1b). Hot electrons produced on

the laser-irradiated surface go back and forth between the target surface and the cavity

wall with an in-between distance ∆R = R1−R0, where R1 is the initial target radius.

This hot electron transport is regarded as a kind of random-walk diffusion process. The

nonuniformity on the outer surface should diminish on the cavity wall via this diffusion

process along the lateral direction. As is well documented, the diffusion distance is given

by Ld ∼
√
N∆R, where N ∼ c∆t/∆R stands for the reflection number between the two

surfaces during the implosion time ∆t. Consequently, nB & 2πR0/2Ld ∼ 2 (i.e., two-sided

134



illumination) when employing for example R0 = 3µm, ∆R= 2µm, and ∆t∼ 50 fs (Fig. 7.2).

It should be noted that controlling both the temporal and spacial profiles of the incident

laser pulses also plays a crucial role to improve the implosion uniformity [195,196].

In summary, we propose a novel concept called MTI, which produces MT-order

magnetic fields using intense laser pulses. Key physical elements of MTI are imploding

ion fluxes with quasi-relativistic speeds and the resultant ultrahigh spin currents running

around the nanometer-scale Larmor hole at the center. The spin currents are due to

the collective motion of the imploding ions and the accompanying relativistic electrons.

The pre-seeded magnetic field B0 significantly influences the magnetism of the plasma.

For example, the forward (reverse) polarity appears in the domain of higher (lower) B0.

Polarity switching is an extraordinary phenomenon, which requires further investigation.

The scaling law for the maximum magnetic field Bc.max is obtained as a function of B0

and the total ion flux emitted from the inner surface of microtube Ψ. With the realistic

laser-plasma interaction taken into account, strong magnetic field generation has been

demonstrated as a proof-of-principle of MTI.
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Chapter 8

Sign reversal in magnetic field

amplification by relativistic

laser-driven microtube implosions

8.1 Abstract

We demonstrate and explain the surprising phenomenon of sign reversal in magnetic

field amplification by the laser-driven implosion of a structured target. Relativistically

intense laser pulses incident on the outer surface of a microtube target consisting of thin

opaque shell surrounding a µm-scale cylindrical void drive an initial ion implosion and later

explosion capable of generating and subsequently amplifying strong magnetic fields. While

the magnetic field generation is enhanced and spatially smoothed by the application of a

kilotesla-level seed field, the sign of the generated field does not always follow the sign of the

seed field. One unexpected consequence of the amplification process is a reversal in the sign

of the amplified magnetic field when, for example, the target outer cross section is changed

from square to circular. Using 2D particle-in-cell simulations, we demonstrate that sign
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reversal is linked to the stability of the surface magnetic field of opposite sign from the seed

which arises at the target inner surface during laser irradiation. The stability of the surface

magnetic field and consequently the sign of the final amplified field depends sensitively on

the target, laser, and seed magnetic field conditions, which could be leveraged to make

laser-driven microtube implosions an attractive platform for the study of magnetic fields in

high energy density plasma in regimes where sign reversal either is or is not desired.

8.2 Sign reversal in magnetic field amplification

The emergence of new magnetic field generation techniques [23–26,29] and structured

target fabrication capabilities [45, 47, 49, 50] coupled with the continual development of

relativistic short pulse lasers [1] is rapidly enabling new regimes of magnetized high energy

density (HED) physics. The combination of a strong magnetic field and HED plasma offers

the opportunity to observe new magnetization-related phenomena in areas such as laboratory

astrophysics [6, 7, 9] and to obtain improvements in applications including inertial fusion

energy [14–16] and ion acceleration [130–132,197]. In addition, the increasing availability of

structured targets has opened up new possibilities for manipulating laser-plasma interaction

to achieve desirable goals including enhanced energetic particle production [45–47, 49],

radiation sources [48,50,51], and magnetic field generation [52,53].

Concurrently, there is growing interest in scenarios where HED plasma generates or

amplifies magnetic fields [54, 55, 150,198,199]. In particular, magnetic field amplification is

desirable to extend the experimentally accessible magnetic field beyond what is currently

available via vacuum field generation techniques. One such platform for field amplification is

laser-driven implosions. In the context of 100 µm-scale implosions driven by ns-duration sub-

relativistic-intensity lasers, magnetic fields can be amplified via flux compression [54,55].

However, field amplification is also possible in the implosion of a µm-scale structured
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microtube target driven by sub-ps relativistic laser pulses, where the amplification occurs

both during and after the ion implosion phase [199].

Lasers irradiating a microtube target consisting of a thin opaque shell surrounding a

small cylindrical void are capable of driving strong ion acceleration via a two stage process

consisting of an initial ion implosion and later explosion [200, 201]. It has recently been

demonstrated that this process can also generate strong magnetic fields, which are enhanced

by the application of a kilotesla-level seed magneic field [199]. In the proof-of-principle

demonstration presented in Ref. 199, the observed strong magnetic field generated within

the void had the same direction as the applied seed field. However, as we will show in this

work, a similarly strong magnetic field with peak amplitude in excess of 40 times the seed

can also be generated with opposite sign from the seed field.

Magnetic field amplification in microtube targets is a multi-stage process involving

field generation by both electron and ion currents. The addition of a seed field also causes

the production of a surface magnetic field with opposite sign from the seed at the inner

target surface [198], which we find under certain conditions can be amplified in lieu of the

applied seed. As we will demonstrate in this work, the sign of the strong magnetic field

produced by the implosion is influenced by the stability of this surface magnetic field and

can be reversed through changes to the target, laser, and seed magnetic field conditions.

We conduct 2D simulations of an imploding microtube target driven by 4 laser

pulses using the open source particle-in-cell code EPOCH [71]. As shown schematically

in Fig. 8.1a,b, the target consists of a thin fully ionized plastic (CH) shell which is either

completely cylindrical or has a square outer cross section with the same central cylindrical

hole. The minimum thickness of this shell is nominally 3 µm with a 3 µm radius hole. We

nominally apply a seed magnetic field in the direction out of the simulation plane (z) of

Bseed = 3 kT. The 4 laser pulses are spatially and temporally Gaussian with a peak intensity

of 1021 W/cm2, a 25 fs FWHM pulse duration, and a varying spot size w0. The majority of
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Figure 8.1: Magnetic field generation and amplification with Bseed = 0 in an imploding target.
Schematic of target configuration for (a) circular and (b) square outer cross section. (c) Field
generation and (d) proton density for circular case with w0 = 15 µm. The black contours in (c)
denote Bz = 0. (e) Schematic of Bz generated by imploding ion current. (f) Azimuthally averaged
radial electric field Er(r) for the circular case with w0 = 15 µm. t= tc is just before ions reach
the center (here, tc = 50 fs).

the simulations we conduct correspond to a laser spot size which is large compared to the

microtube target size, under which conditions we expect 2D simulations to feature similar

implosion dynamics as would be observed near the laser axis in 3D. Additional details of

the simulation setup are given in Table 8.1.

The essential dynamics of the implosion are as follows [200] and are qualitatively

unchanged by the addition of the seed magnetic field. The laser pulse interacting with the

outer target surface generates hot electrons which stream into the inner target void and

drive a strong ion implosion towards the target center (Fig. 8.1d). This implosion is driven

by the radially inward electric field associated with the net excess of electron charge within

the void (t. tc in Fig. 8.1f, where tc is the time ions first reach the target center). After

ions arrive at the target center, the radial electric field is reversed and acts to re-accelerate

ions outward during a subsequent explosion phase (t& tc in Fig. 8.1f). This process can

generate high plasma density at the target center and produce high ion energy from the

explosion [200,201]. In the cases we will consider, the laser produces hot electrons with a
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Table 8.1: Implosion simulation parameters. The inner target cross section is circular with either
a circular or square outer cross section. The initial plasma temperature is set as zero and the
target surface is sharp (no preplasma). tc is measured to within 5 fs.

Laser parameters
Wavelength λ0 = 0.8 µm
Peak intensity 1×1021 W/cm2

Duration (Gaussian, electric field FWHM) 25 fs
Spot size (Gaussian, electric field FWHM) w0 = 15 µm
Laser polarization x or y
Other parameters
Seed magnetic field (B =Bseedẑ) Bseed = 3 kT
Target inner radius R0 = 3 µm
Minimum target thickness ∆x= 3 µm
Peak electron density ne = 50 ncr
Spatial resolution 100 cells/λ0
Macroparticles per cell, electron 200
Macroparticles per cell, ion 100
Size of simulation box (x×y, µm) 48×48
Time interval for averaging Bz in figures 5 fs
Time reference
Time when peak of laser would reach void t= 0
Time just before ions reach center (varies) t= tc
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Figure 8.2: Time history of magnetic field amplification with w0 = 15 µm and Bseed = 3 kT.
(a)-(d) Square outer cross section target. (e)-(h) Circular outer cross section target. tc is just
before ions cross through the center of the target.

temperature Te of 5-20 MeV (e−ε/Te fit) and ion energies of 10’s of MeV for protons and

& 100 MeV for carbon ions.

Even with no initial seed magnetic field (Bseed = 0), the departure from cylindrical

symmetry introduced by the 4 laser spots produces a strong ±z-directed magnetic field.

This magnetic field initially has two components, a hot-electron-generated component near

the edge of the target void which is visible early in time (near r = 3 µm in Fig. 8.1c1), and

a later ion-generated component near the target center (r . 1 µm in Fig. 8.1c2). Electron-

generated magnetic fields are also common near the surface of planar targets [22, 198],

albeit with different orientation due to the difference in target geometry. The ion-generated

magnetic field is driven by the strong spatial non-uniformity in the imploding ion density

(Fig. 8.1d), which produces the 8-lobed magnetic field profile shown schematically in

Fig. 8.1e. During the subsequent explosion (Er > 0) phase, the net flow of electrons towards

the target center produces a net −Er×Bz-directed current, and amplifies the ion-generated

magnetic field. In the case of Bseed = 0, this process results in an amplified magnetic field

profile with sub-µm-scale structure including both positive and negative lobes (Fig. 8.1c3).
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The addition of Bseed = 3 kT leads to the generation of a field which is stronger and

more spatially uniform than the field generated with Bseed = 0 (e.g. Fig. 8.2d vs Fig. 8.1c),

but otherwise has little effect on the implosion process (the magnetic field remains too weak

to magnetize the imploding ions, and only becomes strong enough to affect the dynamics of

individual electrons late in time). With the seed field, the magnetic field can be amplified

by the imploding ions (within 10-30 fs of tc) in addition to the later amplification by E×B

electron current [199]. This amplified field persists in excess of 100 fs in all the cases we have

considered. Importantly, the magnetic field which is amplified by this process is the locally

present magnetic field. The locally present field is the seed field in part of the parameter

space, for example under the conditions shown in Fig. 8.2a-d, and in Ref. [199]. However,

the application of the the seed magnetic field also triggers the production of a strong

magnetic field with opposite sign at the inner target surface [198]. This surface-generated

magnetic field can under other conditions reach the target center and be amplified in lieu

of the seed, for example in Fig. 8.2e-h, reversing the sign of the amplified field.

Surface magnetic field generation and the processes leading to sign reversal lead

to a significant dependence of the amplified magnetic field on the target, laser, and seed

magnetic field conditions. A surprising consequence of this parameter dependence is shown

in Fig. 8.3, where we show, for example, that the sign of the amplified magnetic field can

in some cases be reversed by changing the outer cross section of the target from square

to circular. The amplified magnetic field can even obtain the same magnitude in spite

of the sign reversal (for example, the greater than 40-fold amplification relative to the

seed shown in Cases d and h in Fig. 8.3). This is distinctly different than what would

be expected from the geometric flux compression observed in 100 µm-scale implosions

driven by sub-relativistic laser pulses [54, 55], and may be a unique feature of magnetic

field amplification in µm-scale relativistic laser-driven implosions.

Whether the seed or the surface-generated magnetic field is amplified depends on
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Figure 8.3: Comparison of magnetic field produced by imploding target with different target
outer shapes (see Figs. 8.1a,b) and laser spot size with Bseed = 3 kT. The magnetic field is shown
well after the implosion phase (t= tc+ 50 fs). The black contours denote Bz = 0.
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the stability of the magnetic field at the target surface around the time ions first pass

through the target center. The surface magnetic field arises due to the cyclotron rotation

of laser-heated electrons transiting radially through the target [198] (shown conceptually

in Fig. 8.4a). The current associated with the cyclotron rotation of these hot electrons

and the compensating return current in the target create a double current layer near the

surface (e.g. Fig. 8.4b), which produces the surface magnetic field. The surface-generated

field competes with and can also suppress the electron-associated field [198], and is visible

in the dominance of the −z-directed field close to (within ∼ 0.1 µm of) the target inner

surface in Figs. 8.2a,e.

We observe that the surface current is disrupted if the magnetic field within the

target bulk changes substantially during the implosion. The four laser pulses driving the

implosion seed a periodic structure in the plasma density and magnetic field at the outer

target surface. These initial perturbations combined with the ongoing streaming of hot

electrons through the relatively cold target produce a growing filamentary magnetic field

structure within the target itself (Figs. 8.4e,f). The penetration of these filaments deep into

the target significantly alters the momentum of hot electrons streaming through the target,

disrupting the surface current generation process (for example Fig. 8.4d). The changing

surface current launches regions of negative magnetic field into the target center, where

they can be amplified, as shown for example in Fig. 8.2e-h, where Fig. 8.2f shows the field

in transit towards the target center.

Amplification of the sign-reversed magnetic field only occurs, however, if the field is

able to reach the target center before the seed field becomes substantially amplified, which

requires the magnetic filaments to grow and the surface current to be disrupted before or

only slightly after ions reach the target center. We find that whether the filaments are able

to grow through the full target thickness in time to affect the magnetic field amplification

depends on the target, laser, and seed magnetic field parameters. The filament growth is
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in a nonlinear regime and may be challenging to predict analytically. However, in general

we observe that the higher the population of hot electrons and the weaker the applied

magnetic field, the faster the filaments grow.

In the context of the scan over the laser spot size and outer target shape shown in

Fig. 8.3, we observe a larger population of recirculating hot electrons in the cases where

the magnetic field within the target is disrupted before the ions reach the target center

(Cases g-h) than in the other cases. More hot electrons are initially produced in these cases

due to the large laser spot and the departure of the laser from normal incidence provided

by the circular outer cross section (which allows for more efficient electron production from

a sharp interface [202]).

The impact of this difference in the recirculating hot electron population on the

magnetic field amplification process can be seen for example in the comparison of the

circular and square outer cross section cases with w0 = 15 µm shown in Figs. 8.2 and 8.4.

In the square case, the magnetic field within the target bulk remains mostly unperturbed

(Fig. 8.4e) and the surface current is stable (Fig. 8.4c). The magnetic field near the target

center maintains the same sign as the applied seed throughout the implosion and the final

amplified magnetic field is positive (Fig. 8.2a-d). In contrast, in the circular case, the

magnetic field filaments penetrate through the full target thickness by around t = 45 fs

(Fig. 8.4f), disrupting the surface current (Fig. 8.4d). Before this time, the magnetic field in

the void is qualitatively similar between the circular and square cases, albeit with somewhat

different magnitude (Figs. 8.2a,e). After this time, however, the surface magnetic field

in the circular case is broken up and regions of negative magnetic field are pushed into

the target center (Fig. 8.2f). The timing of the disruption of the surface magnetic field is

such that this negative, originally surface-generated field is present in the center during the

explosion phase and is amplified in lieu of the seed field (Fig. 8.2g-h).

In addition to the target outer shape and laser spot size, the sign reversal of the
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Figure 8.4: Formation and disruption of surface magnetic field. (a) Conceptual diagram of
surface magnetic field generation. A surface field with opposite sign from the applied seed is
driven by the azimuthal current. (b)-(d) Azimuthal current density jθ at t= 50 fs for (b) circular
target with 8 µm laser spot, (d) square target with 15 µm spot, (d) circular target with 15 µm
spot. (e)-(f) Magnetic field in the 15 µm spot cases at t= 45 fs with (e) square and (f) circular
outer cross section. Dashed lines indicate the initial target outer surface.
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amplified magnetic field relative to the seed can depend on a number of other target, laser,

and seed magnetic field parameters. In principle, any parameter which affects the timing

of the implosion or the growth of the magnetic field filaments could affect the sign of the

final generated field. To further illustrate this sensitivity, we have additionally scanned

over the target thickness and seed magnetic field strength. Figure 8.5 summarizes how

these parameters, as well as the target shape and laser spot size, affect the sign reversal of

the amplified magnetic field.

First, we consider the effect of the target thickness. We have conducted additional

simulations with a spatially plane wave laser pulse with the same FWHM pulse duration

as given in Table 8.1 and a sin2 temporal shape in |E| (to reduce the computational cost),

scanning over the minimum target thickness ∆x. For this parameter scan, we specifically

consider the effect of ∆x on the sign reversal in a target with outer circular cross section.

The change of the temporal shape of the laser pulse from Gaussian to sin2 has negligible

effect on the magnetic field observed in the target and the final magnetic field profile in

the ∆x= 3 µm case is nearly identical to the result given in Fig. 8.3h.

We find that decreasing the target thickness relative to the nominal case (e.g.

decreasing ∆x from 3 µm to 1 µm) has no effect on the sign of the magnetic field. If,

however, the target thickness is increased (e.g. ∆x = 6 µm), the magnetic filaments are

unable to penetrate through the full target thickness before the implosion, the surface

magnetic field is stable, and the final generated field has the same sign as the applied seed

(Fig. 8.5d).

Second, we consider the effect of the seed magnetic field strength. We return to

the conditions given in Table 8.1 (temporally Gaussian laser pulse with ∆x= 3 µm). We

observe that increasing Bseed from 3 kT (the nominal case) to 6 kT changes the sign of the

final generated field (Fig. 8.5e). In the 6 kT case, the increased Bseed prevents the magnetic

field filaments from penetrating deep into the target and allows the surface-generated
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Figure 8.5: Dependence of the sign of the amplified magnetic field on key parameters. (a)
Circular plane wave case, with other parameters as given in Table 8.1. (b)-(e) denote changes
relative to the case given in (a), with (b) square outer cross section, (c) 8 µm laser spot size,
(d) 6 µm thick target, and (e) Bseed = 6 kT. (f) Azimuthally averaged magnetic field |Bz(r)|
corresponding to (a)-(e). The time shown is t= tc+50 fs. Black contours in (a)-(e) denote Bz = 0.
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magnetic field to be stable.

This dependence of the sign of the amplified magnetic field on Bseed was previously

seen in Ref. 199, in simulations where the laser-plasma interaction was replaced by an

initial distribution of hot electrons. The observed sign reversal of the magnetic field in the

hot electron case may also be attributable to the destabilization of the surface-generated

magnetic field. However, the inclusion of hot electrons throughout the target instead of

their generation at the surface, as well as the lack of laser-imposed perturbations likely

changes the dynamics of the surface field breakup.

As a final test, we have additionally considered the robustness of the sign reversal to

pre-filling the target void with plasma. This partial filling of the void represents the initial

inward expansion of the target which would under realistic conditions be driven by laser

prepulse. In plane wave simulations otherwise matching the conditions given in Table 8.1,

we find that although pre-fill may affect the magnitude of the amplified magnetic field, it

does not have a significant effect on its sign or spatial profile, provided the pre-fill density

remains below the hot electron density associated with the implosion (∼ ncr). Although

full verification will require modeling the prepulse directly, this preliminary result suggests

the sign reversal phenomenon may still be observable under realistic laser conditions.

In summary, we have demonstrated that magnetic field amplification in imploding

microtube targets can produce magnetic fields with amplitude in excess of 40 times an

applied seed field with a polarity that either matches the seed or is opposite to it. Such a

result is of interest within the field of magnetic field amplification, not only for the high

magnetic field amplitude produced, but also the demonstrated reversal of the magnetic

field polarity. In the context of an imploding microtube target, the potential to generate

a strong magnetic field with either sign is related to the ability of the target to amplify

the locally present magnetic field in the void and the production of a strong magnetic

field at the inner target surface with opposite sign to the seed. Whether the applied
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seed field or the surface field is amplified depends on the stability of the surface current,

which is determined by the growth of laser-seeded magnetic filaments within the target.

Consequently, we find that the sign of the generated magnetic field can be reversed by

changes to the target, laser, and seed magnetic field configuration. This sensitivity of

the magnetic field amplification process to effects which may not be considered in simple

amplification models may be an important consideration in the design of future platforms

for magnetic field generation. Additionally, the ability to controllably reverse the sign of

the magnetic field with only small changes to the experimental configuration could make

laser-driven microtube implosions an interesting platform for future study of the generation

and effects of strong magnetic fields in high energy density plasma.
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Chapter 9

Magnetic field generation in a

laser-irradiated thin collisionless

plasma target by return current

electrons carrying orbital angular

momentum

9.1 Abstract

Magnetized high energy density physics offers new opportunities for observing

magnetic field-related physics for the first time in the laser-plasma context. We focus

on one such phenomenon, which is the ability of a laser-irradiated magnetized plasma

to amplify a seed magnetic field. We performed a series of fully kinetic 3D simulations

of magnetic field amplification by a picosecond-scale relativistic laser pulse of intensity

4.2× 1018 W/cm2 incident on a thin overdense target. We observe axial magnetic field
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amplification from an initial 0.1 kT seed to 1.5 kT over a volume of several cubic microns,

persisting hundreds of femtoseconds longer than the laser pulse duration. The magnetic field

amplification is driven by electrons in the return current gaining favorable orbital angular

momentum from the seed magnetic field. This mechanism is robust to laser polarization

and delivers order-of-magnitude amplification over a range of simulation parameters.

9.2 Introduction

High energy density physics (HEDP) emerged as a new sub-field only about two

decades ago, but has already substantially advanced our understanding of materials under

extreme conditions and led to the development of several applications, such as those

involving energetic particle beams. Much of this progress is due to breakthroughs in laser

technology which have enabled drivers capable of depositing energy on a picosecond time

scale and creating the high energy density state of matter [203]. Until recently, quasi-static

magnetic fields have been of relatively low importance in HEDP research due to the

technological challenges associated with generating sufficiently strong macroscopic fields at

the laser facilities used for HEDP research.

The recent development of open-geometry, all-optical magnetic field generators [23,

24, 204] which are portable to any high-energy laser facility has opened up new regimes

relevant to magnetized HEDP to exploration. It is now feasible to experimentally probe

laser-plasma interactions with an embedded magnetic field that reaches hundreds of Tesla

in strength. As a result, there has been an increased interest in laser-driven, high-energy-

density systems embedded in strong magnetic fields. Such systems may deliver advances in

inertial confinement fusion [14,205,206], particle sources [18,130], and atomic physics [207].

Concurrently, limitations on the strength of externally applied magnetic fields have

also stimulated research into mechanisms of magnetic field generation and amplification by
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the laser-irradiated plasma itself. One such well-known method for generating quasi-static

magnetic axial fields in an underdense plasma is the inverse Faraday (IF) effect enabled

by circularly polarized light [145, 149, 208, 209]. An underdense plasma with net orbital

angular momentum (OAM) can also be created using intense twisted laser beams rather

than circularly polarized lasers [210–212]. Magnetic field generation has also been observed

in solid density targets, including the generation of azimuthal surface and bulk magnetic

fields due to the propagation of relativistic electron beams [146,147,213], and is beneficial

for hot electron transport and electron beam collimation [145,209,214–217]. Magnetic field

amplification has also been observed in laser-produced plasma, for example in shocks [148],

colliding flows [218], implosions [168,205,219], and with twisted light [220].

In this paper, we introduce a novel method for the amplification of a seed axial

magnetic field in the interaction of a picosecond-scale, relativistic intensity laser pulse with

a thin overdense target. This mechanism persists for both linear and circular polarization

and can amplify a seed axial magnetic field of 20-100 T by a factor of 10. This paper is

organized as follows: In Section 9.3, we demonstrate magnetic field amplification for three

choices of laser polarization, which distinguishes our amplification mechanism from the

inverse Faraday effect. In Section 9.4, we show that the magnetic field amplification is

associated with the azimulthal current we observe in simulations, which in Section 9.5 we

identify as originating from the favorable orbital angular momentum electrons gain in the

return current. In Section 9.6, we explore the robustness of the amplification mechanism

to the choice of simulation parameters.

9.3 Observation of axial magnetic field amplification

We conduct 3D simulations of a picosecond-scale, relativistic intensity laser pulse

interacting with a thin target of fully ionized hydrogen with an imposed uniform axial seed
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Figure 9.1: Magnetic field amplification in a thin laser-irradiated target. (a) Schematic of axial
magnetic field amplification. Initially, the laser pondromotively expels electrons creating charge
separation. Later, electrons in the return current gain favorable OAM in the seed magnetic field,
creating an azimuthal current which amplifies the field. (b) and (c) Amplified axial magnetic
field for the right hand circularly polarized case (Table 9.1) at t= 340 fs in the (b) x-y plane (z
= 0 µm, dashed lines denote the original target position), and (c) y-z plane (x = 0.5 µm). The
black contours denote Bx = Bx0. Bx is temporally (16 fs) and spatially averaged in the plane
with stencil size 0.25 µm×0.25 µm. (d) Electron (left) and proton (right) density at t= 340 fs.
The black contours denote the critical density nc.
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Table 9.1: 3D PIC simulation parameters. nc = 1.8× 1021 cm−3 is the critical density corre-
sponding to the laser wavelength. The target is initialized without any preplasma. We confirmed
that the resolution is adequate by conducting partial simulations with 4 particles per cell and 50
cells/µm. We have also conducted simulations with a smaller problem size with up to 20 particles
per cell. These simulations further support the adequacy of our resolution.

Laser parameters
Peak intensity 4.2×1018 W/cm2

Normalized field amplitude
Right hand circular polarization ay0 = az0 = 1.0
Wavelength λ= 0.8 µm
Pulse duration (sin2 electric field) τg = 600 fs
Focal spot size (1/e electric field) 3 µm
Location of the focal plane x=−2 µm
Laser propagation direction +x
Other parameters
Target thickness 0.4 µm
Electron density ne = 10 nc
Seed magnetic field strength Bx0 = 0.1 kT
Transverse size of simulation box 30 µm ×30 µm
Boundary conditions open
Spatial resolution 40 cells/µm
Macroparticles per cell for each species 2
Position and time reference
Location of the front of the target x= 0
Time when peak of the laser is at x= 0 t= 0

magnetic field Bx0. We take the laser pulse to be either circularly or linearly polarized while

keeping the same peak intensity. Simulations were carried out using the fully relativistic

particle-in-cell code EPOCH [71]. Detailed parameters for the simulation are given in Table

9.1. Energy was well conserved in these simulations.

We observe magnetic field amplification for three different laser polarization con-

figurations, right hand circularly polarized, left hand circularly polarized, and linearly

y-polarized. The relative strengths of the amplified magnetic field are given in Table 9.2. In

the right hand circularly polarized case, the seed magnetic field is amplified from the initial

Bx0 = 0.1 kT to a peak amplitude of Bx = 1.5 kT over a volume of 4 µm3 in approximately

300 fs. Fig. 9.1(b) and (c) show the axial magnetic field in the x-z and y-z planes. The
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Table 9.2: Amplified magnetic field strength for three laser polarizations with initial seed
magnetic field Bx0 = 0.1 kT and for right hand circular polarization with no seed magnetic field
(Bx0 = 0).

Polarization Peak magnetic field Averaged magnetic field
Right hand circular 1.5 kT 0.9 kT
Left hand circular 0.6 kT 0.38 kT
Linear 0.8 kT 0.45 kT
No seed magnetic field (Bx0 = 0)
Right hand circular 0.4 kT 0.2 kT

dashed lines in Fig. 9.1(b) correspond to the initial position of the target. In contrast

with the dramatic axial magnetic field amplification shown in Table 9.2, no substantial

change is seen in the azimuthal magnetic field upon adding the axial seed magnetic field

(see Appendix 9.12).

By probing different laser polarizations, we find that the observed magnetic field

amplification clearly goes beyond the inverse Faraday (IF) effect. In the IF effect, the spin

angular momentum of a circularly polarized laser [208] or the orbital angular momentum

of a twisted laser [149] is transferred to electrons in the plasma, driving the generation of a

magnetic field. In the absence of a seed magnetic field, the right hand circularly polarized

laser pulse generates a peak magnetic field of Bx = 0.4 kT. A left circularly polarized laser

would generate Bx =−0.4 kT. In all cases with a seed magnetic field, we see peak magnetic

fields in the same direction as the seed significantly above this level. We additionally

observe substantial magnetic field amplification with linear polarization keeping the same

peak intensity, albeit with broken symmetry in the y-z plane (see Appendix 9.9), and with

a left hand circularly polarized laser pulse, where the IF effect generates a magnetic field in

the opposite direction from the initial seed. As shown in Table 9.2, the strongest magnetic

field is generated with right hand circular polarization, followed by linear polarization and

then left hand circular polarization. In light of these simulations, we find it likely that the

high magnetic field amplitude we observe in the right hand circularly polarized simulation
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represents a combination of magnetic field generation via the IF effect and magnetic field

amplification via the novel mechanism we describe in this work. The remainder of this

work will elucidate the magnetic field amplification process incorporating analysis of the

right hand circularly polarized case.
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Figure 9.2: Azimuthal current density, axial magnetic field strength, and reference laser ampli-
tude. (a) Slice of azimuthal current density at t= 340 fs and x= 0.5 µm. (b) Radial dependence of
axial magnetic field and azimuthal current density at t= 340 fs, averaged over all θ and averaged
in x over 0.4 µm < x < 0.9 µm. Solid blue line: Bx measured from simulation. Dotted blue
line Bx calculated from Ampère’s law using the shown jθ. The calculation was performed for
r < 2.5 µm with Bx(r = 2.5 µm) = 0. (c) Time evolution of axial magnetic field strength (blue
curves, left axis), with reference laser amplitude a at the target surface (red line, right axis). Solid
blue line: 〈Bx〉 averaged over the cylinder r < 1 µm, 0< x< 1 µm (the same volume as Table 9.2).
Dotted blue line: average over a longer cylinder with the same radius (r < 1 µm, 0< x < 2 µm),
to capture the initial diamagnetic plasma response. The red dashed line denotes t= 0, which is
when the peak of the laser pulse would pass the front target surface in the absence of the plasma.
The simulation parameters are as given in Table 9.1.
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9.4 Relationship between magnetic field amplification

and jθ

We find that magnetic field amplification is driven by electrons in the return

current that arises after the peak of the laser pulse hits the target surface. When the

laser pulse interacts with the target, it expels electrons from the laser spot, creating

charge separation which later induces a return current of electrons relaxing back towards

the laser interaction volume to neutralise the space charge. This return current obtains

orbital angular momentum (OAM) from the seed axial magnetic field (Fig. 9.1(a)). The

corresponding azimuthal current jθ (Fig. 9.2(a) and (b)) drives the amplification of the

seed magnetic field.

In our simulations, magnetic field amplification is driven by the generation of an

azimuthal current by electrons which gain favorable OAM. First, in this Section, we show

that the observed magnetic field amplification can be explained quasistatically, and is

tied to the azimuthal current. Then, in Section 9.5, we demonstrate how this azimuthal

current can be generated by the electron return current and can persist over hundreds of

femtoseconds.

We find that the azimuthal current jθ is responsible for the magnetic field amplifica-

tion. We demonstrate this in two ways. First, we perform an order of magnitude estimate

for the maximum axial magnetic field based on the jθ we observe in simulations. We see

that a positive azimuthal current density jθ ∼ 1015 A/m2 develops at small radius (e.g.

Fig. 9.2(a) and (b)) during the amplification process. We estimate the maximum axial

magnetic field generated from jθ using the Biot-Savart law [221], which we simplify by

assuming the current density is uniform over the radial extent R and the longitudinal
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extent 2∆x,

Bmax
x = µ0

2

∫ R

0

∫ ∆x

−∆x
jθ

r2

(r2 +x2)3/2 dxdr = µ0jθ∆xarsinh(R/∆x). (9.1)

We estimate R = ∆x ∼ 1 µm, which predicts a maximum magnetic field strength of

Bmax
x ∼ 1 kT, close to the peak magnetic field strength 〈Bx〉= 0.9 kT shown in Fig. 9.2(b),

which was averaged over a cylindrical volume with radius and length of 1 µm.

Second, we calculate the magnetic field profile as a function of radius based on

Ampère’s law. The azimuthal current density and amplified magnetic fields we observe are

fairly azimuthally symmetric (Figs. 9.1(c) and 9.2(a)). In the limit of perfect azimuthal

symmetry, the axial magnetic field depends only on the azimuthal current density. We

find good agreement between the axial magnetic field calculated from jθ and the radial

magnetic field profile in simulations (Fig. 9.2(b)). Thus, we find that the magnetic field

amplification is magnetostatic and driven by jθ.

We can also use the azimuthal current density to calculate the OAM density produced

in this simulation. The OAM density of electrons as a function of position r can be written

as lx = rmenevθ, where me is the electron mass, ne is the number density, and vθ is the

effective azimuthal velocity. The effective azimuthal velocity is related to the current density

by vθ = −jθ/(|e|ne), which allows us to calculate the OAM density as lx = −rmejθ/|e|.

Using jθ as given above and the electron density from simulations, ne ≈ 1021 cm−3, we find

that the OAM density is lx =−0.02 kg/m-s at r = 1 µm and vθ ≈ 0.02c. In terms of the

energy content, we find that the energy in the magnetic field (εB =
∫
B2/(2µ0)dV ≈ 1 µJ)

remains small compared to the kinetic energy of electrons around the amplifying area

(≈ 50 µJ).
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9.5 Relationship between jθ and the OAM of the re-

turn current

We now illustrate how the azimuthal current is produced by electrons which gain

favorable OAM. When the laser pulse interacts with the target, the ponderomotive force

expels electrons from the laser spot. Initially, this creates a net charge separation within

the laser spot (see Appendix 9.10), which later induces a return current. This radially

inward return current gains favorable OAM from the axial magnetic field and consequently

provides the jθ responsible for magnetic field amplification.

We use the trajectories of test electrons participating in the magnetic field amplifi-

cation to illustrate the amplification process. During the amplification, we randomly select

electrons at the sampling time ts from the area in which the magnetic field is amplified

(0.5 µm < x< 1.0 µm, |y|< 3 µm, |z|< 3 µm). We then track the full time history of these

electrons to capture where they originated and demonstrate how they can obtain OAM.

The averaged trajectory of 344 electrons selected at time ts = 290 fs is given in

Fig. 9.3. By analyzing the individual (e.g. the movie in Appendix 9.11) and averaged

transverse position of these electrons (re(t), the blue line in Fig. 9.3(a)), we see that the

majority of these electrons originate from radius re > 10 µm, well outside the laser spot,

and move inward to small radius during the falling edge of the laser pulse (t > 0). These

observations identify these electrons as belonging to the return current.

We further see that inward motion of electrons can generate a negative average OAM

(lex < 0) due to the axial seed magnetic field, which drives magnetic field amplification.

The effect of the azimuthal magnetic field is already captured in the trajectory r(t) and

does not exert an azimuthal force on the electrons (see Appendix 9.12). The average radial

velocity, ver ≡ dre/dt, of the test electrons is shown in the red line in Fig. 9.3(a). In order

to illustrate how the sign of the OAM can be favorable for magnetic field amplification,
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(a) (b)

Figure 9.3: Average trajectory of 344 electrons participating in the amplification process.
(a) Averaged radial position of electrons re (blue line, left axis) and radial velocity ver = dre/dt
(red line, right axis). (b) Azimuthal velocity which would be expected based on interaction with
the seed magnetic field veθ =

∫
|e|verBx0/medt (blue line, left axis) and corresponding OAM per

electron lex =meveθr (red line, right axis). Red dashed lines indicate t= 0, the time when the
laser pulse is at its peak at x = 0. Electrons were randomly chosen within the cubic volume
0 < x< 1 µm, |y|< 3 µm, |z|< 3 µm at the sampling time ts = 290 fs. The simulation parameters
are as given in Table 9.1.

we consider the azimuthal velocity this radial velocity produces in conjunction with the

seed field (veθ =
∫
|e|verBx0/medt), and its corresponding OAM (lex =meveθre). Fig. 9.3(b)

shows that the negative inward radial velocity associated with the return current can drive

veθ < 0 and lex < 0, which represents a net positive azimuthal current (jeθ > 0) for this

group of electrons. The net rotation of electrons in the y-z plane is also immediately visible

in the trajectories of the electrons, e.g. the movie in Appendix 9.11.

We replicate the above analysis for groups of electrons chosen at different sampling

times, (ts1 = 140 fs, ts2 = 190 fs, ts3 = 240 fs, ts4 = 290 fs) and find a negative azimuthal

velocity (veθ < 0, Fig. 9.4) can be maintained in the region of magnetic field amplification

over a long time, consistent with our observation that a positive azimuthal current density

at r = 0.5 µm is maintained in the simulation over hundreds of femtoseconds (red line in

Fig. 9.4). Looking earlier in time, we see that the azimuthal current density is negative

around the time when the peak of the laser pulse impacts the target (t = 0, red dashed

line in Fig. 9.4). This is consistent with our observation that it is the return current that

drives magnetic field amplification.
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Figure 9.4: Azimuthal velocity for different sets of sampled electrons and azimuthal current
density in the plasma. (a) Azimuthal velocity veθ (left axis) calculated as described in Fig. 9.3
for different sampling times (ts1 = 140 fs, ts2 = 190 fs, ts3 = 240 fs, ts4 = 290 fs), and azimuthal
current density (red line, right axis) at location x= 0.4 µm and averaged over the circle defined
by r = 0.5 µm. The red dashed line denotes the time when the laser intensity at the front target
surface (x= 0) is maximum. The simulation parameters are as given in Table 9.1.

The net cycle-averaged inward force on an electron starting near rest (i.e. neglecting

the magnetic force) encodes the competition between the ponderomotive force of the laser

pushing the electron outward and the force due to charge separation pulling the electron

inward. During the rising edge of the laser pulse (t < 0), electrons are pushed predominantly

outward, and we see a small negative azimuthal current density, corresponding to the usual

diamagnetic plasma response. We find that the diamagnetic response predominantly affects

the axial magnetic field at the rear target surface, but does not have much effect on the

magnetic field within the target (see the two blue curves in Fig. 9.2(c), which are averaged

over different ranges in x). During the subsequent falling edge of the laser pulse (to the

right of the red dashed line in Fig. 9.2(c)), the force associated with charge separation can

overcome the ponderomotive force of the laser and a net return current is produced.

We find that the return current is able to drive magnetic field amplification during

the falling edge of the laser pulse from 〈Bx〉 ≈ Bx0 = 0.1 kT to 〈Bx〉 = 0.9 kT. The

amplification occurs over approximately 250 fs, which is comparable to both half the pulse
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duration (τg/2 = 300 fs) and the cyclotron period for an electron in the initial 0.1 kT

seed field (τB = 340 fs). The relationship between amplification and these timescales is

discussed in more detail in Section 9.6. After t= 240 fs, by which time the laser pulse has

mostly reflected from the target (see Fig. 9.2(c)), the magnetic field begins to slowly decay.

Over the course of the amplification, the charge separation (which peaks around t = 0)

substantially decreases, but does not return to zero (see Appendix 9.10) and we find that

both the positive azimuthal current density (e.g. Fig. 9.4) and the amplified magnetic field

(Fig. 9.2(c)) can persist for hundreds of femtoseconds.

9.6 Parameter scan

We now investigate the robustness of the amplification mechanism described in

Sections 9.4 and 9.5 to the choice of simulation parameters. First, we scan the seed

magnetic field strength Bx0 holding all the other parameters the same as in Table 9.1 and

investigate the balance of magnetic field amplification via our mechanism versus magnetic

field generation via the IF effect. For a seed magnetic field strength below 20 T, the axial

magnetic field becomes indistinguishable from the field produced in the absence of any seed

magnetic field , as shown in Fig. 9.5(a). In other words, below 20 T no net magnetic field

amplification is seen and the observed magnetic field can be attributed to magnetic field

generation via the IF effect. In contrast, for a seed magnetic field strength above 20 T, we

see that the seed magnetic field can be amplified by a factor of 10. The growth rate of the

magnetic field during the initial linear rise increases as the seed field strength is increased

(dashed lines in Fig. 9.5).

Second, we scan over the laser pulse duration τg at the original seed magnetic

field strength (Bx0 = 0.1 kT) to probe the impact of pulse duration on the magnetic field

amplification. We see that the net amplification becomes weaker as the driving laser pulse
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Figure 9.5: Net amplification of the axial magnetic field. (a) Scan over the seed magnetic field
strength Bx0. (b) Scan over laser pulse duration. The parameters not scanned over are as given
in Table 9.1. Only the net amplification, 〈Bx〉−Bx0, is shown. 〈Bx〉 is averaged over the cylinder
r < 1 µm, 0< x < 1 µm. Dashed lines indicate the growth rate of the magnetic field during the
initial, roughly linear phase.

duration becomes shorter and that the growth rate of the field during the initial linear

rise is maximum for the 600 fs case, as shown in Fig. 9.5(b). We can obtain an average

magnetic field as high as 1.1 kT for a pulse duration of 1 ps.

In conjunction with these first two parameter scans, we note that the period of

electron Larmor precession in Bx0 = 0.1 kT is around τB = 340 fs and that for Bx0 = 20 T,

we have τB = 1700 fs. This suggests that the amplification process requires the laser pulse

duration to be sufficiently long that τg & 0.5 τB. This requirement on the pulse duration is

consistent with our observation that the magnetic field amplification is driven by the return

current. The return current rises and decays with the laser-induced charge separation,

which decreases rapidly on the timescale of the pulse duration during the falling edge of

the laser pulse (see Appendix 9.10). Thus, the primary return current timescale is the

pulse duration. Over this time, electrons must undergo substantial momentum rotation to

gain the orbital angular momentum needed to amplify the magnetic field, which sets the

requirement that the pulse duration be at least on the order of the cyclotron period.

Third, we consider the robustness of the magnetic field amplification to the target
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thickness. The use of a thin target (0.4 µm thickness) in our original simulations maintains

the feasibility of having the seed axial magnetic field penetrate the target on a reasonable

time scale. However, for thicker targets the experimental time scales for generating

the seed field and allowing it to penetrate into the target must be accounted for. For

example, experiments have shown that the capacitor coil target can produce an axial

magnetic field in excess of 0.1 kT with a sub-nanosecond rise and slow decay in excess

of 10 nanoseconds [23, 24,30], which corresponds to approximately a 10 µm penetration

depth into a copper-like conductive material. Without performing fully self-consistent

simulations of the magnetic field penetration into the target, we are therefore limited to

studying µm-scale target thickness. For the sake of demonstrating that magnetic field

amplification is feasible in a thicker target, we consider a second case with 2 µm thickness.

We see that kilotesla-level magnetic field amplification is still present, albeit over a smaller

spatial scale and with a somewhat reduced amplitude (see Appendix 9.9).

9.7 Summary and discussion

We demonstrate a novel mechanism for magnetic field amplification by a short pulse

laser interacting with a thin overdense target capable of amplifying a 0.1 kT seed to 1.5 kT

over a spatial extent of several cubic microns and persisting for hundreds of femtoseconds

longer than the laser pulse duration. We find that magnetic field amplification is driven

by the return current arising during the falling edge of the laser pulse. Electrons in the

return current gain orbital angular momentum in the presence of the seed magnetic field,

driving an azimuthal current with favorable sign for magnetic field amplification. This

amplification process is robust to the choice of simulation parameters and occurs for both

linear and circular polarization. For a right hand circularly polarized pulse, we find that

a seed magnetic field above 20 T delivers order-of-magnitude amplification from a 600 fs
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pulse and increasing the pulse duration from 150 fs to 1 ps increases the amplified magnetic

field by a factor of 5.

We have neglected electron collisions when examining the generation of the magnetic

field. In order to demonstrate that this simplification is appropriate, we estimate the

electron collision frequency based on our simulation results. Electron tracking shows that

the characteristic energy of the return-current electrons is ε≈ 15 keV. The electron-electron

collision frequency is νee ≈ 5.8× 10−6ε−3/2neλee, where ne is the characteristic electron

density in cm−3, ε is the characteristic electron energy in eV, and λee ≈ 10 is the Coulomb

logarithm. The magnetic field is generated over 400 fs, so the collisions can be considered

as frequent only if 1/νee� 400 fs. This corresponds to ne� 44nc. In our simulations, the

initial target density is ne = 10nc, which indicates that it is reasonable to neglect electron

collisions and explore the magnetic field generation using collisionless kinetic simulations.

The target design considered in our work is experimentally feasible. Flat µm-thick hydrogen

jets can be generated using cryogenic cooling [222]. The typical density is in the range of

20nc.
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(a) (b)

Fig6

Figure 9.6: Magnetic field amplification driven by a linear polarized laser at t= 340 fs (other
simulation parameters are as given in Table 9.1). (a) Axial magnetic field distribution in the
x-y plane (z = 0, dashed lines denote the original target position). (b) Axial magnetic field
distribution in the y-z plane (x= 0.5 µm). The black contours denote Bx =Bx0.

9.9 Appendix: Magnetic field amplification by a lin-

early polarized laser and in a thick target

In this Appendix, we show magnetic field amplification driven by two additional

configurations. First, we consider a thin target irradiated by a linearly y-polarized laser

pulse. Second, we demonstrate amplification in a thick target driven by a right hand

circularly polarized pulse.

In the linear polarization case, we take ay0 = 1.414 to obtain the same peak intensity

as the circularly polarized case. All other simulation parameters are the same as Table 9.1.

Fig. 9.6 shows the amplified magnetic field we obtain at t= 340 fs. Compared to the right

hand circularly polarized case (Fig. 9.1(b) and (c)), the magnetic field is weaker in the
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(a) (b)

Fig10

Figure 9.7: Magnetic field amplification driven by a circularly polarized laser pulse in a 2 µm
thick target at t = 340 fs (other simulation parameters are as given in Table 9.1). (a) Axial
magnetic field distribution in the x-y plane (z = 0, dashed lines denote the original target position).
(b) Axial magnetic field distribution in the y-z plane (x= 0.5 µm). The black contours denote
Bx =Bx0.

linearly polarized case. We also see that there is asymmetry in the y-z plane (Fig. 9.6(b)),

which may be related to the polarization direction.

In the thick target case, we again consider a right hand circularly polarized laser,

which is now incident on a 2 µm thick target. All other simulation parameters are as given

in Table 9.1. The amplified magnetic field at t= 340 fs is shown in Fig. 9.7. Compared to

the thin target case (Fig. 9.1(b) and (c)), the peak magnetic field strength is reduced with

the thick target and the magnetic field is amplified over a smaller volume. However, the

magnetic field is still amplified to the kilotesla level.

9.10 Appendix: Charge density, electron current den-

sity, and ion current density

In this Appendix, we present additional properties of the charge density and current

present in the thin target in the right hand circularly polarized case with the simulation

parameters given in Table 9.1. The blue curve in Fig. 9.8(d) shows the charge density

distribution ρ(t)/|e| averaged over 0.2 µm < x< 0.4 µm and 1 µm < r < 4 µm. During the
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rising edge of the laser pulse, the charge density increases, indicating a net ponderomotive

expulsion of electrons from the laser spot. After the peak of the laser pulse [vertical dashed

line in Fig. 9.8(d)], the ponderomotive force on electrons in the target, fp(t)∝−∂a2(t)/r∂r

decreases, and the charge density ρ(t) also decreased, consistent with a net inward return

current. The charge separation initially decreases substantially over the falling half of the

laser pulse (0< t. 300 fs), then transitions to a much slower decay at later times. In this

simulation, the timescale for the charge separation to decrease is roughly comparable to

the cyclotron period (τB = 340 fs) and is far longer than the plasma period (∼ 0.8 fs for a

10 nc plasma).

Fig. 9.8(b) shows the azimuthal and radial electron current densities (blue and red

curves, respectively) as a function of radius at time t = 340 fs, which is after the laser

pulse has been fully reflected by the target. Figure 9.8(c) similarly shows the ion current

densities. These densities have been averaged over 0.2 µm < x < 0.4 µm. We see that the

ion current density is much smaller than the electron current density, which suggests the

ion motion in the transverse (y-z) plane can be ignored. We also note that the total current

density is positive, i.e. there is a net inward electron return current.

9.11 Appendix: Movie: trajectories of traced elec-

trons

Figure 9.9 shows the trajectory of one of the electrons we traced for the right hand

circularly polarized case with the simulation parameters given in Table 9.1. Electrons

oscillate longitudinally through the target (x-direction) while being pulled radially inward

(left plot). The inward motion also corresponds to rotation in the transverse (y-z) plane

(right plot). The movie further shows the trajectories of many traced electrons.

The movie shows clear cyclotron rotation of electrons, which is consistent with our
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(a)

(b)

(c)

(d)

Figure 9.8: Charge density and per-species current density. (a) Total radial current density.
(b) and (c) Azimuthal (blue, left axes), and radial (red, right axes) current densities for (b) electrons
and (c) protons. (d) Charge density ρ(t)/|e| (blue line, left axis) averaged over 0.2 µm <x< 0.4 µm
and 1 µm < r < 4 µm as a function of time with reference laser amplitude a(t) at the target surface
(red line, right axis). The red dashed line corresponds to t= 0, when a(t) is maximum. (a) - (c)
are snapshots taken at (t = 340 fs) and averaged over 0.2 µm < x < 0.4 µm. The simulation
parameters are as given in Table 9.1.

expectations based on the electron cyclotron period (τB = 340 fs for a 0.1 kT field). In this

way, we can see directly that the return current electrons are magnetized. Ions, for which

the cyclotron period is a factor of more than 1000 longer, are unmagnetized. We also see

that as electrons approach small radius, the cyclotron motion can reverse direction. This is

expected as electrons can overshoot the axis and begin to move radially outward (see, for

example the dark blue group of electrons in Fig. 9.4). However, what we are showing in the

movie is only a small subset of the electrons in the simulation and the overall azimuthal

current density can still be positive (e.g. jθ in Fig. 9.4).
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Figure 9.9: Trajectory of a representative electron shown from the beginning of the simulation
to t= 300 fs. The electron oscillates longitudinally (in x) through the target while moving radially
inward (left), and at the same time rotates in the transverse (y-z) plane (right). The simulation
parameters are as given in Table 9.1.

9.12 Appendix: Azimuthal magnetic field

In this Appendix, we show the azimuthal magnetic field Bθ generated by the hot

electron current in the right hand circularly polarized case both with and without the axial

seed magnetic field. The simulation parameters are as given in Table 9.1. Figure 9.10

shows a slice of the azimuthal magnetic field in the y-z plane at t= 340 fs and x= 0.4 µm

(the same time and roughly the same axial location as Fig. 9.1(c)). The strong azimuthal

magnetic field field likely plays a role in the return current dynamics. As return currents

are drawn radially inward, they oscillate longitudinally through the target (show in the

trajectories in Appendix 9.11), which may be in part driven by Bθ.

However, the azimuthal magnetic field is expected to have the same effect on the

return current both with and without the axial seed field. As shown in Figure 9.10, the

difference in the azimuthal magnetic field with and without a 0.1 kT axial seed field is only

10-20%. The effect of the azimuthal field on the return current behavior is encapsulated in

the r(t) we extract from simulations in analysis given in Section 9.5. Bθ is aligned with the

azimuthal current jθ responsible for amplifying the axial magnetic field and does not affect

jθ directly. The biggest change in the return current dynamics is therefore associated with
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(a) (b)

Figure 9.10: Azimuthal magnetic field generated by right hand circularly polarized laser pulse
with (a) 0.1 kT axial seed magnetic field and (b) no seed magnetic field. Other simulation
parameters are as given in Table 9.1. Bθ is shown at t= 340 fs and x= 0.4 µm and was temporally
(16 fs) and spatially averaged in the plane with stencil size 0.25 µm×0.25 µm. The azimuthal
field is small at small radius, where the axial field is amplified.

the axial magnetic field, which increases by a factor of 5 upon adding a 0.1 kT seed field.
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Chapter 10

Conclusions

In this dissertation, I have presented a number of scenarios highlighting the possible

effects of a kilotesla-level applied magnetic field on relativistic laser plasma. These studies

were motivated by the need to understand the role of magnetic fields in high energy density

plasma both from the standpoint of fundamental physics and for the optimization of

applications. My results suggest near-term experimentally relevant kilotesla-level applied

fields are capable of introducing magnetized plasma phenomena in the relativistic laser-

plasma regime and can provide both control and benefits for laser-plasma applications.

Chapters 2-4 considered possible routes to electron heating by picosecond pulses.

The production of energetic electrons underlies most observable products of laser-plasma

interaction and is crucial from an application standpoint. Chapter 2 demonstrated that

standard computational techniques for laser-plasma modeling may fail to correctly capture

the stochastic motion of electrons in crossed or counter-propagating laser pulses (as can be

produced by laser reflection), indicating a need for the development of new computational

schemes. In Chapter 3, I concluded that the energy gain mechanism for electrons in

multipicosecond pulses incident on solid density targets can also be non-stochastic direct

laser acceleration facilitated by laser reflection, which suggests an alternate approach to
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optimizing hot electron production than stochastic heating. In Chapter 4, I introduced

an applied magnetic field to relativistic laser-plasma interaction and demonstrated that

the magnetic field can enable enhanced electron heating and energy retention through

magnetically assisted direct laser acceleration under experimentally relevant conditions.

In Chapter 5, I demonstrated that the effects of an applied magnetic field can

go beyond changes to the electron energy and can have a striking and desirable impact

on application-relevant dynamics. In the context of sheath-based ion acceleration, I

demonstrated that the magnetization of electrons in an expanding plasma can have a

pronounced impact on the dynamics of plasma ions and can fundamentally alter the electric

field topology. These changes are beneficial for the applications of ion acceleration and

produce a focusing, magnetic field-directed ion source of multiple species with strongly

enhanced energy and number.

Chapters 6-9 considered the potential of applied magnetic fields to trigger strong

magnetic field generation in laser-irradiated solid targets. The generation of stronger

magnetic fields could push the study of magnetized high energy density physics into regimes

which are currently inaccessible using applied fields. In Chapter 6, I demonstrated that the

generation of a strong surface magnetic field with opposite sign to the applied seed is a

fundamental feature of the dynamics of laser-heated electrons within solid targets. Chapter 7

demonstrated the ability of microtube implosions to generate magnetic fields more than two

orders of magnitude higher than an applied seed. In Chapter 8, I further demonstrated that

the sign of the generated field is influenced by surface magnetic field production and can

be controlled by changing the implosion parameters. Chapter 9 introduced an additional

route to magnetic field generation driven by return current rather than hot electrons.

In conclusion, I have shown that kilotesla-level applied magnetic fields are capable

of delivering desirable new physics effects in relativistic laser plasma. Such fields are rapidly

becoming experimentally available at high-power laser facilities worldwide and could enable
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near-term experimental verification of the ideas presented in this dissertation. Relativistic

laser-plasma interaction with kilotesla-level applied magnetic fields is a rich new research

area, and it is my hope that the physics concepts I have presented in this dissertation will

help shape the direction of this evolving rapidly evolving field.
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