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ABSTRACT OF THE DISSERTATION 

I. Transient Induced Molecular Electronic Spectroscopy (TIMES) technique to study the 

biomolecular interaction on the surface 

II. Microfluidic droplet-based techniques for single-cell study 

by 

Chi-Yang Tseng 

Doctor of Philosophy in Materials Science and Engineering  

University of California San Diego, 2022  

Professor Yu-Hwa Lo, Chair  

 

As the microfluidic technology has been attracted more attentions and has potential for wide range 

of applications, in our research work we are utilizing this technique to expand its capability in different 

aspects of study. In this dissertation, I am going to present two topics of the work: Molecular interaction 

study using microfluidic techniques and Microfluidic droplet-based applications on single-cell analysis. 

Biosensors are powerful analytical tools for many applications including drug discovery, medical 

diagnostics, and environment monitoring. Because of the advance of microfluidic technology, biosensors 

have a significant improvement by merging the biosensor into lab-on-chip (LOC) technology. In most of 

the microfluidic sensor, the detection mechanism is through the reaction event that occurs when the flowing 

analyte in the channel physically or chemically react with the immobilized reactant. The immobilization of 
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recognition elements is needed prior to the sample detection, but this can be a disadvantage of using 

microfluidic device due to one-time use only. To address this issue, we develop a new readout technique, 

“Transient Induced Molecular Electronic Signal (TIMES)”. The measured signal from TIMES is directly 

coming from the induced charge generated from the analyte or chemical reaction, and no immobilization 

of reactant on electrode surface is needed. I am going to present the work on protein-ligand study based on 

our microfluidic TIMES measurements, which is a highly potential study in drug discovery research area. 

Besides, TIMES technique has potential to be an alternative readout for lateral flow assay (LFA) study. The 

recent work we have done with paper-based TIMES study for antibodies binding interaction will be 

presented.  

In the second topic, I am going to show our development on microfluidic device that used for 

single-cell analysis. There are two main workflows to perform single cell analysis: 1.) Plate-based method 

and 2.) Droplet-based method. The plate-based method is the traditional way, it is costly and time 

consuming. While in second method, the cells are encapsulated into small droplet, and all the reaction can 

be done in this tiny droplet, having capability to operate more than 10,000 cells in one reaction, so it saves 

more use of reagent and time on operation. In our study, we are trying to identify specific cell subtype by 

using enhancer screening with droplet-based analysis. However, the droplet manipulation is needed in this 

procedure. To be specific, droplet merging and double emulsion formation are two main steps in droplet-

based analysis. Droplet merging is achieved for reagent addition after cells are lysed and RNA is released 

in the droplet. In our work, we developed a new microfluidic platform to merge droplets by using pillar-

induced mechanism. The double emulsion is another main technique for droplet-based analysis. The main 

purpose for double emulsion formation is to make droplets compatible to water phase so the targeted 

droplets can be sorted with FACS equipment. In our study, we are going to expand its application on relating 

cell morphology to gene expression. The double emulsion technique is applied with image-guided sorting 

system that developed in our lab and combined with gene sequencing will provide value information for 

cell genotype-phenotype analysis.  
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Chapter 1  

Introduction 

 

1.1 Introduction – TIMES technique  

Biosensors are considered powerful analytical tools for wide range applications including drug 

discovery, medical diagnostics, and environment monitoring.1 The working principle of biosensor is to 

detect the interaction between analyte of interest to the reactant, which can be immobilized physically or 

chemically to the surface of transducer, and the identification of reaction event can be transferred into 

electrical or optical signal through external readout. The specificity or selectivity of biosensor is determined 

by the analyte of interest and the recognition elements.  

As the advance of microfluidic technology, biosensors have a significant improvement by merging 

the biosensor into lab-on-chip (LOC) technology. The microfluidic technique provides several benefits, 

such as low cost of fabrication, reduction of reagent use, and high throughput sample detection and 

processing.2 Microfluidic biosensors have been designed for many kinds of applications by their demand, 
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such as use in aptamer3, antibody detection4 and in glucose detection5. Those applications can be further 

used for clinical diagnostics and point-of-care (POC) application.  

In most of the microfluidic sensor, the detection mechanism is through the reaction event that 

occurs when the flowing analyte in the channel physically or chemically react with the immobilized reactant. 

The immobilization of recognition elements is needed prior to the sample detection, this can be a 

disadvantage of using microfluidic device. The one-time immobilized device can only be used for detection 

of one type of interested analyte and leads to a great limitation for wide range application. To address this 

issue, we develop our own measure system, “Transient Induced Molecular Electronic Signal (TIMES)”, to 

provide wider range of biomolecule detection. The detect signal measured by TIMES is directly coming 

from the induced charge generated from the analyte or reaction product, and no immobilization of reactant 

on electrode surface is needed. By using TIMES measurement, we not only present molecule detection in 

microfluidic device, but also show the capability on paper-based reaction detection. This label-free and 

immobilization-free measurement method offers wide applications and benefits in study of surface charge 

detection, protein-ligand interaction for drug discovery, and paper-based antibody-antigen reaction. Here, 

I would like to introduce the significance of those aspects of application on TIMES in the next separate 

chapters, Chapter 2 to Chapter 4. 

 

1.2 Introduction – Microfluidic droplet-based technique  

Droplet-based single-cell platform attracts more attentions because it provides high throughput and 

low-cost analysis. Not only because of those advantages but it provides higher specific cell type identifying 

with feasible methodology. In our study, we are trying to identify specific cell subtype by using enhancer 

screening. These rare cell types that occupy only ~2% population in brain and is hard to get access to its 

gene expression by using traditional single-cell analysis method.  
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Droplet based single cell analysis can be achieved in easier way, but many considerations in 

microfluidic channel design is needed. To be specific, droplet merging and double emulsion formation are 

two main steps in droplet-based analysis. Droplet merging is used for merging two droplets that one is 

contained RNAs from lysed cell inside and the other contained RT-PCR reagent inside. By droplet merging, 

these two droplets can combine together so that qPCR can be operated in the next step. Double emulsion is 

another main technique used for droplet-based analysis. The main purpose for double emulsion formation 

is to make the oil-phased droplets compatible to water phase so the targeted droplets can be sorted with 

FACS equipment and followed by gene sequence procedure. These two techniques are what we focus on 

to develop and will apply for those projects. I will separately present our work on enhancer screening using 

droplet-based analysis in Chapter 5, and 2D-image guided sorting system combined with double emulsion 

technique in Chapter 6.    
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Chapter 2  

Surface Charge Density Measurement 

 

2.1 Introduction 

Surface charge density and molecular coverage play important roles in understanding and control 

of surface chemistries and reactions for many chemical and biomedical applications such as surface 

coatings, immunoassays, nucleic acid hybridization, etc. Due to chemical potential difference between a 

solid surface and a solution, the prevailing model suggests that an electrical double layer is formed at the 

solid-liquid interface.6-7 It is conceived that the electrical double layer consists of two layers of charge: a 

Stern layer where the charge is bonded more tightly with the surface atoms in the solid and a diffusion layer 

where charged ions are highly mobile and their concentrations follow the Boltzmann distribution. If the 

solid surface is conductive, the total amount of charge in these two layers is counter balanced by the induced 

charge in the conductive surface to assure charge neutrality of the overall system. All charges in this double 

layer of the solution phase are called surface charge.  Influenced by the sign and density of surface charge, 

ions or molecules in solution can be attracted to or repelled from the surface via charge-charge or charge-
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dipole interaction. Hence surface charge density can affect the thermodynamics and kinetics of surface 

reactions.   

Because of the importance of surface charge density to surface chemistry, extensive molecular 

dynamic simulations have been performed to calculate the surface charge density for solutions of different 

ionic composition and pH value8-9; and many attempts have been made to experimentally measure this and 

other related quantities10-11. So far atomic force microscopy (AFM)12-16, surface plasmonic resonance17-18, 

streaming potential19-23, and contact angle titration24-26 are among the most studied techniques that can 

produce information related to the surface charge density although none of the existing methods, to our best 

knowledge, can easily and directly measure the polarity and amount of surface charge in the natural 

environment where surface reactions take place. 

To apply AFM to measure surface charge, one measures the force of Coulomb interactions between 

the AFM tip and the local surface under the tip12-16. In this technique, the surface charge density at the 

liquid/solid interface is obtained by analyzing the electrostatic force as a function of the distance between 

the tip and the surface. By chemically functionalizing the sample surface, the force between the surface and 

the AFM tip is changed. Wu et al. investigated the force change by different functional molecules such as 

-Br, -NH2 and -CH3 on the surface16. The results show a strong relation between the surface charge density 

and the surface modifications as well as the liquid pH value. Although the AFM technique provides in-

sights about the surface electric properties under different environments, the measurements require 

sophisticated instrument, have low throughput, rely on detailed information about the tip geometry and its 

surface charge distribution, and perturb the local environment due to the close proximity of the AFM tip to 

the surface under test.     

Alternatively, surface plasmonic resonance (SPR) technique has been applied to study the effects 

of surface charge. Shan et al. has used electrostatic repulsion between charged particles of the same polarity 

to balance the gravity in a SPR system17-18. Since SPR is sensitive to the refractive index change near a 

sensor surface, it can be used to measure the equilibrium distance of a particle from the SPR sensor surface. 
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SPR technique has been utilized to show that ionic strength of the solution and surface modifications can 

change the equilibrium distance between the particle and the surface. However, due to the relatively large 

size of the particle, difficulties in measuring the distance between the particle and the surface, and the 

surface properties of the particle itself which may alter the local distributions of the ions in the solution, the 

SPR technique is more suitable for qualitative instead of quantitative studies of surface properties in 

solution27-28. 

There exist also significant efforts to use streaming potential measurements to characterize the 

surface charge density19-23. The technique measures the voltage difference generated by a pressure driven 

flow over a charged surface or membrane. This measured voltage difference can be used to obtain zeta 

potential. Although one can find the charge density in the diffusion layer from zeta potential, the amount 

of charge in the diffusion layer is not equal to the total amount of surface charges according to the double 

layer model. As a result, the streaming potential technique is more suitable for comparing surface properties 

between different surface modifications. For example, Datta et al. has used streaming potential 

measurement to characterize synthetic membranes with different pore sizes and surface modifications20. 

Kim et al. has applied the technique to show that the electric property of a membrane is strongly dependent 

on the pH value and ionic strength of the solution21. In addition to the above methods, people have also 

measured contact angles to determine the surface charge density at the liquid/solid interface24-26. By 

combining the Young-Lippmann equation with the Guoy-Chapman model for electrical double layer, 

Horiuchi et al. has applied a three-phase contact angle titration measurement to find the dependence of 

surface potential and surface charge density on the solution pH value25. However, since the contact angle 

is highly sensitive to the surface physical and chemical properties, the contact angle titration measurement 

is quite complex and difficult to obtain reliable results, and often underestimates the surface charge density.      

In this paper, we have extended the method of Transient Induced Molecular Electronic Signal 

(TIMES) reported earlier to directly measure the surface charge for any solution in contact with a 

conductive surface29-30. The results produce the amount and polarity of the surface charge in solution that 
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is in contact with the electrode surface. We integrated TIMES currents over a time period to obtain change 

in the amount of the surface charge when the test sample is displaced by a reference buffer. We also like to 

point out that the TIMES signals are generated by ions or molecules that are not permanently adhered to 

the electrode surface. In other words, if a molecule, charged or not, is permanently anchored to the surface 

of electrode, it would not contribute to the TIMES signal. Using this property, we can not only measure 

surface charge density but also surface coverage of molecules that are immobilized on the electrode surface. 

This is another salient feature for our technique since the knowledge of area coverage of certain molecules 

such as DNA capture probes or antibodies is particularly valuable for optimization of the reaction conditions 

and ensuring reproducible results for any microarrays.  

 

 

2.2 Device setup and working procedures 

Figure 2.1. (a) Schematic diagram of device design and TIMES setup, (b) A typical TIMES signal produced 

by displacing the test sample with a reference buffer over the sensing electrode. 

 

In this work, we have applied the TIMES technique to measure surface charge density for buffers 

of different concentration (ionic strength), pH value, and buffer types. The TIMES system consists of a 

microfluidic device with two parallel microfluidic channels that are connected to a single channel via a Y-
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junction. Within each parallel channel that is 1mm wide and 30µm high, there is a platinum electrode 

connected to the external circuit by a bond wire. The electrode area within the channel is 1x1 mm2. One of 

the electrodes is used as the sensing electrode and the other as the reference electrode. Both electrodes are 

connected to the differential inputs of a transimpedance amplifier (TIA) with a tunable transimpedance 

(Figure 2.1a). In the beginning of the experiment, the channel with the reference electrode is filled up with 

reference buffer, and the channel with the sensing electrode is filled up with the sample solution. After 

soaking each electrode in the respective solution for a sufficient amount of time for the system to reach its 

steady state, we flow the reference buffer into the channel with the sensing electrode at a flow rate of 100 

uL/min so that the sample solution in contact with the sensing electrode is displaced by the reference buffer. 

We call this step the “washing process” and it is during this “washing process” that the TIMES signal is 

recorded. In other words, we measure the transient current flowing from the sensing electrode into the 

transimpedance impedance amplifier when the solution above the sensing electrode is switched from the 

sample solution to the reference buffer.  

We can apply the above procedure to measure the absolute amount and polarity of surface charge 

for essentially any buffer/electrode combinations. The relative difference in the surface charge between the 

sample solution and the reference buffer can be obtained by integrating the TIMES current signal over the 

duration of buffer switching from sample solution to reference buffer. We can obtain the absolute amount 

of surface charge for the sample solution by choosing a reference buffer that has zero surface charge for a 

certain electrode. Since we know 0.099 M KClO4/0.001 M HClO4 (pH = 3.4) solution produces zero surface 

charge with Pt electrode31, we can use this buffer and another electrode (e.g. Au) to find the surface charge 

between the buffer and the new electrode material. Similarly, for a given electrode (e.g. Pt), we can also 

find the surface charge between a new buffer and the electrode by comparing its signal with the signal from 

the reference (e.g. 0.099 M KClO4/0.001 M HClO4) buffer. 

In this paper, we firstly used 0.099 M KClO4/0.001 M HClO4 (pH = 3.4) as the reference buffer to 

measure the surface charge of 1X PBS (pH=7.41) in contact with Pt electrode. Then for all other 
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experiments, we used 1X PBS (pH=7.41) as the reference buffer to measure the surface charge of other 

solutions of different ionic strength, pH value, buffer types, etc. Figure 2.1b shows a typical TIMES signal 

when displacing the sample solution over the sensing electrode by the reference buffer. 

The above process can be described in a simple mathematical formula.  

𝑆(𝑡) = ∫ 𝐼(𝜏)𝑑𝜏
𝑡

0

= 𝑄𝑠𝑎𝑚𝑝𝑙𝑒 − 𝑄𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒   (1) 

where Qsample is the surface charge in the double layer of the sample solution and Qreference is the 

corresponding quantity for the reference buffer. Equation (1) also shows that any permanently adhered 

molecules does not contribute to the signal since only movable charge produces current. Using this 

important property, we further demonstrated how the TIMES technique can be used to measure surface 

coverage of molecules anchored to the surface, as described next.  

To determine the effect of surface modification by adherent molecules, we have used thiol-

modified nucleic acid and 6-mercapto-1-hexanol (MCH) as test molecules. The former forms strong sulfur-

platinum linkage, and the MCH molecule also contains a thiol group and is often used as a blocking agent 

to displace weaker adsorptive contacts between DNA nucleotides and the Pt (Au) substrate to suppress non-

specific binding for DNA hybridization experiment. To measure surface coverage by thiol-modified DNA 

and by MCH, we soaked the sensing electrode in solutions containing different concentrations of thiol-

modified DNA. The Pt electrode surface covered by thiol-modified DNA contains fixed charge that cannot 

be changed by the aforementioned washing process, thus giving rise to no TIMES signal. As a result, if α 

is the fraction of area covered by the anchored molecule, the magnitude of the TIMES signal in equation 

(1) will be reduced to 1-α times of the signal without molecular coverage. This provides an easy and direct 

method to measure molecular coverage, a quantity that is critical to the optimization and repeatability for 

molecular sensing but has not been able to measure till now. 
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2.3 Results and discussions 

Measuring absolute charge density with zero-surface-charge buffer as the reference 

Since we used 1X PBS as the reference and washing buffer for most of the experiments discussed 

in the paper, we first describe the method of measuring the surface charge density for 1X PBS in contact 

with the Pt electrode. According to Rizo et al., the solution of 0.099 M KClO4 and 0.001 M HClO4 (pH = 

3.4) yields zero-surface charge (ZSC)31. Therefore, we can obtain the surface charge density for buffer 1X 

PBS (pH=7.41) by using ZSC (KClO4/HClO4) as the reference and washing buffer. Following the 

procedures described in the previous section, we obtained the TIMES signal (Figure 2.2a) and the surface 

charge (Figure 2.2b) using equation (1) with 1X PBS being the “sample” and ZSC buffer as the “reference”. 

The result shows that at the 1X PBS/Pt electrode interface, there exists a charge density of 70.67±0.37 

mC/m2 in the double layers. In the following experiments where we use 1X PBS as the reference and 

washing buffer, we will add this amount to the results to obtain the actual amount of surface charge density 

since our method measures the surface charge difference between the sample solution and the washing 

buffer. 

Figure 2.2. TIMES signal with 1X PBS on the sensing electrode displaced by the zero-surface charge (ZSC) 

solution. (a) TIMES signal. The inset shows the detailed waveform of the current transient. (b) Change of 

surface charge density at the solution/solid interface by integration of the TIMES signal over time. The 

final value when the system reaches steady state gives rise to the equilibrium surface charge density of the 

liquid (1X PBS) in contact with a conductive surface (Pt). 
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The effects of ionic strength and pH value on the surface charge density 

The TIMES signals produced by PBS of different concentration (or ionic strength) are shown in 

Figure 2.3a. Applying equation (1) with the sample being the PBS of different concentration and the 

reference (washing buffer) being 1X PBS, we obtain the dependence of surface charge density on the PBS 

concentration (Figure 2.3b). 1X PBS buffer has its ionic strength (IS) of 162mM and pH value of 7.41. By 

varying its ionic strength from 1.6 mM to 1620 mM while keeping the pH value the same (by adding a very 

small amount of HCl or NaOH that did not alter the ionic strength of the buffer), we have found the 

following relation between the surface charge density and ionic strength: 

𝑸 − 𝑸𝒐 = −𝑸𝒏  𝒍𝒐𝒈 (
𝑰𝑺

𝑰𝑺𝒐
),   𝑸𝒏 = 𝟐. 𝟓𝟗 𝒎𝑪/𝒎𝟐 

It becomes apparent that lower ionic strength produces a greater amount of positive surface charge 

in the solution in contact with the Pt electrode. However, the effect of ionic strength on the surface charge 

is rather small since the surface charge density changes from 76.09±0.47 to 68.73±0.06mC/m2 when the 

ionic strength varies by 1000 times from 1.6mM to 1620mM. 
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Figure 2.3. TIMES signals (a) and surface charge density (b) for different PBS concentration (ionic 

strength). 

 

   The effect of pH value on the surface charge can be obtained following a similar approach. In 

this study, we have fixed the ionic strength to 1X PBS (162mM) and varied its pH value from 5.69 to 9.65 

by adding a small amount of HCl or NaOH. Again, using equation (1) with 1X PBS (pH=7.41) being the 

reference and washing buffer, we have measured the TIMES signals and the surface charge density 

dependence on the pH value of the buffer. From Figure 2.4b, we can obtain the relation: 

𝑸 − 𝑸𝒐 = −𝑸𝒎 𝒍𝒐𝒈 (
[𝑯+]

[𝑯+]𝒐
),   𝑸𝒎 = 𝟏𝟑. 𝟔𝟕 𝒎𝑪/𝒎𝟐 

It was found that the surface charge density shows a much stronger dependence on the pH value 

than the ionic strength. Also, the surface charge density becomes more positive with increasing pH value 

of the buffer. 
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Figure 2.4. TIMES signals (a) and surface charge density (b) for different pH value of 1X PBS (IS=162 

mM). 

 

Surface charge density for different buffer types 

A biological buffer typically consists of a weak acid and its conjugate base to provide a stable pH 

environment. We have measured the surface charge for some popular buffer solutions for biological 

samples, including Tris buffer and HEPES buffer. Figure 2.5 shows the TIMES results when we used 25 

mM PBS, 25mM Tris buffer, and 25mM HEPES buffer as sample solutions and 1X PBS (162mM, pH=7.41) 

as the reference and washing buffer at room temperature (25oC). The ionic strength of 25mM was chosen 

because it is the preferred concentration for many biological samples. Also noted that for sample solutions 
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under test, we have kept their pH value at their natural state: 7.26 for 25mM PBS, 7.56 for Tris, and 7.16 

for HEPES. After integrating the TIMES signals as before, we have found that the surface charge density 

for 25mM PBS, 25mM Tris buffer, and 25mM HEPES buffer are nearly the same: 73.94±0.03, 74.19±0.04 

and 75.95±0.04mC/m2, respectively.  

 

Figure 2.5. TIMES signals for 25 mM PBS, 25 mM Tris buffer, and 25 mM HEPES buffer with 1X PBS 

(162 mM) being the reference and washing buffer. 
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Figure 2.6. TIMES signals for 25mM PBS (a), 25mM Tris buffer (b), and 25mM HEPES buffer (c) of 

different pH value.  (d) pH dependence of surface charge density for 25mM PBS (blue), 25mM Tris buffer 

(orange), and 25mM HEPES buffer (green) buffers. 

 

 



 16 
 

Next we found the pH value dependence of surface charge density for each buffer and the results 

are summarized in Figure. 2.6. The TIMES signals in Figure. 2.6a-c were generated by washing the test 

samples of different pH value with the same type of 25 mM buffer at its natural pH value (i.e. 7.26 for PBS, 

7.56 for Tris buffer, and 7.16 for HEPES buffer). Figure 2.6d shows the pH dependence of surface charge 

density for all three buffers. 

Effects of surface modification and surface coverage by immobilized molecules 

By extending the TIMES method, we can measure the effects of surface modification and the 

fraction of molecular coverage. Here we have used the concept that any fixed charge created by 

immobilized molecules on the electrode surface does not contribute to the TIMES signal. Therefore, when 

a fraction of the electrode surface is covered by immobilized molecules, the magnitude of the TIMES 

signals decreases. Provided α be the fraction of surface area covered by a type of molecule bonded to the 

surface, the surface charge density measured by the TIMES signal is expected to be 1-α times of signal 

without surface coverage. Therefore, by taking the ratio of the integrated TIMES signal with and without 

molecular coverage, we can obtain the fraction of molecular coverage after surface modification. Such 

information is highly valuable because quantifying the surface coverage by molecules is essential to assure 

effective surface treatment and repeatable test results for nucleic acid hybridization, immunoassay, particle 

capturing, and many surface reactions. 

In our experiment, we used thiol-modified ssDNA and MCH to demonstrate the ability of 

measuring surface coverage by adherent molecules. We first tested the surface coverage of MCH as a 

blocking agent to prevent non-specific binding for sensors of nucleic acid since MCH is supposed to cover 

any surface area that was not occupied by DNA probes. The sensing electrode in the microfluidic channel 

was first soaked in 1mM MCH solution for 3 hours for surface modification. Then the sensing electrode 

was filled up with 1X PBS with pH=5.69 as the “sample solution”. When the sample solution was displaced 

by 1X PBS with pH=7.41, the TIMES signal was recorded, as shown in Figure 2.7a. One can relate surface 

coverage by MCH to the TIMES signal using the following relations: 
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𝑺𝟏 = 𝑸𝒑𝑯𝟓.𝟔𝟗 − 𝑸𝒑𝑯𝟕.𝟒𝟏   (𝟐) 

𝑺𝟐 = (𝟏 − 𝜶𝑴𝑪𝑯)(𝑸𝒑𝑯𝟓.𝟔𝟗 − 𝑸𝒑𝑯𝟕.𝟒𝟏)  (𝟑) 

where S1 and S2 are the TIMES signals with and without MCH surface treatment and αMCH is the fractional 

area coverage by MCH molecule. From equation (2) and (3), we obtain: 

𝜶𝑴𝑪𝑯 = 𝟏 −
𝑺𝟐

𝑺𝟏
   (𝟒) 

Figure 2.7a shows the TIMES signals of the above experiment, and the fractional surface coverage 

for MCH molecule was found to be αMCH=0.944±0.004, as indicated in the first row of Table 2.1. The result 

shows that 94.4±0.4% of electrode surface area has been covered by MCH as an effective agent to prevent 

non-specific binding in biosensing.  

  Next we performed experiment with bonding of thiol-modified ssDNA probe of different 

concentrations (1µM, 10nM and 100pM) to the Pt surface. The ssDNA solution was introduced to the 

sensing electrode and kept overnight to reach the equilibrium state. Then the channel with the ssDNA 

treated electrode was filled up with the “sample solution” of 1X PBS with pH=5.69. TIMES signals were 

recorded when the sample solution was displaced by the reference buffer (1X PBS with pH=7.41). 

Following the measurement, 1 mM MCH was introduced to the ssDNA treated electrode as a blocking 

agent to cover areas uncovered by ssDNA. Following the same procedure described previously, we 

measured TIMES signal after MCH treatment. For the ssDNA/MCH treated surface, the signals are 

expected to follow the relations: 

𝑺𝟒 = (𝟏 − 𝜶𝒔𝒔𝑫𝑵𝑨)(𝑸𝒑𝑯𝟓.𝟔𝟗 − 𝑸𝒑𝑯𝟕.𝟒𝟏)  (𝟓) 

𝑺𝟓 = (𝟏 − 𝜶𝒔𝒔𝑫𝑵𝑨 − 𝜶𝑴𝑪𝑯)(𝑸𝒑𝑯𝟓.𝟔𝟗 − 𝑸𝒑𝑯𝟕.𝟒𝟏)  (𝟔) 

where S4 and S5 are the TIMES signals after ssDNA modification and after MCH treatment, respectively. 

From equation (2), (5) and (6), we can obtain the fractional surface coverage by ssDNA (αssDNA) and by 

MCH (αMCH). The TIMES signals for different ssDNA concentrations and for the MCH treatment that 

followed the ssDNA surface modification are shown in Figure 2.7b-d. 
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Figure 2.7. TIMES signals produced by displacing 1X PBS (pH=5.69) by 1X PBS buffer (pH=7.41) under 

different surface modification. (a) MCH treatment only, (b) 1µM ssDNA modification followed by MCH 

treatment, (c) 10nM ssDNA modification followed by MCH treatment (d) 100pM ssDNA modification 

followed by MCH treatment. 

 

The fractional surface coverage by ssDNA and MCH under different conditions is listed in Table 

2.1. It was found that when the ssDNA volume concentration changes from 1µM to 100pM, the surface 

coverage over the Pt surface changes from 48.2±3.3% to 12.2±0.8%. The results approximately follow the 

logarithmic relation: 

𝛼𝐷𝑁𝐴~𝛼𝐷𝑁𝐴𝑜𝑙𝑜𝑔 (
𝑛𝐷𝑁𝐴

𝑛𝐷𝑁𝐴𝑜
) 

Another interesting insight is that in all cases, the total fractional surface coverage by ssDNA and 

MCH is between 82.2 and 91.5% and never reaches 100%. Even with MCH alone, the surface coverage is 

94.3% instead of 100%. One possible explanation for this phenomenon is that the surface molecules repel 
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molecules of the same charge polarity. Since thiol-modified DNA contains higher charge density in its 

sugar backbone than MCH molecule, we have observed higher percentage of coverage by MCH alone (94%) 

than by ssDNA/MCH combination (82-91%). This hypothesis is also consistent with the observation that 

the lowest surface coverage (82%) was obtained from the sample having the highest ssDNA coverage32. 

The above findings, made possible by the technique of measuring molecular surface coverage, shed light 

on the design and optimization of biosensors based on binding with surface probes.  

 

 Table 2.1. Fraction of surface coverage by MCH and ssDNA/MCH surface treatments 

Condition 

Surface coverage (%) 

ssDNA MCH ssDNA+MCH 

1 mM MCH - 94.3±0.3 - 

1 µM ssDNA followed by MCH 48.2±3.3 33.9±3.1 82.2±0.9 

10 nM ssDNA followed by MCH 22.6±1.7 69.0±1.6 91.5±0.2 

100 pM ssDNA followed by MCH 12.2±0.8 78.8±0.6 91.1±0.7 
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2.4 Conclusions 

TIMES method has been proved to be capable of measuring surface charge density with high signal 

quality. By using the ZSC solution to the Pt electrode as a reference, we were able to measure the actual 

value of surface charge density for any chosen buffer suitable for biochemical applications. Using the 

TIMES method and the designed experimental procedures, we have shown quantitatively how the surface 

charge density is affected by the ionic strength, pH value and type of buffer. Taking advantage of the salient 

feature that any molecules, charged or not, immobilized on the surface does not contribute to the TIMES 

signal, we have developed schemes to measure surface coverage for immobilized molecules. We have used 

thiol-modified ssDNA and MCH molecules as examples to prove the concept. Finally, although in this 

study we have used time integrated TIMES signals for surface charge and surface coverage measurements, 

we should mention that rich information is also contained in the temporal waveform of the TIMES signal, 

which may provide insight about kinetics and charge transport at the solid/liquid interface, as an interesting 

subject for future study. 
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Chapter 3 

Protein-Ligand Interaction Measurement  

 

3.1 Introduction  

Determining the binding affinity between proteins and ligand molecules is essential for drug 

discovery and studies of bio-chemical reactions33-34. To obtain such important information, numerous 

techniques have been developed to measure the dissociation constant (KD) for protein ligand reactions, 

including sur-face plasmon resonance (SPR)35-38, isothermal calorimetry (ITC)39-41, fluorescence resonance 

energy transfer (FRET)42-44, biologically modified field-effect-transistors (BioFET)45-48 and electrophoretic 

mobility shift assay (EMSA)49-51. However, these existing techniques have their limitations. The SPR and 

BioFET techniques measure reactions with surface immobilized ligands, affecting the reaction entropy and 

3D configurations of protein. Also, the effects of surface steric hindrance as well as molecular transport 

from solution to surface can affect both the kinetics and thermodynamics of the reaction27-28. For FRET, the 

fluorescent labeling of molecules could interfere with the active sites of the molecules, thus disrupting 

interactions with small molecules52. Also, the chemistry of FRET pairs imposes constraints and adds costs 

to the reactions. For EMSA, it requires labeling and detects mobility change of the molecules under an 
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external electric field. The non-equilibrium state of molecules during the electrophoretic process could 

result in underestimating of the binding affinity53. To eliminate molecular labeling and immobilization, ITC 

has become a commonly used technique to characterize protein-ligand interactions by measuring reaction 

heat. Nevertheless, ITC is a slow technique with relatively low throughput, and consumes a large amount 

of reagents54. It also has difficulties in detecting non-covalent complexes exhibiting rather small binding 

enthalpy.  

 

Some time ago, we invented the method of transient induced molecular electronic signal (TIMES) 

to measure protein-ligand reactions in a label-free and immobilization-free manner29-30. In the TIMES 

technique, the reaction occurs in solution, and the reaction products are brought to an electrode surface via 

a microfluidic channel. The molecular constituents in the laminar flow approach the electrode by diffusion 

and induce changes in the surface charge on the electrode surface, generating a transient current that is 

amplified by a transimpedance amplifier connected to the electrode. By analyzing the transient current 

signal, the TIMES technique has shown the ability of measuring reaction KD. Like the ITC technique, the 

TIMES method measures the quintessential KD for reactions in solution. It also has the advantages of high 

throughput and low reagent consumption in a microfluidic environment. However, later studies found the 

analysis of transient current signals can suffer from reproducibility problems due to signal-to-noise limits, 

amplifier bandwidth limit, and external interfaces (e.g. syringe pumps or control valves). Another limit is 

that the mathematical model used to extract KD is based on the assumption of superposition, which means 

the surface concentration of one constituent is not affected by the surface concentration of another 

constituent. This condition is met only when the overall surface concentration is low or the dwelling time 

for each molecule (i.e. the amount of time the molecule is in contact with the electrode surface) is short. 

Otherwise, the measured reaction KD can be erroneous. To overcome this limit, in this paper we have 

modified the TIMES method by (a) integrating the current signal to obtain the change of surface charge 

density relative to the sur-face charge in contact with a reference buffer and (b) measuring the signal when 

the temporarily adsorbed molecules leave the electrode surface instead of approaching the electrode surface. 
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The former removes the effect of current fluctuations and results in excellent signal-to-noise ratio. 

The latter improves the measurement reproducibility and controllability since the measurement is made 

during buffer wash when no molecule of interest is present in the flow, a condition we can confidently 

establish and repeat. In addition, by measuring only the adsorbed molecules leaving the electrode surface 

(i.e. a reversible process), the current method is no longer affected by any residual irreversible reactions 

occurred between the surface and our molecules of interest. Finally, without analyzing the transient current, 

the physical model can be simplified without the assumption of superposition. In fact, one can obtain KD 

by visualization of the data without going through detailed models, making the method more intuitive and 

user friendly. To distinguish the method from the previous approach, we name the method presented here 

i-TIMES. 

 

3.2 Experimental setup and procedures  

Figure 3.1. (a) Schematic of device design and i-TIMES setup. (b) A typical i-TIMES signal produced by 

displacing the bio-sample with a reference buffer over the sensing electrode. (c) The surface charge density 

versus time after integration of the current signal. 

 

The i-TIMES system setup is shown in Figure 3.1a. Two Pt electrodes, one being sensing electrode 

and another being reference electrode, are in each branch of a Y-shaped microfluidic channel. Each Pt 

electrode has an area of 1x1 mm2 and each branch of the Y-shaped microfluidic channel is 1 mm wide and 

30μm high, made of PDMS bonded to a glass substrate where the Pt electrodes are fabricated. The two 

electrodes are connected to the inputs of a transimpedance amplifier (TIA) that turns the current signal into 
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a voltage output. The output voltage of the TIA is amplified by a voltage amplifier and digitized by a data 

acquisition board (DAQ). By reversing the above signal path, one can find the actual magnitude and polarity 

of current signal induced by the molecules near the sensing electrode. By integrating the current signal over 

time, the surface charge induced by the molecules is obtained.  

We used the following procedure to conduct the experiment. At first, we filled both branches of 

microfluidic channels with reference buffer (1X PBS, pH = 7.41). Then the reference buffer in the channel 

with the sensing electrode is replaced by the solution containing the molecules under test (i.e. ligand and/or 

protein). The pH value of the solution was adjusted to assure that in all tests with different molecular 

concentrations, the pH value of the solution remains the same. This step is important in order to remove the 

pH effect from the i-TIMES signal. The sensing electrode was soaked in the solution for 3 minutes to reach 

equilibrium between the molecules in the solution and the molecules on the electrode surface. Then we 

displaced the solution above the sensing electrode with reference buffer (1X PBS, pH =7.41). The current 

signal was measured during this “washing” process. Such current signal was produced by washing off the 

molecules that were adsorbed to the electrode surface or in close proximity (within the Debye length) to 

the electrode. Therefore, the integrated current signal during the washing process results from the change 

of surface charge induced by molecules that move away from the sensing electrode, subtracted by ions that 

take the place left by the departing molecules. The typical current signal and surface charge density from 

the above procedure are shown in Figure 3.1b and 3.1c. Here we are most interested in the change in surface 

charge represented by the equation shown in below:  

𝑸𝑻 = ∫ 𝑰(𝝉)𝒅𝝉
𝒕

𝟎

= 𝑸𝒔𝒂𝒎𝒑𝒍𝒆 − 𝑸𝒓𝒆𝒇𝒆𝒓𝒆𝒏𝒄𝒆  (𝟏) 

where QT is the charge density integrated from the current signal, Qsample is the surface charge in the double 

layer of the sample solution and Qreference is the corresponding quantity for the reference buffer.  

In the following we report a series of tests using various protein ligand pairs to assess the 

performance and feasibility of the i-TIMES method. We also design negative control experiment with non-

reacting protein and ligand. For all the measurements reported in the paper, we first measure the dependence 



 25 
 

of sur-face charge density on the protein concentration and ligand concentration separately. Then we 

measure the surface charge density when the protein and ligand are mixed with a 1:1 ratio. To assure 

reaction equilibrium, all protein ligand mixture solutions are left for 2 hours with gentle agitation before 

test. In all the measurements, we keep the pH value of the solution constant (within±0.01), which can be 

done by adding a very small amount of NaOH or HCl in the solution with negligible effect on the ionic 

strength of the solution.  

All experimental data presented in this paper as well as the results in our earlier publication show 

the surface charge signal have piecewise linear dependence on the logarithmic molecular concentration55. 

The slope of the curve and the turning point(s) of the piecewise linear curve contain important information 

about the molecular behaviors on the electrode surface, which we will use to determine the KD. We can 

treat the slopes and the turning points between sections of different slopes as the fingerprint of each type of 

molecule. When two reacting molecules are mixed in a 1:1 ratio and the equilibrium state is established, a 

significant amount of the protein-ligand complex is formed if the initial concentration of each molecule is 

near or above the KD. Simple analysis shows that if the initial protein and ligand concentration is close to 

KD, the complex:protein:ligand volume concentration ratio is approximately 7:4:4. The presence of 

significant amount of “new” molecule (i.e. protein-ligand com-plex) gives rise to different slopes and 

turning points for the piecewise linear curve of surface charge density, from which one can directly find the 

KD. 
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3.3 Results and discussions 

Measurements with lysozyme, TriNAG and their mixture 

Lysozyme is an antimicrobial enzyme that forms part of the innate immune system. TriNAG is an 

inhibitor which binds to the active site of lysozyme with a dissociation constant of 10-30 µM according to 

literatures30, 56-57. Fig. 3.2a and 3.2b show the lysozyme measurement in the concentration range from 

200uM to 0.3nM. Fig. 3.2c is the integral of signal for each concentration from Fig. 3.2a and 3.2b. Each 

data shown in Fig 3.2c is average of 3 measurements, and the deviation is nearly Indistinguishable, showing 

the excellent repeatability. The piecewise linear characteristic is shown clearly in Fig. 3.2c, two turning 

points are observed at around 10nM and 90uM, respectively.  

        
Figure 3.2. i-TIMES signal of (a) lysozyme (higher concentration), (b) lysozyme (lower concentration) and 

(c) dependence of surface charge density on lysozyme concentration (blue).  The error bars show the 

range of 3 measurements. 
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A similar characteristic is observed for TriNAG measurement. Fig. 3.3a and 3.3b show the current 

signal of TriNAG and 1:1 Lysozyme/TriNAG mixture, and Fig. 3.3c shows the integral signal for 

Lysozyme, TriNAG, and mixture. Again, all curves show piecewise linear characteristics. Compared to the 

data with Lysozyme alone and TriNAG alone, the curve for mixture shows a distinct turning point at 10uM, 

which is close to the KD of the reaction.  

 

Figure 3.3. i-TIMES signal for (a) TriNAG, (b) 1:1 mixture of TriNAG and lysozyme. (c) Surface charge 

density of Lysozyme (blue), TriNAG (green) and the TRiNAG/Lysozyme 1:1 mixture (dark blue).  The red 

arrow indicates the turning point that is approximately equal to the reaction dissociation constant KD. 
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Measurement with lysozyme, aptamer, and their mixture 

In another experiment, we applied the i-TIMES method to measure protein-aptamer interaction. 

Aptamers are single-stranded oligonucleotides that can be folded into unique conformations and show high 

binding affinity to specific target molecule. Using aptamers as ligands for target proteins can be attractive 

because aptamers can work with a wide range of targets, have high binding affinity and stability, and are 

easy and inexpensive to produce by polymerase chain reaction (PCR). Literatures have shown several 

aptamers can react with lysozyme58. In our experiment, we use the aptamer sequence GCA GCT AAG CAG 

GCG GCT CAC AAA ACC ATT CGC ATG CGG C for lysozyme binding, which is reported to produce 

a KD of around 3nM. 

      

Figure 3.4. i-TIMES signal of (a) Aptamer molecule and (b) 1:1 mixture of aptamer and lysozyme. (c) 

Surface charge density of Lysozyme (blue), Aptamer (light green) and 1:1 mixture of aptamer and lysozyme 

(pink). The inset shows the detailed surface charge density of lysozyme (blue) and 1:1 mixture of aptamer 

and lysozyme (pink). The red arrow indicates the turning point that is approximately equal to KD. 
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Fig. 3.4a and 3.4b show the aptamer and 1:1 Lysozyme/aptamer mixture signal curve, and Fig. 3.4c 

shows the charge density with lysozyme alone, aptamer alone, and mixture curve. A notable feature can be 

observed that the aptamer curve is totally different from the other two curve. Aptamer is negative charged, 

so the sign of charge is not the same as lysozyme. For the curve of mixture, the trend is close to the curve 

of lysozyme alone, which is significantly different from the curve of aptamer, showing that the charge 

property of mixture changed. In the closer look at mixture curve, in the insert plot of Fig. 3.4c. a turning 

point can be observed, which is located at around 3nM and is close to the KD value for lysozyme and 

aptamer interaction.  

 

Measurements with lysozyme, pABA and their mixture for negative control 

A negative control is performed. The molecule p-aminobenzamidine (p-ABA) is chosen as non-

reactive ligand with lysozyme. Fig. 3.5a and 3.5b show the signal for p-ABA alone and 1:1 p-

ABA/lysozyme mixture measurement. With the same strategy to plot the charge density with concentration 

cure, as shown in Fig. 3.5c, the curve for mixture is very close to the curve of lysozyme alone. The additional 

turning point or slope changing is absence in mixture curve, indicating the lack of new molecules produced 

with this reaction. This result shows no interaction between lysozyme and p-ABA.  
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Figure 3.5. i-TIMES signal of molecule (a) pABA (b) its complex with Lysozyme. (c) Surface charge 

density of Lysozyme (blue), pABA (orange) and its complex (red). 

 

 

Measurements with RNaseA, 3’-UMP and their mixture 

In another experiment to demonstrate the utility of i-TIMES technique for label-free detection of 

molecular interactions, we characterized the reaction of RNaseA and its ligand. RNaseA plays an important 

role in cleaving single-stranded RNA and its property as an enzyme has been studied extensively. The 

dissociation constant KD between RNaseA and its ligand, 3’-UMP, has been reported to be 9.7±0.9 µM59. 
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Figure 3.6. i-TIMES signal of molecule (a) RNaseA, (b) 3’-UMP, (c) its complex. (d) Surface charge 

density of RNaseA (purple), 3’-UMP (light blue) and its complex (black). The red arrow indicates the 

turning point at the concentration of KD value. 

 

Fig. 3.6a, 3.6b, and 3.6c show the signal for RNaseA alone, 3’-UMP alone and 1:1 RNaseA/3’-

UMP mixture. The integral charge versus concentrations for each sample measurement is plot in Fig. 3.6d. 

As the same characteristic observed earlier, the piecewise linear relation can be seen. From Fig. 3.6d, an 

additional turning point is shown, and it is located around at 10uM, which is very close the KD value for 

RNaseA and 3’-UMP interaction.  

 

3.4 Physical model of i-TIMES 

In this section we propose a physical model to describe the piecewise linear characteristics of 

surface charge density and molecular concentration in logarithmic scale. We stress that the measured 

current signal comes from the mobile charge that leaves the electrode surface during washing.  These mobile 

charges, present in the so-called double layers at the electrode liquid interface, are established when the 
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electrode in the microfluidic channel is immersed in the solution that contains the molecule. When the 

solution is displaced by the washing buffer, a new equilibrium state between the washing buffer and the 

electrode is established and the motions of charges in the double layer to establish the new equilibrium state 

gives rise to the current signal. When integrated, we obtain the total amount of change in surface charge. 

We assume that when the electrode is immersed in the solution containing a given kind of molecule, the 

surface concentration, 𝑛𝑠, and the volume concentration, 𝑛, of the molecule follow the relation, 

𝒏𝒔 = (
𝒌𝒂

𝒌𝒅
) 𝒏𝒆−𝒒𝜻/𝒌𝑻   (𝟐) 

Where 𝑘𝑎 and 𝑘𝑑 are the adsorption and desorption coefficients of the molecule at the electrode 

surface, 𝜁 is the zeta potential, 𝑘 is Boltzmann constant, 𝑇 is absolute temperature, and 𝑞 is the “effective 

charge” of the molecule. Here effective charge can be different than the actual charge of the molecule in 

the buffer due to (partial) charge screening (meaning the molecule is “dressed” by ions around it) and the 

local change in the pH value. Since proton distribution near the liquid/electrode interface is affected by the 

potential profile within the Debye length, the molecule at the electrode surface could experience a different 

local pH value and subsequently, a different charge than it does in the bulk. All these effects determine the 

effective charge of the molecule near the electrode surface. We further hypothesize that the zeta potential 

is affected by the surface charge density according to Equation (3), 

𝜻 = 𝜻𝒐 −
𝟏

𝑪𝑻
𝑸𝑻   (𝟑) 

Where 𝑄𝑇 is the change in surface charge, the quantity we measure as i-TIMES signal. 𝐶𝑇 is the 

effective capacitance experienced by 𝑄𝑇. Equation (3) can also be viewed as the first term in the Taylor 

series expansion of zeta potential over the surface charge density. Physically, we can represent 𝐶𝑇 by the 

series of two capacitances, the capacitance associated with the Debye length and the capacitance due to the 

(partial) layer deposition of the molecule. 
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𝟏

𝑪𝑻
=

𝟏

𝑪𝑫
+

𝟏

𝑪𝑴
~

𝟏

𝑪𝑴
   (𝟒) 

We can write 
𝟏

𝑪𝑫
=

𝑳𝑫

𝑨𝝐𝒐𝝐𝑯𝟐𝑶
 (A: area of electrode, 𝑳𝑫: Debye length, 𝛜𝐨: permittivity in vacuum, and 

𝛜𝐇𝟐𝐎: dielectric constant of water) and 
𝟏

𝐂𝐌
=

𝐝𝐌

𝐀𝐌𝛜𝐨𝛜𝐌
 (AM: effective area covered by the molecule, 𝐝𝐌: 

effective thickness of the molecular deposition, and 𝛜𝐌: dielectric constant of molecule).  For typical ionic 

strength of the buffer, 𝐂𝐃 ≫ 𝐂𝐌, thus leading to the approximation in (4).  We can further model 𝐂𝐌 as 

below 

 

𝐂𝐌 = 𝐂𝐌𝐨[𝛂 𝐮(𝐧𝐭𝐡 − 𝐧) + 𝛃𝐮(𝐧 − 𝐧𝐭𝐡)]    𝐰𝐡𝐞𝐧   𝐧 > 𝐧𝐨 

= 𝛂𝐂𝐌𝐨 (
𝐧

𝐧𝐨
)    𝐰𝐡𝐞𝐧    𝐧 < 𝐧𝐨   (𝟓) 

 

Where 𝐂𝐌𝐨 =
𝐀𝛜𝐨𝛜𝐌

𝐝𝐌
 is the capacitance of adsorbed molecules over the entire area of electrode.  𝐧𝐨 

is the concentration above which the linear relation between the surface coverage and the molecular 

concentration ceases to hold.  In most of our measurements, the molecular concentration is actually greater 

than 𝐧𝐨. 𝐮 is the unit step function. 𝐧𝐭𝐡 denotes the threshold molecular volume concentration above which 

the capacitance 𝐂𝐌 experiences a sudden change from 𝛂𝐂𝐌𝐨 to 𝛃𝐂𝐌𝐨likely due to molecular structural 

change on the electrode surface (e.g. protein denature or collapse on the metal surface).  

Separately, we approximate the relation between 𝐐𝐓 and the surface molecular concentration with 

Equation (6), 

𝐐𝐓 = 𝐪′𝐧𝐬 (𝟏 −
𝐧𝐬

𝐧𝐬𝐚
)    (𝟔) 
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Where 𝒒′  is the change in the surface charge due to departure of a single molecule from the 

electrode surface. The value or even the sign of 𝒒′ can be different from the actual charge because ions may 

take the place left by the molecule and the value of 𝒒′ depends on the ionic strength, buffer concentration, 

and pH value of the solution besides the charge of the molecule itself.  In other words, 𝒒′ may not be zero 

even for a charge neutral molecule.  Here we introduce a parameter, 𝒏𝒔𝒂, above which the sign of the signal 

may even change.  Part of the reason is that even though we control the pH value of the solution to be 

constant for solutions of different molecular concentration, the actual pH value (i.e. proton concentration 

profile) near the electrode surface is affected by the zeta potential. As zeta potential changes, the “local” 

pH value changes and this can alter the magnitude and even polarity of the charge contained by the molecule.  

Hence, we introduce an empirical relation in Equation (6) to model this effect. Later on, we will find that 

the detailed relation in Equation (6) will not affect our ability to fit the experimental results. 

From Equations. (2) and (3), we have 

𝐧𝐬 = (
𝐤𝐚

𝐤𝐝
) 𝐧𝐞−𝐪𝛇𝐨/𝐤𝐓𝐞𝐪𝐐𝐓/𝐂𝐓𝐤𝐓    (𝟕) 

The relation between the surface charge at two volume concentrations can be represented as 

  

𝐥𝐨𝐠 (
𝐧𝟐

𝐧𝟏
) = 𝐥𝐨𝐠 (

𝐧𝐬𝟐

𝐧𝐬𝟏
) − 𝟎. 𝟒𝟑𝟒

𝐪

𝐤𝐓𝐂𝐓
(𝐐𝐓𝟐 − 𝐐𝐓𝟏)     (𝟖) 

From Equation (6), 𝑸𝑻~𝒒′𝒏𝒔 𝒊𝒇 𝒏𝒔 ≪ 𝒏𝒔𝒂     𝒂𝒏𝒅    𝑸𝑻~ − 𝒒′ 𝒏𝒔
𝟐

𝒏𝒔𝒐
    𝒊𝒇 𝒏𝒔 ≫ 𝒏𝒔𝒂. Therefore, 

 

𝐧𝐬𝟐

𝐧𝐬𝟏
~

𝐐𝐓𝟐

𝐐𝐓𝟏
  𝐢𝐟 𝐧𝐬𝟏,𝟐 ≪ 𝐧𝐬𝐚    𝐨𝐫    

𝐧𝐬𝟐

𝐧𝐬𝟏
~√

𝐐𝐓𝟐

𝐐𝐓𝟏
   𝐢𝐟 𝐧𝐬𝟏,𝟐 ≫ 𝐧𝐬𝐚   (𝟗) 
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Substituting Equation (9) into Equation (8), we obtain 

 

𝐥𝐨𝐠 (
𝐧𝟐

𝐧𝟏
) = −𝟎. 𝟒𝟑𝟒

𝐪

𝐤𝐓𝐂𝐓
(𝐐𝐓𝟐 − 𝐐𝐓𝟏) +

𝟏

𝛄
𝐥𝐨𝐠 (

𝐐𝐓𝟐

𝐐𝐓𝟏
)    (𝟏𝟎) 

 

where 𝛄 = 𝟏 𝐢𝐟 𝐧𝐬𝟏,𝟐 ≪ 𝐧𝐬𝐚 𝐚𝐧𝐝 𝛄 = 𝟐 𝐢𝐟 𝐧𝐬𝟏,𝟐 ≫ 𝐧𝐬𝐚. 

Since the 𝒍𝒐𝒈 (
𝑸𝑻𝟐

𝑸𝑻𝟏
) term is much smaller and changes much slowly than the (𝑸𝑻𝟐 − 𝑸𝑻𝟏) term 

unless the value 𝑸𝑻𝟏 𝒂𝒏𝒅 𝑸𝑻𝟐 are both very small, we can ignore the second term in most cases of our 

measurements.  Then Equation (10) can be reduced to Equation (11) using the relation in Equation (5), 

 

𝐐𝐓𝟐 − 𝐐𝐓𝟏

𝐥𝐨𝐠 (
𝐧𝟐
𝐧𝟏

)
≅ −𝛂

𝐤𝐓𝐂𝐌𝐨

𝟐. 𝟑𝐪
≡ 𝐏𝛂 𝐰𝐡𝐞𝐧  𝐧𝐨 < 𝐧𝟏,𝟐 < 𝐧𝐭𝐡   (𝟏𝟏𝐚) 

𝐐𝐓𝟐 − 𝐐𝐓𝟏

𝐥𝐨𝐠 (
𝐧𝟐
𝐧𝟏

)
≅ −𝛃

𝐤𝐓𝐂𝐌𝐨

𝟐. 𝟑𝐪
≡ 𝐏𝛃  𝐰𝐡𝐞𝐧  𝐧𝟏,𝟐 > 𝐧𝐭𝐡   (𝟏𝟏𝐛) 

The model describes the piecewise linear characteristics between the surface charge density change and the 

logarithmic concentration. 

To summarize, in a semi-empirical model, we can describe the general behaviors of the i-TIMES 

signal over a wide concentration range.  For each kind of molecule, its i-TIMES signal can be depicted by 

a set of parameters: 𝑷𝜶, 𝑷𝜷, 𝒏𝒕𝒉.  The turning point of piecewise linear curve occurs at the concentration 

𝒏𝒕𝒉.  All three key parameters in the model can be directly obtained experimentally and are summarized in 

Table 3.1. When a new type of molecule is present in a significant amount, its features appear in the i-

TIMES and are most distinctly represented by the turning points, enabling us to tell the dissociation constant 
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directly from the i-TIMES signal.  Finally, observing the ratio of the slopes 𝜸 =
𝑷𝜷

𝑷𝜶
 in Table 3.1, we find 

that the slope ratio, 𝜸, is related to the molecular weight or the size of the molecule.  Larger molecules tend 

to have a greater value of 𝜸, which seems to suggest that when denatured or collapsed to the electrode 

surface, the effective thickness of the molecule, 𝒅𝑴, decreases and the effective dielectric constant, 𝝐𝑴, 

increases, causing significant increase in the capacitance in Equation (5).  Future work with molecular 

dynamic simulations may provide insight for this interesting trend that seems to provide a good intuitive 

explanation for the experimental observations from the i-TIMES data. 

 

Table 3.1. Parameters of each molecule obtained from i-TIMES measurements 

 

 

 

3.5 Conclusions 

By integrating the transient induced molecular electronic signals, we have demonstrated the i-TIMES 

technique for label-free, immobilization-free detection of protein-ligand interactions to measure the 

reaction KD. To evaluate the viability of the technique, we have used lysozyme protein with TriNAG and 

aptamer ligands for positive control and pABA for negative control and used RNaseA and 3’UMP as 

another set of protein-ligand pair. The results show the existence of clear features in the i-TIMES signal at 
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concentrations that are very close to the reaction KD. We have also developed a semi-empirical model to 

elucidate the physical process giving rise to the i-TIMES signal.  

Overall, our results indicate that the i-TIMES technique is highly sensitive to the physical and 

chemical properties of large and small molecules and each type of molecule can produce a unique footprint 

in its i-TIMES signal. Although the work is exploratory, the results we have demonstrated are highly 

encouraging and there are evidences that i-TIMES signal contains rich information awaiting us to decipher. 

Technologically, i-TIMES provides an accurate and convenient tool for quantitative study of molecular 

interactions without molecular labeling or immobilization. The technique can be attractive to many 

applications including drug discovery. 
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Chapter 4  

Paper-Based TIMES Measurement 

 

 

4.1 Introduction 

Paper-based analytical devices (PAD) have attracted attention in recent years, especially in the area 

of point-of-care (POC) clinical diagnostics, owing to several advantages including low cost, simple 

operation, low sample consuming, and disposability.60 Variety of fabrication techniques were developed to 

expand the utilization of paper-based devices in environmental monitoring, biomedical applications, and 

applications in the energy sector, showing high potential in being an alternative sensor device61-62. 

Detection is an important consideration in the development of PADs, especially in clinical 

diagnostics studies - the high accuracy of target detection is always one of the first priorities. Colorimetric 

readout is the most common method used for qualitative or quantitative measurement.63 The chemical 

reaction on paper is accompanied with the color change, and it is proportional to the quantity of the 

chemicals that are present on the paper. However, colorimetric readout is limited by its low sensitivity. The 

poor sensitivity is attributed to the uneven colorimetric distribution of substance and background noise 

coming from the environment illumination, leading the result to be prone to fault.  
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Electrochemical readout provides an alternative method for PAD detection. The first 

electrochemical PAD was developed by Whitesides et al. in 200764, and more related works were developed 

subsequently65-67. The redox active compound, such as metals68-69 and redox active small molecules70, can 

be directly detected by chronoamperometry65, 67 or variety of voltammetry measurements, such as the anodic 

stripping voltammetry (ASV)71 and square wave voltammetry are commonly used72. Detection of analytes 

that are not redox active can be done with potentiometry measurement, such as ion selective sensing73.  

Biomedical detections are getting more attention because of the interest in enzymatic reactions. 

Enzymatic detection is based on the detection of an electroactive enzymatic by-product or redox mediator 

to quantify the presence of targeted material. The concept of utilization of electrochemical detection in 

enzyme-linked immunosorbent assays (ELISAs) was first introduced by Li et al. in 201074. The detection 

of antibody-antigen binding events is based on the redox of conjugated enzyme on the reporter molecule75, 

in which the charge transfer generated along with the presence of enzyme active product. Most enzymatic 

reactions generate current and can be detected through chronoamperometry measurement76, and still other 

types of voltammetry are used to improve the sensitivity70. 

The elements of paper-based devices include not only paper substrate, but also embedded 

electrodes for detection. Most recent studies focus on the strategy of improving fabrication of the electrode 

to improve analyte detection. The strategies rely on fabricating electrodes that are patterned on the paper 

by using such techniques, screen printing77, inject-ink printing78-79 or metal sputtering80. In the current 

strategy for target detection, the interested analytes are needed to be immobilized on the electrode surface, 

leading the consequence for selecting material of electrode and chemical reaction of immobilization are 

taken into considerations. Those limitations reduce the scope of application for electrochemical PAD. 

Instead of the usual amperometry or voltammetry measurement, we present a novel paper-based 

electrochemical detection method that directly measures analyte reaction without any electrode 

modification or complicated process, which improves the limitations from previous measurement methods. 
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This feasible measurement is done by directly measuring a chemical reaction on pre-wetted paper, which 

is directly attached to a metal electrode where the current response can then be directly recorded in real 

time. As the paper is made of cellulose fibers, the crossed-stacked and interconnected structure provides 

not only flexibility but also mechanical stability61-62. The porous structure of paper is considered an ideal 

medium for analyte molecules contained in the water phase. A thin liquid layer formed in the pre-wetted 

paper-to-electrode interface offers a pass for the analyte molecule to deliver through the porous structure 

of paper to the electrode surface. The analyte can then be detected by current response, and the current is 

amplified by the external equipment. 

We present our work by studying amino acid detection under ninhydrin reaction, and IgG detection 

through antibodies binding reaction. These two well-known reactions have been applied to many techniques; 

however, they have seldom been studied in the field of paper-based electrochemical reading. Here, we 

present those reactions not only because they are the most commonplace form of study, but also to introduce 

the possibility of novelty in future applications. 

The most common amino acid detection is through a ninhydrin reaction - producing Ruhemann’s 

purple in the process - commonly used in protein chromatography and fingerprint detection. In our study, 

we recorded the electronic response that occurred when binding ninhydrin with varying amino acid 

concentrations. Without any manipulation of the electrode, we established a consistent trend based on the 

various concentrations that we used.  

IgG is the most common biomarker used for clinical diagnostics, where extensive studies have been 

developed for a variety of research areas, especially used for lateral flow assay (LFA)63. In our work, the 

Goat-antibody and Goat-IgG were used as an example to demonstrate the antibody binding interaction. The 

binding event that occurs on paper can be directly recorded with current response without immobilization 

of the antibody on the electrode surface or the use of a blocking reagent that is presented in ELISA base 

measurement. Here, we reduce the elaborate work on electrode fabrication, since the reaction is directly 
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measured by using disposable paper. Besides, no immobilization or modification of the electrode is needed 

during the measurement. The kinetics analysis is developed in our methodology, along with a comparison 

with surface plasmon resonance (SPR) analytics. This immobilized free detection method provides a kinetic 

study which introduces a much more feasible and portable way for further applications, with an especially 

high potential towards an alternative readout for LFA detection.  

 

4.2 Results and discussions 

Experiment setup  

Fig. 4.1(a) Shows the overall setup of paper-based TIMES system. The two Pt electrodes are 

sputtered onto the glass slide, one serves as reference electrode, the other serves as sensing electrode. These 

two electrodes are circular shape with 4mm diameter, and the extended wire of each electrode is connected 

to inputs of transimpedance amplifier (TIA, SR-570, Stanford Research system, Inc, USA), in which the 

input current signal will be transferred into voltage output. The output voltage signal then be amplified by 

amplifier and digitized by the connected data acquisition board (DAQ, USB-6251, National Instrument, 

USA). The digitized signal is recorded by LabView Signal Express.  

   

Figure 4.1. (a) Setup for paper-based TIMES measurement (b) TIMES current response waveform. 
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When conducting the measurement, the 5X20mm2 filter paper is placed on the glass substrate and 

cover the electrodes. The chosen of filter paper for measurement is important, because the absorbance of 

water for paper would affect the measurement. Specifically, we use 750um thick blotting paper (Whatman○R 

gel blotting paper) and 180um 3MM-chromatography filter paper (Whatman○R cellulose chromatography 

paper) for Ninhydrin reaction measurement and antibody affinity measurement respectively, since these 

two types of paper provide good water absorbance and ideal thickness.  

The reactant solution or buffer that is compatible with the solution used to store analyte targets then 

add onto the paper so that the paper is soaked. To have a better control of wettability of paper, the volume 

of added reactant solution or buffer is fixed to the same amount and that amount saturates the paper enough 

to form a thin liquid layer. The thin film liquid phase is established around the paper and between the 

interface of the electrode surface, so the analyte of the molecule can be delivered to the electrode surface 

and the reaction can be sensed. The data is recorded when a sample/analyte solution is added onto the paper 

where the sensing electrode is located, so the reaction will be recorded. On the other side, to avoid the 

dilution effect, the same reactant solution or buffer is added on the site of the paper where the reference 

electrodes are located, while no reaction occurs at this position. The current response is recorded in around 

15 min, and the typical signal waveform is shown in Fig. 4.1(b). The current signal can be generated directly 

from the redox current due to the chemical reaction, or it can be the induced charge generated from the 

interface where the surface charge density near on the electrode surface is changed by the formation of 

complex molecules, as the previous work we have done on microfluidic TIMES measurements29-30, 55, 81. 

No matter which case is, the measured current is created from the molecular interaction event. Therefore, 

we can analyze the measured signal to estimate the reaction kinetics. In the typical signal curve, we can 

observe that around 100sec mark, the curve starts decreasing, representing the reaction occurs at electrode 

surface and the initial reaction rate can be determined within the first 100 to 200 sec by fitting the slope 

from linear fitting. The initial rate determined by the slope of measured signal can be used to represent in 

the simple equation shown below. A and B represent the two species of reactants in the reaction, m and n 
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represents the reaction order for each reactant respectively, and k is the reaction constant. The estimation 

of overall reaction order can be estimated under this simple form of reaction kinetic formula. If pseudo-first 

order reaction is considered, assuming reactant A is greater than reactant B, the first two terms in reaction 

formula (k and [A]m), will altogether be considered as a constant.   

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑅𝑎𝑡𝑒 (𝑠𝑙𝑜𝑝𝑒) =
𝑑𝑆𝑖𝑔𝑛𝑎𝑙

𝑑𝑡
∝ 𝑘[𝐴]𝑚[𝐵]𝑛   

 

Ninhydrin reaction with Glutamine 

The kinetics of Ninhydrin reaction with amino acids is overall second order, first order in ninhydrin 

and first order in amino acid82-83. Ninhydrin reacts together with amino acids to create a reaction that 

eventually creates the products: CO2, an aldehyde, and Ruhamann’s purple. The rate determining step in 

the mechanism involves a non-protonated amino group causing a nucleophilic-type displacement of an OH 

group of ninhydrin hydrate. Overall, this leads to the requirement of two ninhydrin molecules per one 

molecule of amino acid to form the final product. The overall chemical reaction mechanism is shown below 

in Fig. 4.2. 82-84 

 
Figure 4.2. Ninhydrin reaction mechanism with amino acids. 

 

 

In the measurement process of ninhydrin reaction with glutamine, the ninhydrin solution is 

prepared with 1X PBS from 50mM to 200mM concentrations, and glutamine solution is prepared with 1X 

PBS from 0.5mM to 2mM. Prior to measuring the signal, 80uL of ninhydrin solution is added to saturate 
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the paper. The use of paper for this measurement is 750um thick blotting paper (Whatman○R gel blotting 

paper) because of good solution absorbent. When paper is completely soaked with ninhydrin solution, 2uL 

of glutamine solution is added on the site of paper where sensing electrode is located, while 2uL of 1X PBS 

buffer is added on the site of paper where reference electrode is located. By doing so, the dilution effect of 

reactant can be avoided. Since the concentration of Ninhydrin is much greater than glutamine, the pseudo-

first order reaction is valid to further analysis. 

The negative control experiments are performed. First of all, the ninhydrin solution is added to 

saturate the paper, and 2uL of 1X PBS are added on both sides of the paper. As shown in blue lines in both 

Fig 4.3. and Fig 4.4., the signal shows no reaction response during the buffer addition. This result provides 

that the dilution effect is small and can be ignored. Secondly, 2uL of 1mM glucose solution are added on 

the ninhydrin-saturated paper, where no reaction would occur between glucose and ninhydrin. The signal 

is shown as red lines in Fig. 4.3 and Fig. 4.4. The signal changes little, meaning that no reaction occurs with 

glucose and ninhydrin, and just molecule transportation occurs and can be sensed. This small change of 

signal is still too small and can be ignored. In the above experiments, the true chemical reaction response 

can be measured in real-time. 

Two experimental sets are done with ninhydrin reaction measurement: 

The first experiment was done by keeping the same concentration of ninhydrin but adding different 

glutamine concentration. The same 100mM ninhydrin solution is added as a base solution on paper, and the 

glutamine is added from 0.5mM, 0.7mM, 1mM, 1.4mM and 2mM, respectively. The overall signals are 

shown in Fig. 4.3. The signal starts decreasing at around 100sec, in which the glutamine molecules may 

transport from top to bottom of the paper and react with ninhydrin molecules which the electrodes sense 

the signal change. The reaction can last longer than 15min since the current response has not reached back 

to the original baseline, but given that the restoration back to the baseline would take a significant amount 

of time, we opted to have the recording duration in our measurement be only 15min. For kinetic study, the 
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signal from the first 100-200sec was selected to calculate the initial rate, and the pseudo first order reaction 

is considered. The slope within this 100sec was fitted by linear fitting, and the reaction rate is determined 

by slope, the result is shown in Table 4.1. As concentration of glutamine is increasing by 1.4 times, the 

ratio of slope between each condition is increasing around 1.4 times, which means that the reaction rate is 

linearly proportional to glutamine, and we can determine that the reaction order of glutamine is first order, 

which is consistent with the previous study83. 

    

                         Figure 4.3. Ninhydrin reaction overall signals for experiment set 1. 

                  

                         Table 4.1. Initial reaction rate comparison for experiment set         
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The second experiment was done by changing the ninhydrin concentration and keeping the same 

concentration of addition of glutamine. The same 1mM of glutamine is added to the base ninhydrin solution 

that changes from 50mM, 70mM, 100mM, 140mM, to 200mM. The overall signals are shown in Fig. 4.4. 

Similar observations appeared as compared to the first experiment set; the 1.4 times increase of ninhydrin 

gives the very close reaction rate ratio, which is 1.5 times between each slope. The overall slope ratio is 

shown in Table 4.2. This result is considered a pseudo-first order reaction and validates that the reaction 

rate is proportional to ninhydrin concentration. The first reaction order of ninhydrin and overall second 

order reaction can be determined, and this is still consistent with the previous study83. 

 
Figure 4.4. Ninhydrin reaction overall signals for experiment set 2. 

 

                        Table 4.2. Initial reaction rate comparison for experiment set 2  
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Antibodies binding reaction (Goat IgG-Ab/Goat IgG) 

To conduct the antibody affinity measurement, instead of using standard antibody-antigen binding, 

we chose to utilize the binding mechanism of primary and secondary antibodies, which helps to demonstrate 

our technique is applicable in ELISA electrical detection. The antibodies used in our measurement are 

polyclonal, like in most ELISA studies, polyclonal antibodies were used to increase sensitivity and amplify 

the signal as they allow for multiple binding sites. The primary antibody is Goat anti-Rabbit IgG which will 

be an immobilized antibody onto the paper, and Donkey anti-Sheep/Goat IgG is the secondary antibody 

that works as an analyte antibody. By utilizing the same host species of animal - goat - we were able to 

increase the specificity of the binding to ensure that the data was representative of the binding kinetics of 

the primary and secondary antibodies.  

First of all, the immobilization of the primary antibody was performed by adding 2uL of 0.5mg/mL 

IgG on dry filter paper. The use of paper is 180um 3MM-chromatography filter paper (Whatman○R cellulose 

chromatography paper) for this measurement because of ideal thickness so that the primary antibody is 

immobilized evenly in the inner portion of the paper. After the immobilization spot is dry, the paper strip 

is placed on the electrodes plate, in which the immobilization spot is placed on the sensing electrode, while 

the other side where no immobilization site is placed on the reference electrode. Then 40uL of 1X PBS was 

added to saturate the paper. When recording the signal, 2uL of secondary anti-IgG was added on both sides 

of the paper; this procedure provides the true response coming from the reaction that occurs on the sensing 

site. The overall workflow procedure is illustrated in Fig. 4.5. A negative control experiment is performed, 

in which a secondary anti-IgG was loaded on the paper where no primary IgG was immobilized on either 

site of the paper strip. The negative control signal is shown in blue line in Fig. 4.6, showing the signal 

changes little and no response or reaction occurs. While the reaction responses are also shown in Fig. 4.6. 

As presented, different concentrations of secondary antibodies were loaded from 0.25mg/mL to 1mg/mL 

and reacted with the same concentration (0.5mg/mL) of primary antibody immobilized into paper. As seen 
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in overall signal response, the measured current signal is coming from the binding event that occurs between 

those two antibodies.  

 

Figure 4.5. Working procedure for antibodies interaction measurement. 

 

The initial binding rates were obtained by linear fitting the slope of the first 100-200sec, as shown 

in the dashed lines in Fig. 4.6, and fitting values are list in Table 4.3 for each condition. As the concentration 

of the 2nd antibody increases by 1.4 times, the slope ratio between each condition increases close to 1.2 

times, which is close to the root-square of 1.4. The surface plasmon resonance (SPR) measurement was 

carried out to demonstrate the affinity kinetics of these two antibodies. The analysis of the initial binding 

rate can be simply measured by the tangent of slope at the first signal section where association binding 

occurs85-86, as shown in Sup Fig. 4.1 to Sup Fig. 4.3. The result of SPR analysis is shown in Sup Table 4.1, 

displaying that the initial binding rate that occurs at the first 30-120 sec is increasing 1.4 times as the 2nd 

concentration increases by 2 times. The root-square rule is observed at these two antibodies binding events 

from our TIMES measurement and SPR analysis, showing the binding kinetics for these two antibodies can 
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be first order for 1st antibody, and half-order for 2nd antibody, and overall is one and a half reaction order. 

The assumption of half reaction order was made by multivalence of antibodies87 due to the characteristic of 

polyclonal antibodies that were chosen in our measurement. Even though the complexity of binding kinetics 

for polyclonal antibody cannot be easily analyzed, here, we provide an estimation of binding kinetics for 

biomolecules affinity measurement, and this could help for determination for the occurrence of binding 

event between antibody-antigen, protein-ligand, or any kind of chemical reaction. 

                           

                              Figure 4.6. Overall signals of antibodies binding response 

 

 

                 Table 4.3. Overall initial rate comparison for antibodies binding reaction 
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4.3 Conclusions 

In this work, we demonstrate the chemical and molecular interaction on paper by measuring 

ninhydrin-glutamine reaction and antibodies binding interaction. The current response generated from the 

biological event can directly measured through our TIMES system, and the kinetics of reaction can be 

analyzed through initial rate calculation. But the comprehensive analysis is still under development to 

enhance its compatibility to more study measurement, so more insightful information we can obtain, such 

as reaction constant, association and dissociation constant. Especially for protein-ligand or antibody-

antigen study, we are aiming to develop a methodological measurement for those binding interaction and 

its association and dissociation reaction. Overall, the current results with this paper-based measurement is 

promising, and would have potential on more applications based on this method is immobilization free on 

electrode surface and the paper is disposable, providing a feasible way for alternative readout of LFA 

research area.  
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4.4 Supplement: 

Surface Plasmon Resonance measurement: 

 

                       Sup Figure 4.1. Raw data of SPR measurement 

 

 

         Sup Figure 4.2. Closer image of association region 
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                         Sup Figure 4.3. Initial binding rate dR/dt analysis 

 

 

                     Sup Table 4.1. Slope of Initial rate comparison for SPR. 
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Chapter 5 

Droplet Based Neuronal Enhancer Screening 

 

5.1 Introduction 

5.1-1 Introduction - Neuronal nuclei enhancer screening 

Neurons are biological cells that work like a circuit in human brain to transmit and process external 

information and work like a bridge to communicate each part of human body so to make different 

functionalities work well, such as neurons in visual system and olfactory system, they play unique roles to 

functionalize the body’s activity. The diversity and specialized function of neurons have been intensively 

studied. Particularly previous studies have shown that different types of cortical neurons play distinct role 

in regulations of brain function.88 The cortical neurons extract sensory information and regulate cognitive 

function, thus determine human’s behavior output. Once those functions are disrupted by out of regulation 

of neurons, disorders would occur in human’s behavior, such as schizophrenia and autism.89-90 

In order to understand the role of specific neuron type, in particular, to know how different types 

of neurons contribute to the brain circuit, we need to identify them and manipulate their activity. Currently, 

the well-known techniques to identify cell types are electromyogram (EMG), in which the cells are 
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simulated, and the signals are recorded from the electrode91, and by using the expressing of light-activated 

ion channels (opsins) in mouse cell lines to identify the cell populations92. But such methods are either slow 

and specific, or high-throughput but not specifically target highly specific cell type. Therefore, the most 

interested part of this study is to develop a tool with high-throughput and highly specific cell type targeting. 

Enhancers are short genomic sequences on DNA to regulate transcription from nearby genes. Many 

studies have shown that enhances are regulating cell-type-specific gene expression by using a combination 

of chromatin modification and epigenetic marks mainly generated from histone modifications and DNA 

methylation to identify active enhancer, such methods are ATAC-seq93, REPTILE94, and 

SingleCellFusion95. The active enhancers are highly correlated with specific gene expression for different 

type of cells on both major neuron cell classes and specific subtype of those classes, so it can be high 

potential tool for cell type identity.  

Therefore, in our project goals, we aim to: 

1. Screen candidate cell type-specific enhancer in vivo. 

2. Identify major cell type enhancers using transgenic mouse lines. 

3. Identify more specific sub-type enhancer using fluorescent droplet RT-PCR. 

To screen the candidate enhancers, we first use such methods, ATAC-seq, REPTILE, and 

SingleCellFusion to select the major cell type of interest. These enhancers of major classes (Pv, SSt, and 

Vip) are PCR amplified from mouse genomic DNA and are cloned with 11nt barcodes into an AAV plasmid 

to create a plasmid dictionary. Those plasmid dictionaries are then inserted with a reporter, mCherry-KASH, 

to produce AAv viral libraries for each interneuron class. To create a dictionary/look-up table, we added 

illumine adaptors to each plasmid dictionary by PCR and perform paired end sequencing to associate 

enhancers to barcodes. The look-up table helps to identify the enhancer to the relative barcode and evaluate 

the enhancer representation in each library. We perform retro-orbital injection using transgenic mouse line 

to identify the major cell type enhancer. We used Pv/SSt/Vip-Cre lines crossed to INTACT/Sun-1 GFP 

mice to express nuclear-GFP in major inhibitor neuron class. The AAv libraries we created above were 
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injected to the brain by retro-orbital injection in each AAv matching reporter mouse line. After 3 weeks 

post-injection, the brain tissue was collected, and the On-target (GFP+/mCh+) and Off-target (mCh-) nuclei 

can be sorted by FACS. The mRNA of those sorted nuclei were isolated, and the barcodes were PCR and 

sequenced. After sequencing, we can then identify the enhancers by looking up the dictionary table.  

The main workflow of this procedure is shown in Fig. 5.1. 

     

 

Figure 5.1. Main workflow for identifying major cell type. 

 

There are two main workflows to perform single cell analysis:  

1.) Plate-based method, such as Smart-seq296 and CEL-seq297.  

2.) Droplet-based method , such as 10X Chromium Genomics and in-Drop98.  

In the first workflow, cells are sorted by FACS into individual wells of a 384-well plate that 

contains barcodes and lysis buffer, then the cells are lysed, RNA is captured and barcoded in the well. While 

in the second workflow, the cells are encapsulated with lysis buffer and barcodes into small droplet. The 

cells are lysed, RNA is captured and barcoded in the droplet. The droplets are then broken, RNA from all 

cells are pooled and converted to cDNA, then amplified to make the library. The pooling is key because the 

total volume of the enzyme reaction is 100-200uL and can process up to 10,000 cells in one reaction. In the 

plate-based method, the cDNA conversion is done in the individual wells where the minimum volume is 3-

5uL, so to process the same number of cells would require about 100x more enzyme. 
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The previous transcriptional analysis belongs to the plate-based workflow as described in Fig. 5.1, 

and it works well to identify cell major types. However, when applied to millions of single cell analysis, 

this analysis method is extremely expensive, especially the targeted cell is in 1-2% of population. Therefore, 

instead of using transgenic mouse line to identify major cell type enhancer, we are going to use droplet 

microfluidic device to encapsulate single cell, and the specific RNA sequence in single cell can be detected 

through reverse transcription polymerase chain reaction (RT-PCR). The fluorescent-droplet can be sorted 

and used to identify more specific sub-type enhancers where no mouse line exists. The droplet-based single 

cell analysis has greater benefits than transcriptional analysis because it is high throughput, low cost, and 

low reagent consumption. 

In this droplet-based method, we first retro-orbital inject each AAV library as we prepared before. 

After 3 weeks post injection, the cortical tissue was collected, and the nuclei were prepared for use. To 

perform fluorescent TaqMan RT-PCR for marker gene of subtype in droplets, we need to process two main 

steps. First, the lysis buffer and single cell are encapsulated in one droplet, so the RNA will be released. 

Second, the first droplet needs to inactivate the lysis buffer and then to be merged with second droplet that 

contains TaqMan RT-PCR reagent. The RNA in the merged droplet will be amplified and the interested 

marker gene will be fluorescent expression, and then followed by FACS to isolate the interested droplet. 

The main workflow for this droplet-base method is shown in Fig. 5.2 below. 
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Figure 5.2. Main workflow for identifying cell subtype by using droplet-based analysis. 

 

Beside the necessary droplet merging step, fluorescent-active sorting is also a key procedure in 

droplet-based single cell analysis. The conversion of droplets from oil phase to water phase so the targeted 

analytes are compatible to FAC sorting is essential. Because the fluorescent droplets are normally 

suspended in oil phase, to sort these droplets, the conversion to water phase is needed. Therefore, in the 

droplet-based workflow, multiple technologies and considerations are involved.  In this section, I am going 

to present our work on droplet-based single cell analysis from the aspects of experimental development and 

front-end device design. To be specific, our main goal is to develop front-end techniques using microfluidic 

device to achieve droplet merging and double emulsion formation. The discussions will be separated into 

two sections, one is focusing on droplet merging and the other is on application of double emulsion.  
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5.1-2 Introduction - Droplet merging platform 

The droplet-based single cell analysis is difficult, because merging two different droplet is not easy. 

Several merging methods were developed, such as manipulating microfluidic channel99, chemically induced 

merging100, and applying high electric field101. And one of the aims in this research is to integrate cell lyse 

and reagent addition steps in one device. However, there are still some limitations exist in these technologies, 

such as the very high voltage is needed for external voltage induced droplet merging, and the fluidic 

condition is not fit to all the case if we use chemical induced merging. Therefore, we present an alternative 

way for droplet-based single cell analysis with easier device design and better mobility of device using. 

Reagent adding is a necessary step in the process of droplet-based single cell analysis. The 

strategies of reagent addition can be achieved by direct addition or droplet fusion. The Abate group 

developed a pico-injection system by using high electric field to directly inject solution into droplet102. The 

accurate injection with precisely controlled timing is needed in this method, so the operation cannot be easy, 

and the complicated setup is a limitation to make it widely used. The droplet fusion has wider application 

since the better control the volume of added solution and better device operation. Droplet 

fusion/coalescence mechanism can be separated into two steps, first step is droplet contact, and the second 

is destabilization of interface between droplets. Several studies have shown different ways to control the 

coalescence of droplet, and we can classify into two main mechanisms: active and passive mechanisms.  

In active coalescence, droplets merging can be achieved by applying external force, such as electro-

coalescence101, laser-induced coalescence103, and acoustic wave induced coalescence104. The advantage of 

this method is using the external force to make the interface of droplet unstable and merge quickly. The 

most common used technique is electro-coalescence, in which the droplet merging achieved by using high 

electric field to induce opposite electrical charge on droplet surface to destabilize the interface of droplet 

and make them merge. A better coalescence control in the applied voltage range is from 1V to several kV, 

and frequency is from DC to several kHz105. Even the active coalescence method has better control on 

droplet fusion, the requirement of external electrode and instrument make this method more complicated. 
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Different from active coalescence, passive coalescence does not require external forces. Variety of 

passive merging mechanisms have been developed, such as designing different geometry of microfluidic 

channel99, 106-107, using chemical inducer100, or by changing surfactant concentration108. Changing 

microfluidic channel design is the earliest finding to make droplet merged, for example, the expanding 

channel can enhance the collision of two droplets and further make them merge106, the micro columns in 

channel can trap the droplets then the droplets are merged107, and the zigzag channel design can enhance 

the adjacent two droplets to merge99. Chemical induced droplet merging is one of the merging methods, the 

Weitz group used perfluorobutanol (PFB) as a destabilizer to reduce the tension in interface between 

droplets so the droplet can merge100. In addition, droplet merging can also be done by adding lower 

concentration of surfactant oil phase, this is the same concept by reducing the tension of droplets interface108. 

From above studies, we can find that, the key parameter for passive merging is to reduce the stability of the 

interface between droplets. But this is a trade-off, since we need the droplet become robust to environment 

for bio-application, but at the same time, we need to lower down the stability to make droplet merged. Even 

external forces are not required for those passive coalescence and make them easier to operate, how to 

control the concentration of surfactant in merging mechanism is the main consideration. Therefore, in our 

study, we are going to develop a new method to avoid complicated setup use, and the working condition 

can fit to all of the application case.      
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5.2 Experiment results and discussions 

Merging device design 

In our device design, we are using pillar structure that located in the microfluidic channel to make 

the droplet merge. We fabricate the pillar structure on the glass slide and will bind with PDMS microfluidic 

channel. The pillar is aligned well on the middle of the channel right behind the junction where two droplets 

meet. Once the droplets attach each other at the Y-junction, they will flow together and pass through this 

pillar. The pillar is 1/3 of channel height and is high enough to contact the droplets. So once the droplets 

are passing through the pillar, and pillar contact the interface of droplets, the interface will become unstable, 

and two droplets then be merged. The main concept is the same, to make droplet merge by using 

destabilization of interface of droplets. The image of pillar structure located at microfluidic channel is 

shown in below Fig. 5.3.    

This pillar-induced merging method can belong to passive merging mechanism. Even we know in 

passive merging mechanism, the lower concentration of surfactant in oil phase give us better merging 

efficiency, this is not good for bio-application, especially in qPCR procedure. Because lower surfactant is 

not stable under higher temperature and would cause more droplet coalescence during the thermal cycle 

step. So in droplet-based single cell analysis, we need to maintain the droplet stability with high enough 

surfactant concentration. Therefore, in our device operation, we use the oil phase that directly purchase 

from Bio-Rad, and this is the oil that fit to PCR thermal cycle experiment. We adjust the oil phase 

concentration (fluorinated oil based) from 20X diluted to original 1X by using HFE-7500 oil, we found that, 

the merging efficiency do not affect by concentration changing. This shows that our pillar-induced merging 

method does not have limitations on concentration of surfactant controlling and has wider range of 

application.       



 61 
 

 

Figure 5.3. Merging device with pillar structure. Pillar is located at Y-junction where droplets meet. 

 

 

Droplet merging using color dye as example  

To demonstrate the capability of pillar induced merging platform, we first use the merging device 

and single droplets that are generated from the same device and contain color dye or water.  

As shown in Fig. 5.4, the blue color dye and Bio-Rad oil were introduced in 1st single droplet 

Generation channel to create the 1st single droplets. At the same time, the DI water was introduced from the 

upper inlet, where Buffer/Reagent injection channel. The 1st single droplet (dark blue) can meet the second 

droplet (white) in the Y-junction and merge after passing through the pillar structure. The Zigzag channel 

is for enhancing the solution mixing inside the merged droplets. The Other channels, stabilization oil 

channel and double emulsion channels were not using at this time. 
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                             Figure 5.4. Channel design and operation of merging. 

 

Figure 5.5. (a) larger size droplet merging with lower frequency. (b) smaller size of droplet with higher 

frequency. 

 

We are trying to create a working condition range of this technique. We adjusted the flow rates for 

each fluid (blue dye solution, oil, and DI water) to control the size and droplet generation frequency. By 

doing this adjustment, we can compare the size ratio of droplets before and after merged under different 

frequency, and also find out the merging efficiency for each working condition. As shown in Fig. 5.5(a) 

and 5(b), different size and generation speed of droplet can be controlled, and the merging is working in 

certain operation range. We list the overall result in Table 5.1. And we can find out the working rage is 

wide, that fit to larger to smaller size of droplets. 
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Table 5.1. Conditions for droplet merging

  

 

 

 

 

𝑌𝑖𝑒𝑙𝑑 = (
# 𝑀𝑒𝑟𝑔𝑒𝑑 𝑑𝑟𝑜𝑝𝑙𝑒𝑡

# 𝑡𝑜𝑡𝑎𝑙 𝑠𝑖𝑛𝑔𝑙𝑒 𝑑𝑟𝑜𝑝𝑙𝑒𝑡 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑⁄ ) × 100% 
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Re-injection merging using color dye as example 

After using color dye droplet to demonstrate the capability of droplet merging, we need to do 

another demonstration to simulate the condition when we do the real experiment with cells and nuclei 

sample. Because the overall workflow for cells/nuclei experiment, we have three main separate steps:  

1. Cell encasulated in singel droplet with lysis buffer, then cell lysed and RNA released.  

2. Inactivate lysis buffer under higher temperature, then introduce 1st single droplet to merging device to 

merge the droplets that contain RT-PCR reagent. The RT-PCR cycles are done after droplets merged.  

3. The fluoresent droplet can be produced during RT-PCR step. Then we create double emulsion formation 

for the droplets, and those fluoresent droplet can be sorted via FACS. 

 

Figure 5.6. Separate operation between each steps, and re-injection of droplets is needed.  

 

The previous three main steps are separate, that means, we need to collect the droplets in the tube 

and let it react in the tube. Taking for example, from the first step, after droplte capture cell and lysis buffer 

inside, the droplets are collected in the tube, and need operate separatly. After lysis buffer is inactivated in 

the tube, we need a re-inject those drplets to the device again, like shown in Fig. 5.6.  Therefore, we need 

to demonstartion the re-injection step to see if it is still working for droplet merging. To demonstrate the 

capability of re-injection, we use 1st device as shown in Fig. 5.4, to create single droplet that contain blue 

dye, the droplet size is around 90um in diameter, which we found is ideal size that fit to our expection on 
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creating 1:10 merging size ratio. Because we need to create 10X volume after merging to dilute the lysis 

buffer (proteinase-K) to make it totally inactivated so the enzymatic reaction for RT-PCR reagent (TaqMan 

probe) would work properly. The collected single droplets were collect in 1.5mL eppendorf tube, and will 

be re-injected through the air-driven adopter to the merging device. The overall experiment setup is shown 

below in Fig. 5.7. 

   

Figure 5.7. Overall setup for re-injection droplet merging. 

 

We adjust each parameters to optimize the working condition, such as adjusting the flow speed of 

air controller to control the re-injection rate of 1st single droplet (blue), and oil flow rate to control the 

generation frequencey of 2nd droplet (white).  The oil phase also used for spacing out the 1st single droplet, 

so by adjusting the oil phase speed, we can have a better synchronization of two droplets meet. The overall 

table show the testing conditions, and to achieve 1:10 ratio, we can see a ideal operation condition, the 

results are listed in Table 5.2. 

In this Table 5.2, we can found some conditions are good to achieve above 1:10 size ratio with high 

merging efficiency, but we did not consider those conditions are good operation parameters because those 
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conditions would produce more 2nd droplets (white), and this is not good for cell/nuclei experiments. We 

want to save more reagent using. Besides, we want to noted that the calculation of yeild in the table does 

not include the amount of 2nd droplet, only the 1st droplet is considered.  

 

   Table 5.2. Re-injection working condition to achive 1:10 merging ratio. 

 
 

 

Double emulsion formation 

In 3rd step of overall workflow, the double emulsion formation is needed. Here, we follow the same 

strategy, using merged droplet (containing blue color dye) to demonstrate the double emulsion operation. 

To create double emulsion, the re-injection of merged droplets is needed, and spacer oil will also introduce 

to space out the re-injected droplets. The working setup for double emulsion is shown as Fig. 5.8. We also 

conduct multiple working conditions by adjusting the flow rate and air pressure to summarize the operation 

range. The Table 5.3 shown below lists the testing conditions we consider, and the optimal condition is 

marked. 
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Table 5.3. Double emulsion formation testing conditions.

 

 

 

 

 

Figure 5.8. Setup for re-injection of merged droplets for double emulsion formation. 

 

 

Nuclei and cells experiment 

To conduct the experiments with biological samples and prove the capability of our technique, 

three samples were used:  

1. DI water as negative control sample.  

2. Whole HEK cell sample as positive control sample.  

3. HEK cell nuclei as targeted sample experiment. 
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Those three samples were introduced separately with Proteinase-K lysis buffer and were 

encapsulated into single droplet. The cell or nuclei will be lysed, and RNA were released inner the droplet. 

After 20min lysis at 37oC, the temperature was increased to 55oC to inactivate the Prot-K buffer. Because 

we used the thermolabile lysis buffer, the operation of temperature is relatively low. After that, the droplets 

were re-injected to merging device, and flow TaqMan reagent altogether to make the droplet merge. Those 

merged droplet were collected and followed by RT-PCR thermal cycles. The detailed description of 

experiment procedure is in experimental method section. During the RT-PCR cycles, we can observe if the 

fluorescent signal occurs. Typically, after 45X cycles we can see fluorescent response. To make sure the 

RNA is amplified large enough, we did 60X cycles in this step. The overall experiment procedure is 

illustrated in Fig. 5.9. 

 

Figure 5.9. Experiment procedure with HEK cells and nuclei samples. 
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As shown in Fig. 5.10, after 60X cycles, the fluorescent signal response in whole cell samples and 

nuclei samples are clearly seen after 45Xcycles. Compared to cells and nuclei samples, we can see the 

signal of cells is stronger than nuclei, this is because whole cells contain more RNA, so the intensity is 

stronger. The result showing both signals are large enough meaning the amplification is working properly. 

On the other hand, the DI water sample shows no fluorescent signal, that is valid to our estimation, meaning 

no reaction occurs during RT-PCR step and no other contaminations exist during the experiment process.  

 

 

Figure 5.10. RT-PCR results with three samples: 1.DI water, 2. HEK whole cell, and 3. HEK cell nuclei. 
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The microscopic images are showing in Fig. 5.11, showing the fluorescent signal is strong for 

whole cell and nuclei droplets, but no fluorescent droplet observe for DI water droplets. Those results prove 

that our merging design is working and ready for further experiment. 

 

 

Figure 5.11. Microscopic images for three sample droplets after RT-PCR cycles. 
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5.3 Fabrication of device and experimental methods  

Silicon wafer mold for PDMS microfluidic channel. 

1. Silicon wafer is cleaned with acetone, methanol, IPA, and DI water. 

2. NR9-3000PY photoresist was spung coating on silicon wafer with 500rpm 10sec, 800rpm 40sec. 

3. 150oC soft bake for 1min. 

4. Expose with patterned mask (MA6) or using mask-less laser writing machine (MLA150).  

5. 100oC post bake for 1min. 

6. RD6 developer is used for developing pattern with 1min. 

7. Descum the surface with PE100, 200W 1min. 

8. Silicon etching with Oxford P100 to etch the silicon to certain height. 

9. Using acetone to liftoff the photoresist. 

10. Using silane to coat silicon wafer to make surface hydrophobic. 

11. Pour PDMS to silicon mold and incubate under 65oC overnight to make it fully cured.  

Single droplet generation device 

The first device is to create the water-in-oil single droplet that encapsulate DI water, single HEK 

whole cell or HEK cell nuclei with thermolabile Proteinase-K lysis buffer inside. The single nuclei/cell is 

operated under density of 200-500/uL to avoid multiple cells in one droplet, and the 1X PBS buffer was 

used for dilution. The inlet of device for nuclei/cell channel was treated with 1% BSA solution to make it 

hydrophilic before use, so that the nuclei/cell will not easily precipitate on channel walls. The Bio-Rad or 

10X fluorinated oil was used as oil phase. When operating the droplet creation, the flow of nuclei/cell is 

0.5uL/min, the thermolabile Proteinase-K lysis buffer was flow with 0.5uL/min, and oil phase flow is 

15uL/min. The size of droplet is 90um in average. The channel image is shown in Fig. 5.12.  

 



 72 
 

The droplets are collected in Eppendorf tube, and the nuclei/cell will be lysed and RNA release 

inside the droplet. The droplets maintain at 37oC in 20min and then heat up at 55 oC in 10min for Proteinase-

K inactivation. This process is be done Bio-Rad C1000 Touch thermal cycler with CFX96 Real-Time 

System.   

 

 

Figure 5.12. Single droplet formation device 

 

Droplet merging device 

To fabricate the pillar-driven merging device, two-step process is needed. 

First of all, the pillar structure is developed by SU-8 2025 photoresist by photolithography process. 

Generally, SU-8 2025 was spun coating on glass slide with 3000rpm, followed by 65 oC to 95 oC to 65 oC 

soft bake process. The Heidelberg 150 (MLA 150) was used to mask-less pattering on glass slide and 

followed by 65 oC to 95 oC to 65 oC post bake process. Then the glass slide was developed by SU-8 developer 

to remove the un-patterned region. The slide was heated up with 150oC back heat process to fully develop 

the pillar structure (30um in diameter and 30um height). After the slide is finished, the microfluidic channel 

patterned PDMS was bound to the pillar-structure glass slide by using ozone-UV treatment and 100 oC heat 

enhancement.  The Design is as same as Fig. 5.4.   

To operate the droplet merging with re-injection procedure. The collected single droplets are stored 

in Eppendorf tube, and installed in re-injector adopter, as shown in Fig. 5.7. The re-injected droplets were 
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driven by air pressure, the air flow is controlled by SmartTrak50 (Sierra, C50L-AL) under 0-0.2 standard 

litter per min (splm) range. The droplets were re-injected into device for merging, and spacer oil is also 

introduced for spacing out the re-injected droplet. The spacer oil is adjusted from 20-fold diluted to original 

oil by using HFE-7500 oil. The TaqMan reagent (IDT, PrimeTime® Mini qPCR Assay, Assay ID: Hs. PT. 

58. 40035104, Gene Name: GAPDH, Probe: 5’-/56- FAM/CCGTTGACT/ZEN/CCGACCTTCACCTT/3I

ABkFQ/-3’, Primer 1: 5’-CTCTCTGCTCCTCCTGTTC-3’, Primer 2: 5’-GCGCCCAATACGACCAA-3’) 

was injected from the Buffer/Reagent injection channel and will meet the 1st droplet at Y junction, and 

merged after passing through the pillar, as shown in Fig. 5.7.  

The merged droplets were also collected in Eppendorf tube. The PCR cycles was performed under 

below procedures: reverse transcription (RT) at 48 oC in 45min, poly chain reaction (PCR) denature step at 

94 oC 1min, followed by 60cyles of 94 oC to 55 oC to 68 oC, then keep 68 oC for 5min. 

Double emulsion device 

To compatible to FACS, droplets are needed to be encapsulated into water-in-oil-in-water double 

emulsions. The double emulsion formation device is used for this procedure. The 2nd junction channel where 

double emulsion will be formed was treated with 1% PVA (polyvinyl alcohol) to make the channel wall 

hydrophilic. The re-injected droplets were processed like the step describe in previous re-injection method. 

The spacer oil is also needed to space out the droplets. The water continuous phase was prepared by 1% 

Triton-X 100 +2% Pluronic F-68 and was injected with 50 uL/min to encapsulate the single droplet to 

become double emulsion. The setup for this process is shown in Fig. 5.13. 

                  

                     Figure 5.13. Setup for re-injection with double emulsion formation. 
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5.4 Conclusions 

In this project goal, we are trying to study neuron subtype by using droplet-based enhancer 

screening. The main core of this work is to develop a microfluidic technique to achieve droplet merging so 

we can operate the biological reaction in those tiny droplets.  

In device development, we successfully fabricated merging device to achieve droplet merging by 

using pillar-induced mechanism. The two different droplets can be created or introduced to the microfluidic 

device and merged after passing through the pillar structure located at the channel. This feasible merging 

provides many advantages, the easy fabrication, no complicated setup needed, and fit to all working 

condition. The droplet merging is demonstrated by using droplet creation in microfluidic device or droplet 

re-injected by air-driven adaptor. Both working conditions are showing good merging efficiency and 

showing its capability on droplet-based single-cell study. Even though this is a long-term project on 

enhancer screening experiment, this technique is ready to apply for experiment workflow. 
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Chapter 6  

Double Emulsion with 2D Image-Guided 

Sorting System 

 

6.1 Introduction 

In droplet-based single cell analysis, the fluorescent activated cell sorting (FACS) is the essential 

step. Unlike cell sorting, fluorescent droplet sorting is not simply sorted with common FACS instrument 

since the incompatibility aqueous phase. The common flow cytometer sorters operate the sample particles 

suspended in aqueous phase. The water-in-oil fluorescent droplet, however, is oil-phase and immiscible to 

aqueous sheath fluids in flow cytometer. Even though some works enable single-droplet sorting operating 

under oil-phase by using embedded electrode109-110 or optical assembly111, these works are not commonly 

used due to complicated equipment setup and lack of sorting functions for different fluorescence 

wavelength readout channels. Compared to common FACS instrument, those technics remain low 

throughput and low accuracy. The commercial FACS instrument is still considered as main tool for sorting 

because of the high sorting efficiency >70% and multiple fluorescence readout channels112-114. Sorting 
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fluorescent droplet via FACS would be the most feasible way for further downstream qPCR or sequencing 

analysis. However, sorting single droplets via FACS is difficult due to the incompatible phases. To address 

this challenge, the formation of water-in-oil-in-water double emulsion is needed in the workflow. The 

formation of double emulsion allows the fluorescent single droplet encapsulated into droplet in oil-in-water 

phase, which is able to suspend in aqueous and compatible to FACS instrument. 

Sorting double emulsion has been demonstrated in many works115-118. However, many of them 

show poor post sorting result and efficiency, which might be due to unstable double emulsion and breakage 

occurs during sorting with high sheath flow. In our work, the double emulsion formation is achieved, and 

the stability was tested, showing good uniformity and maintain good shape after a few days storage. For 

the application of double emulsion, we are trying to combine this technique with the 2D-image guided 

sorting flow cytometry system that developed in our research group to cell phenotype and genotype study. 

As the advance of droplet-based single cell analysis, high-throughput single cell RNA sequencing 

(scRNA-seq) have been achieved to identify cellular heterogeneity119-121. The popular droplet-based 

technologies include 10X Chromium Genomics, Drop-seq, and in Drop98. These platforms create water-oil 

droplets that contain cell and barcoded gel beads, resulting in highly efficient interrogation of thousands of 

cells. The gel barcoded beads are designed with rarely identical barcodes, and are able to study gene 

expression and protein markers simultaneously with the capture sequences which share same barcode as 

the poly(dT) probe on beads122-125. 

A highly potential application of droplet-based technique is to relate cell phenotype to cell genotype 

through variety of measurements from the same cell. Capturing cell image provides insightful information 

of cell, such as cell’s transition sate, cell-cell interaction, and rare cell subtype. If those transcriptomic, 

genomic, epigenetic, lineage states and microscopic image of a single cell can be obtained in a time, we are 

able to identify the cell type that we did not discover before126-128. A numbers of multiplexed barcoding 

technologies have been proposed to correlate cell image and cell genome information129-130. Generally, the 

cell microscopic images taken from these technologies are created when the cells were placed on the well 
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plate or substrate before cell suspension and droplet formation, and the position of cell was located by using 

secondary barcode. The limitation existed in these technics is that the nonadherent cell type is not suitable 

for these applications, such as blood and immune cells, which have important implications in immunology, 

oncology, organ transplant, autoimmunity, and infectious disease131-140. However, some works show that 

the flow cytometry can be applied to study multiple biomarkers simultaneously141-152. 

In our work, we propose a technique based on flow cytometry to link cell phenotype to cell 

genotype by capturing 2D/3D image of non-adherent cells and their mRNA profile. The “2D/3D image 

guided flow cytometry” systems were emerged in 2018 from collaboration between Lo Research Lab and 

NanoCellect153. Those systems can generate 2D/3D image of each cell and sort that to be sequenced. Our 

technology is also available to be coupled with droplet-based single analysis by utilizing the formation of 

double emulsion that encapsulate single cell and barcoded beads inside. The double emulsion is compatible 

to flow cytometry guided fluid and contains the 1). a cell to be sequenced, 2). 10X Genomics gel beads, 3). 

a plurality of InSight beads from NanoCellect Biomedical, Inc., which express fluorescence detectable by 

the imaging flow cytometry, as well as a unique molecular barcode which can be linked to the fluorescent 

barcode post-scRNA-seq. The proposed idea and workflow are shown in Fig. 6.1.   

 

Figure 6.1. Workflow of double emulsion application on cell phenotype-genotype study with TIGS system  
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A brief introduction on workflow showing in Fig.6.1: the cell and barcoded beads are first 

encapsulated into double emulsion. In double emulsion, we can have different combination of beads with 

cell by using different fluorescent colors and size. When introduced to 2D-image flow cytometry system, 

the image of double emulsion that contains cell and different size or color of beads as recorded. After sorting, 

the cells are lysed followed by qPCR procedure to amplify the RNA. Finally, the barcode sequence is 

performed, and a look-up table is generated. We can use the table as index to link the previous image table, 

and to relate the cell genotype to its phenotype. 

 

6.2 Fabrication of microfluidic device  

Double emulsion device 

To create double emulsion, the 1% PVA is first prepare in distilled water, which is used for 

hydrophilic treatment to PDMS channel wall. To dissolve PVA in DI water, PVA was stirred in water in 

room temperature for 40mins, and gradually increase the temperature to 100 oC then keep for another 40min. 

Then decrease the temperature to 65 oC and left the solution overnight. Now the PVA is totally dissolved 

in water and ready to use.   

The 1% PVA solution is injected into the channel region where double emulsion will be generated. 

Let the channel filled with 1%PVA and stay 20min. Then using syringe to blow air pressure into the channel 

to remove the PVA solution in channel. To totally remove the PVA liquid solution, place device on hot 

plate and heat up at 80 oC for 15min. Repeat above processes three times then the coating of PVA on PDMS 

channel wall is finished. 

The device design is shown in below as Fig. 6.2. The inlets are used for introducing cells solution 

or beads solution, typically the operation flow rate is around 1-10uL/min. The oil phase is flowing Bio-

Rad-oil or 10X Genomics oil, which are fluorinated oil, and are operated in 10-20uL/min. The above rate 

range can generate ~30-50um wide single droplet at the first T-junction. This region for first single droplet 
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formation is under hydrophobic environment, in which PDMS channel wall is not treated with PVA. On 

the other side, the single droplets flow to second T-junction, where the channel is treated with 1% PVA and 

droplets can be formed into double emulsion by using ~40-60uL/min sheath flow of water detergent 

solution, which contains 1% Triton-X 100+2%% Pluronic F-68 in DI water. The size of double emulsion 

is around 50-70um in diameter.  

 

        Figure 6.2. Image for double emulsion formation under microfluidic operation. 

 

 

Fig. 6.3 is microscopic images for double emulsion as we used fluorescent dye as sample solution 

to demonstrate the uniformity and stability of double emulsion. The re-inject method can provide better 

uniformity of droplet because less oil containing between droplets, the oil layer of double emulsion is also 

thinner. The stability of double emulsion is staying a good shape with surfactant added water continuous 

phase as shown in Fig. 6.4(b), the stability is good after second day observation. Also in Fig. 6.5, we can 

observe the double emulsion remain the good shape when introduced in flow cytometry under high sheath 

flow (120uL/min) even though the high fluidic pressure makes the shape become ellipsoid.    
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Figure 6.3. Microscopic image of double emulsion (merged with fluorescent 

signal) 

 

 

Figure 6.4. Double emulsions are remained in good shape after 2nd day 

observation. (a) The 1st day observation. (b) The 2nd day observation. (Store in 

water continuous phase in tube) 

 

6.3 Experiment results and discussions 

Double emulsion (cells/beads) applied with 2D image-guided sorting system 

To demonstrate the capability of double emulsion can applied with 2D-imgage guided sorting 

system, we encapsulate different type of cells with different size of dragon green beads inside double 

emulsion to show that we are able to identify the cell type by image and beads with color or size, and it is 

able to be created into a library table for index of cell gene expression. First of all, the cell and beads image 

are shown in Fig. 6.5, the cell image under double emulsion is still clear, and we are able to observe the 

difference of morphology in different cell type. The blue column in Fig. 6.5 is CHO-GFP cell, we can clear 
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see its cell appearance of transmission image is different from Hela cell presented in red column. The cell 

size and appearance is distinguishable under transmission image comparison, even encapsulated in double 

emulsion that has an oil layer that we consider the high index of oil would affect the image formation. 

Besides, if the cell is GFP expressing, or colored with dye, the 2D sorting system still form the fluorescent 

image to recognize the cell position, as shown in the most upper three images in blue column in Fig. 6.5. 

The images of beads are promising, because the color and size are distinguishable, and that would 

help us to create a table for multiple combination of cell and beads in record. As shown in Fig. 6.5, the 

smaller size is 5um beads, and the other is 7um. We can see the difference of beads and cells in transmission 

image by different contrast, and really tell the size of beads in difference. The clear comparison of bead 

size is also can be seen in fluorescent image, and different combination of beads are presented. One thing 

would mention here is that the fluorescence of cell and beads in this experiment is emitting around in the 

same wavelength range, green 508-520nm, and the intensity of dragon green beads is much stronger than 

GFP expressing, so we can only see the fluorescence from beads not from cell. In the 2D image sorting 

system, we have one PMT channel to receive transmission signal, and two PMTs fluorescent channel to 

receive different wavelength fluorescence signals by using different dichroic mirrors with different 

reflection bands. Therefore, the future experiment we can do is to use different color of beads to create 

more combination of beads type with cell, and it would enhance the comparison to cell’s image and position 

as well as the informative index library table for cell phenotype to genotype connection.      
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Figure 6.5. Double emulsion image with different cell type (blue column: 

CHO-cell, red column: Hela-cell) and beads with different size (5 and 7um).  

6.4 Conclusions 

The double emulsion technique is achieved to create uniform and size-controllable double droplets. 

The application of double emulsion is wide. In our study, we are combing this technique with 2D-image 

guided sorting system to create a informative index table for connecting cell morphology to its gene 

expression. The current results show the capability of our technique is ready for further study, even the 

long-term work is still undergoing. In those results, we can clearly observe the droplet contains different 

combination of cell and beads image:  the different morphology occurs with different cell type, and the 

distinguishable beads’ fluorescent color and size can be seen. Those informative image provide us as a 

record for further usage when we apply barcode sequence. We believe this work will provide unique and 

insightful information on connection of cell phenotype to genotype study.  
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Chapter 7 

Outlooks 

 

In TIMES study, we first demonstrated the surface charge measurement, the charge density for 

different conditions of buffer can be quantified. Especially we successfully applied this methodology to 

molecular surface coverage measurement, which provides insightful information for sensor probe study, 

such as DNA hybridization and immunoassay on sensor surface study. Secondly, the protein-ligand 

interaction measurement was performed. The promising result shows that we can directly observe the 

dissociation constant from the data set without further data processing. This study provides unique method 

for molecular interaction measurement without surface modification, as well as gives insightful information 

for drug discovery study. Lastly, the paper-based measurement is developed. As most current works are 

based on colorimetric readout, this would cause false result, and the enzymatic reaction for color changing 

reaction is needed, leading some drawbacks on lateral flow assay study. This electrical readout method 

provides an alternative way for measuring reaction on paper, and it is also based on the strategy of labeling 

free and immobilization free.  
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Even we do show some advantages of our TIMES technique, some limits still exist and need to be 

improved. In protein-ligand interaction study, the protein-ligand complex is pre-mixed before the 

measurement, that is, the signal is not a real-time response from the molecular reaction. The much more 

insightful information from molecular interaction is hardly obtained through our measurement. Same as in 

paper-based measurement, we hardly obtain an ideal methodology for post analysis and have access to more 

insightful information to kinetic study. Such association and dissociation constants for different molecular 

interactions are currently hard to be obtained from our present work. To become a powerful technique that 

can be comparable to standard tool, such as SPR, we need keep working on improving those limits and 

enhancing TIMES capability. 

In droplet-based single cell study, we successfully demonstrated the droplet-merging and double 

emulsion formation based on our microfluidic design. The droplet-merging device is different from other 

mechanisms, it is much feasible and portable. Our main goal is to identify neuron subtype using enhancer 

screening, and we are confident that we can achieve by using our droplet-merging design. This front-end 

technology application is one of the topics in this project, the main goal for specific-cell subtype identity 

study would have more impacts on biological and neurological research. Hopefully we will have more 

promising results in the future. On the other hand, the double emulsion technique that combined with our 

2D-image guided sorting system also provides insightful information on single cell study. This is a unique 

platform that is able to relate cell gene expression to cell morphology and would provide information on 

cell genotype to phenotype study. Currently the progress of this project is in very preliminary stage, many 

situations we have not think of now may take into considerations in the future. We need to do more physical 

tests on cell lyse step and qPCR step in droplet-base operation to see if the condition we designed works or 

not. However, the current result shows our capability, and we are able to expand our idea on single-cell 

study using double emulsion technique.  

Overall, either TIMES or droplet-based platform we developed has potential for many uses. With 

more effort input, we are able to expand their applications in more research area.          
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