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Using large deviation theory and principles of stochastic optimal control, we show that rare molecular dy-
namics trajectories conditioned on assembling a specific target structure encode a set of interactions and
external forces that lead to enhanced stability of that structure. Such a relationship can be formulated into
a variational principle, for which we have developed an associated optimization algorithm and have used it
to determine optimal forces for targeted self-assembly within nonequilibrium steady-states. We illustrate this
perspective on inverse design in a model of colloidal cluster assembly within linear shear flow. We find that
colloidal clusters can be assembled with high yield using specific short-range interactions of tunable complex-
ity. Shear decreases the yields of rigid clusters, while small values of shear increase the yields of nonrigid
clusters. The enhancement or suppression of the yield due to shear is rationalized with a generalized linear
response theory. By studying 21 unique clusters made of 6, 7 or 8 particles, we uncover basic design principles

for targeted assembly out of equilibrium.

I. INTRODUCTION

The self-assembly of soft and biological matter out
of equilibrium can result in novel structures and dy-
namical responses not constrained by thermodynamic
considerations.t 8 The microscopic violation of detailed
balance in such systems can be used to design a wide
range of functional materials with enhanced thermome-
chanical, optoelectronic or drug-delivery properties.”
Predictive inverse design to drive the assembly of tar-
get dissipative structures requires a dynamical descrip-
tion of the system.1?14 We have developed a variational
algorithm to automate the discovery of inverse design
principles for colloidal self assembly in a nonequilibrium
steady-state in molecular dynamics simulations. The al-
gorithm uses a variational principle arising from rare dy-
namical fluctuations of the system in a trajectory en-
semble, and optimizes the yield of target clusters with
statistically estimated explicit gradients in the design
parameter space. We demonstrate the performance of
this algorithm by obtaining optimal design principles for
the self-assembly of DNA-labeled colloidst® driven out of
equilibrium by a shear flow. We expect that the ability
to uncover general optimal inverse design principles away
from equilibrium will enable bottom-up synthesis of new
materials and elucidate the processes encoding structure
in biological contexts. 1618

Self-assembly of nanoscale building blocks is increas-
ingly used to engineer functional materials with novel
properties arising from their complex nanostructures.
Colloidal systems offer a versatile paradigm for inverse
design towards a desired target structure due to the
independent tunability of shape, valency and assembly
environment.2? In thermodynamic equilibrium, stabiliz-

a) Corresponding author: dlimmer@berkeley.edu

ing a target structure amounts to lowering its free en-
ergy, which is typically achieved by increasing both the
interaction strength and specificity. This principle has
been exploited to achieve the self-assembly of a variety
of clusters and superlattices from colloids and nanocrys-
tals with crystal facets decorated with organic ligands or
DNA 2922 However, employing these principles in prac-
tice requires mitigating dynamical effects like slow coars-
ening and kinetic trapping.2442 Optimal forces for self-
assembly must achieve a trade-off between slow relax-
ation at high interaction strengths, and slow growth at
high interaction specificity.2324 Self-assembly of colloids
and biomolecules in nonequilibrium steady-states provide
a route to decouple kinetics from stability and mitigate
this tradeoff. Directive self-assembly has been achieved
by driving the system with a constant supply of chemical
fuel, or by applying external fields.22 28 However, the de-
sign of such systems must confront the continuous supply
of energy necessary to prevent the system from relaxing
to equilibrium. Existing computational methods to dis-
cover inverse design principles for nonequilibrium self as-
sembly are limited due to the configurational probability
not following the Boltzmann distribution and the corre-
sponding variational structure afforded by the free energy
no longer being valid under such dissipative conditions.
Recent advances in the theoretical treatment of the
stochastic thermodynamics of nonequilibrium steady-
states have made possible a trajectory ensemble descrip-
tion of self-assembly, treating structure and dynamics on
an equal statistical footing.22:3Y This has enabled basic
principles governing assembly away from equilibrium to
be formulated.21:32 In this work we develop a perspec-
tive and accompanying numerical technique based on
these insights. Rather than considering the probability
of observing a state and tuning its associated free en-
ergy, we consider the likelihood that a trajectory forms
a specific structure as quantified by a stochastic action,
and how that action is changed by modifying the inter-
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molecular and applied forces. We show that fluctuations
around a nonequilibrium steady-state encode the suscep-
tibility of a system to assemble, in a manner analogous to
a fluctuation-dissipation relationship. Further, optimal
forces that assemble a target structure while minimizing
the change to the stochastic action satisfy a variational
principle 2234 We extend and apply an optimization al-
gorithm that solves this variational expression and com-
putes the optimal control force to sample rare dynamical
phases.22 We show that this algorithm can be used to
solve the inverse design problem, deciphering how rare
fluctuations encode stability away from equilibrium.

Il.  VARIATIONAL DESIGN PROCEDURE

We outline below an inverse design algorithm for the
self-assembly of sheared DNA-coated colloids into differ-
ent target nanoclusters. The algorithm is based on a
variational principle relating rare fluctuations in an en-
semble of trajectories conditioned on evolving a target
structure, to effective forces achieving the target as the
typical dynamical state. Working with a trajectory en-
semble, where the probability distribution is known, cir-
cumvents the difficulty of not knowing the distribution of
configurations within a nonequilibrium steady-state. To
solve the variational problem, we have used generalized
response relations for the gradients of the steady-state
trajectory probability to a change in the inter-particle
and externally driven forces.

A. Model details

For concreteness, we consider a model of N colloidal
particles in a cubic box of length L, evolving with an
overdamped Langevin equation of the form,

YE =0+ (1)

where r; are time derivatives of the coordinates of the -
th particle and u; are the forces acting on it. The friction
coeflicient of the colloids with the thermal bath is denoted
~v and n; are Gaussian white noise that satisfy

mi(t)) =0, (i(t)n; (")) = 2ykpTLs0;50(t — ') (2)

where I3 is the 3 x 3 identity matrix and kg7 is Boltz-
mann’s constant times the temperature. The angular
brackets denote an averaging operation over the random
noise distribution. As we consider dynamics in the pres-
ence of a shear flow, we use Lees Edwards boundary
conditions.3¢

We use an ansatz of DNA-labeled spherical isotropic
colloids as programmable building blocks for self-
assembly. The interaction between these colloids, me-
diated by the DNA molecules attached to their surface,
consists of a volume-exclusion repulsion and a short-
range attraction.3” The effective interaction strengths
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FIG. 1. Model details for self-assembly of DNA-labeled col-
loids. a) Examples of finite rigid and nonrigid nanoclusters
for which we have studied design principles, along with the
corresponding point groups for molecular symmetries denoted
underneath. b) Graphical forms of the potential energy func-
tions, the WCA potential (blue) and the WCA and Morse po-
tential combined (red) for D;; = 10kgT. The orange dashed
line denotes the bond cutoff r, = 1.350 and the black dashed
line denotes the potential cutoff r. = 2.12¢.

and the pairwise specificity can be independently tuned
by varying the sequences of the grafted DNA molecules.
During self-assembly, the short-range forces generate a
competition between local and global order that leads
to frustration and unique phase behavior and dynamical
effects.3%:32 This system has been computationally and
experimentally demonstrated to form finite nanoclusters
with specific target structures. 224! The high-dimensional
design space has the possibility to offer multiple pathways
to stabilize any cluster out of the many nearly degener-
ate states formed without the specificity of the DNA-
mediated attraction. To illustrate the performance of
the variational algorithm, we consider the nonequilibrium
self-assembly of 21 such rigid and nonrigid clusters, some
examples of which are demonstrated in Figure [Th.

We examine the self-assembly of these colloidal par-
ticles under a constant linear shear flow. Shear flows
are known phenomenologically to alter the stability of
compact and extended colloidal structures.4242 A re-
cent paradigm of colloidal assembly being increasingly
explored is that in a microfluidic device, where the con-
fining walls generate a strong shear on the assembling
clusters.2442 This system offers a canonical nonequilib-
rium setting to explore inverse design principles. Taken



together, the forces acting on the i-th colloid are

—V: > V(i) (3)

J#i
where V(1) = Vivea () + Wiorse(r) and Viyca(ri;) is a
WCA pair potential representing the volume exclusion
interactions, and Virorse(7i;) denotes the DNA-mediated

short-range pairwise attraction. The force due to a shear
flow, f3(r;), has the form

fP(ri) = faik (4)

which has magnitude f and generates a constant gradient
of the x component of the velocity along the z direction.
The WCA pair potential has the functional form

st | ()" ()

:O, Tij 221/60' (5)
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with particle diameter ¢ and energy scale €. The attrac-
tive Morse potential has the functional form

VMorsc(Tij) - Dij (67204(7«1-].721/60-) — 2670‘(“]‘721/60)

(6)
where D;; is the magnitude of the bond energy and «
determines its width.

We work in units of kg7 =1, v =1 and ¢ = 1. The
natural time scale with these units is tg = yo? /ksT and
times are expressed in these units throughout. We set
€ = 10kgT and ! = ¢/10. The attractive energy scale
D;; and the shear flow rate f are tuned as variational
parameters to induce self-assembly. They have been re-
stricted to vary within the range 0 < D;; < 10kgT and
0<f< 5OI€BT/O'2 to avoid large relaxation times and to
stay within the overdamped regime. Figure b shows
the potentials for the inter-particle interactions. The
Morse potential and its force have both been truncated
and shifted, using the Shifted Forces approximation, 26 to
decay smoothly to zero at r. = 2.120.

In order to avoid finite size effects in the formation
of small clusters, we study a low packing fraction of
¢ = 0.01. We use a first order Euler discretization for
the equation of motion in Eq. [l Since the potentials in
Eq.[Blare narrow and short-range, we have to use a small
timestep of 5 x 10~ %ty in order to sample the potentials
accurately. We have used trajectories of length ranging
from 7/tg = 2.5 x 10° to 10%.

B. Variational principle

In order to uncover design principles for self-assembly,
we consider the task of finding the set of forces that ful-
fill the condition of assembling a target structure as the
typical state of the system in the long time limit. Such

tasks in stochastic dynamics are generalizations of Brow-
nian bridges and known to have unique solutions.24 They
have played an important role recently in the application
of large deviation theory to physical systems driven far
from equilibrium 324750

We start by defining an observable A, as a time aver-
aged indicator function for a target cluster,

.
AN = 1 [ 1) a 7)
T Jo
where 1[r™ ()] = 1 for a configuration satisfying a ge-
ometric criterion consistent with a target cluster and
1[rN (t)] = 0 otherwise, for each time t along a trajec-
tory ™ (t) of total duration 7. The average value of
the observable quantifies the yield of the target clus-
ter. For all colloidal clusters considered, 1 is computed
by constructing a bond-connectivity matrix. A cutoff
of r, = 1.350 has been used to define a bond between
two particles. Indicator functions for rigid target clusters
are then uniquely determined by permutation-invariant
measures of this connectivity matrix.2! For nonrigid tar-
get clusters, along with the bond-connectivity matrix,
we additionally consider measures of the geometry of the
cluster for defining the indicator function.

Rather than considering trajectories conditioned on
a particular value of A, directly, which is numerically
cumbersome, We work within an ensemble equivalent
representatlon Using a counting parameter A\, we can
statistically bias a system towards a particular value of
A, within a nonequilibrium steady state. The cumulant
generating function ¥ (\) is the partition function asso-
ciated with the trajectory ensemble under the statistical
action of A,

lim = In (X4 >0 (8)

T—00 T

PN =

where the angular brackets denote a path average over
trajectory probability Py[r (¢)], as
N(B)]) Polr™ ()]

A / D[r™ (t)] exp (ATA-[r
9)

The subscript 0 refers to the average being computed in
a reference ensemble where the particles do not typically
show the desired self-assembly behavior. For this refer-
ence system we have chosen an equilibrium ensemble of
colloids interacting only with the WCA repulsive forces,
i.e., D;j = f =0, such that u; = -V, E#i Vavea (745)
which is denoted as FVCA (rV).

When the optimizable parameters are tuned to vary u,
the trajectory probability Py[r™ (¢)] changes to Py[r™ (t)].
The cumulant generating function can be estimated in
the modified ensemble as,

ea PN
Pl )

lim — ln <e’\TA*+AS[“]> (10)
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where the functional form of the relative action AS[u]
can be derived from Onsager-Machlup theory,>3

AS[u] = — S[FWCA

/ Z B

with the integral being computed in the Ito sense. This
change of measure analogous to a Girsanov transform33
relates the original likelihood of self-assembly in the ref-
erence ensemble to the ensemble under the control force.

Since the exponential is a convex function, we apply
Jensen’s inequality to Eq.

F}NCA )2

dt  (11)

P(A) > lim l</\7'A7- + AS[ul)y (12)

T—00 T
to obtain a variational expression for the cumulant gen-
erating function. In the long time limit for 7 — oo, we
can replace trajectory averages with static averages and
simplify the relative action using the equation of motion
for r;. Hence we arrive at our final variational expression,

N FWCA)
Y(N) > (Qu))y = < Z 4,kaT >
=1 u
(13)
where (Q[u])y is the target function to optimize.
For a bounded observable like the indicator function,
a large value of A enforces the desired conditioning. The
problem of saturating the variational inequality is known
to have a unique solution when u(r?¥) can take all pos-
sible functional forms, the optimal force being a general-
ization of Doob’s h- transform Optimizing (Q[u])y will
lead to a set of many-body forces for assembling tar-
get clusters in high yield. In practice the use of only
one-body and two-body forces in Egs. need not sat-
urate the inequality. The second term in the variational
expression is associated with the Kullback-Leibler diver-
gence between the reference and conditioned trajectory
ensembles. This term enforces the smallest excess force
out of all possible control forces, and thus acts as a regu-
larizer in the optimization process. While the solution to
Eq. 3] uniquely selects the force that shows fluctuations
closest to rare fluctuations in the original ensemble, it is
not a unique inverse design criterion and alternatives can
in principle be constructed.2* However, the optimization
scheme that we construct in the next section can be gen-
erally extended to other functional forms of regularizers.

C. Stochastic gradient descent

To numerically optimize Eq. T3] we derive explicit gra-
dients of the variational estimator (Q2[u])y, using an algo-
rithm that we have previously employed to estimate large
deviation functions in nonequilibrium steady-states.32
The general form of the gradient with respect to any

variational parameter ¢ € {D;;, f} is

o0l _ (9000w

dc ou OJc

e 95[u] du
/0 <5Q(t)5< - 8c>(0)>udt (14)

where S[u] is the time derivative of the action S[u].
Equation [[4] is a generalized fluctuation-dissipation re-
lation for a nonequilibrium response in the design pa-
rameter space. For computational purposes, we approx-
imate the gradient expression by integrating the correla-
tion function in the second term up to a fixed large time
interval At = 5ty3. Due to the small density, we have to
use a low variance estimate for the explicit gradient in
Eq. [[4] for the specific case of optimizing the shear flow
rate f, see Appendix [Al

The corresponding variational algorithm consists of
a stochastic gradient descent optimization®® for a large

0 20 40 60 80

0 50 100 150
Optimization steps

FIG. 2. Optimization procedure for an Op cluster. a) The
convergence of the yield with increasing number of optimiza-
tion steps. Different colors represent varying learning rates.
b) Convergence of D;; for the green yield curve in (a). (Inset)
Bond structure and the corresponding MA D;; matrix for the
Oy cluster. Blue and white elements in the matrix denote
bonds with D;; = 10kgT and D;; = 0, respectively.



value of A in Eq. [[3} Starting from an initial point in pa-
rameter space {D;;, f}, we simulate the dynamics of the
system using Eq. [ and after relaxation into a steady
state, statistically estimate the explicit gradient of the
variational estimator, Eq. T4l We perform stochastic
gradient descent updating all variational parameters c at
every step of the optimization, with the update rule at
the n-th step being

O(Qul)u

e (15)

Cntl = Cp + Oy

Cn

where the stochastic gradients are evaluated within a
steady-state with the current value of the parameters,
and «, is the learning rate for any of the ¢ parameters
in the n-th optimization step. The level of noisy fluctua-
tions in each parameter during the optimization process
can be tuned independently through the corresponding
learning rates. If the variational surface changes sharply,
the learning rate has to be decreased with increasing n
to anneal to the optimal solution basin. The learning
rates have also been chosen individually for each exam-
ple such that in each optimization step, the rate of change
of D;;/kgT is in the range [0.1,0.5] and that of fo?/kgT
is in the range [1, 5].

D. Convergence and choice of A\

To illustrate the performance of the optimization al-
gorithm, we study the assembly of 6 particles into an
octahedral (Oy) target cluster. An octahedron is not
the highest yield cluster formed in a system of 6 hard
sphere colloids with infinitely short-range attractions°
and is formed in only 6% yield with strong, nonspecific
interactions. Figure 2h shows the yield as a function of
optimization steps with different learning rates and dif-
ferent trajectory noise histories. For all these examples,
the yield is optimized over multiple orders of magnitude
with the final converged value being close to 100%. This
change of the order parameter over several orders of mag-
nitude arises from the observable being defined as the
probability of forming the target cluster, and in cases
where the change is more drastic, would necessitate the
use of two different learning rates in Eq. At a con-
stant learning rate, the learning curves show two distinct
regions, such that a gradual rise in yield is followed by a
rapid convergence to the saturation value.

Figure 2b shows the convergence of D;; for one of the
optimization runs. For 6 particles there are 15 distinct
interactions, all of which are optimized. The starting
point is a nonspecific attraction D;; = 4kgT for all ij
pairs. The optimization curve shows two regions, an
initial spreading of the D;; values followed by a rapid
permutation symmetry breaking and a clear segregation
of the 15 interactions into 12 attractive and 3 repulsive
parameters. The 12 attractive interactions are all sta-
tistically equal, as are the 3 repulsive interactions. The

attractive interactions correspond to the 12 bonds in the
connectivity matrix for the octahedron. The symmetry
breaking is spontaneous and is aided by the initial noisy
fluctuations during optimization. Different noise histo-
ries in the trajectory lead to a symmetry breaking for
which different sets of D;; parameters become attractive
or repulsive. For the finite clusters considered, this sym-
metry breaking is general. We refer to the specific D;;
solutions for the optimal yield of a target cluster as an
alphabet, and the particular D;; in which there is a pair-
wise attractive interaction for every contact in the target
structure as a Mazimal Alphabet (MA). This strategy has
been previously shown to be effective in the self-assembly
of short-range interacting colloids into small clusters.13:41

For the octahedral cluster, we have studied the sta-
bility of the MA solution for varying values of A. We
find a bimodal structure of the variational surface, with
the algorithm converging to either a MA solution or a

0 25 50 75 100
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~ 1.31n(Atp)
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ln()\to)

FIG. 3. Stability of the high-yield solution with A. a) Con-
vergence of the yield starting from the 10kgT MA solution.
Different colors represent varying values of Atp in the range
[1037 4 x 104]7 with the converged value of the yield increasing
monotonically with A. b) Blue crosses with errorbars are the
converged bond energy of the MA solution at varying values
of A. Red line is a linear fit.



trivial solution u = FWCA  depending on the value of
A. Figure Bh demonstrates the convergence of the octa-
hedral yield with different values of Aty varying in the
range [103,4 x 10%], starting from an MA solution with
10kgT bond energies and a yield of 100%. For mod-
erate but decreasing values of A, the algorithm remains
stable in the MA solution, but with monotonically de-
creasing yields and bond energies. Below a critical value
of A\ = 5 x 10%/tg, the MA solution becomes unstable
and the algorithm finds the u = FWCA solution. Rather
than optimizing the yield in Eq. I3 at small values of
A the second term is optimized. For some moderate A
values, the MA basin is only a local optimum and the
crossover behavior shows A-dependent hysteresis. We
find this bistablity of the variational surface to be generic.

Figure Bb shows the dependence of the average opti-
mized bond energies of the converged MA solutions from
the previous figure, as a function of varying A. This illus-
trates the depth of the MA basin in the parameter space.
In the limit that each bond is formed independently, D}
is expected to asymptotically vary as ~ 2kgT In(Atg), as
demonstrated in Appendix [Bl Over the range of A con-
sidered, we find a logarithmic dependence but with a
different coefficient, ~ 1.31In(Atp). This suggests that the
free energy is approximately pairwise additive.

In the limit of large A, which in practice is chosen such
that the estimate of the first term in Eq. [[3]is at least
an order of magnitude larger than the negative second
term, the variational algorithm can be used to automate
the discovery of optimal forces for the self-assembly of
clusters of arbitrary shapes and sizes, in a nonequilib-
rium steady-state. The optimal forces stabilize the tar-
get clusters in an arbitrary ensemble without account-
ing for the dynamics of transient relaxation towards its
steady-state. For fixed number of tunable parameters,
the computational cost scales linearly with system size
since the only bottleneck is propagating a steady-state
trajectory long enough to compute statistically converged
gradients. The algorithm also scales linearly with the
number of variational parameters, but with a small pro-
portionality constant as all the gradients are estimated
from the same trajectory. The use of the statistically es-
timated gradients significantly lowers the computational
cost in contrast to numerically estimating the gradients
from finite difference techniques by propagating multiple
trajectories at different points in the parameter space.
We next use our variational algorithm to study and ra-
tionalize the optimal design principles for a collection of
rigid and nonrigid clusters.

I1l. DESIGN PRINCIPLES

We have investigated the formation of small low-energy
rigid and nonrigid clusters with 6,7 or 8 particles. We
discover distinct design principles of these clusters and
rationalize our findings by analyzing the response func-

tion of yield to the shear flow rate. We also demonstrate
that the variational algorithm can obtain high yield opti-
mal solutions even with constraints imposed on the total
number of experimentally realizable design parameters.
The design principles we obtain are expected to be gen-
eral for the nonequilibrium self-assembly of short-range
interacting colloids in a sheared steady-state.

A. Rigid clusters

We study the formation of a family of rigid clusters
that are all known to be the lowest energy structures for
systems of hard sphere colloids with identical infinitely
short-range attractions. These clusters have previously
been systematically enumerated and tabulated,2%27 and
their free-energy landscapes have been theoretically and
experimentally studied.2? These finite clusters are the
colloidal analogs to small molecules and have been shown
to be involved in the controlled seeding and growth of
polycrystalline phases and kinetically arrested gels.28:22

For each of these clusters, we optimize {D,;, f} to ex-
tremize the yield within this force ansatz. In the limit
that the attractive interactions between the particles
were infinitely short-range, there would be no internal
low-energy distortion modes and the bond-connectivity
matrix would correspond to a unique geometry. For our
optimization, the indicator function refers to the corre-
sponding bond-connectivity matrix conditions being sat-
isfied. Figure. @h summarizes the design principles dis-
covered for these clusters. The point groups for the sym-
metries of each of these clusters have been indicated along
with the highest yields obtained. For chiral C,, clusters,
the yields are the racemic yield.

For each of these clusters, the corresponding optimal
alphabet discovered by the variational algorithm has also
been indicated. We find that for clusters (i-iv), the opti-
mal solution for D;; is the MA. For the chiral C, cluster
(v), the optimal alphabet is closely related to the MA but
has a higher symmetry and is equivalent to a smaller 3 x 3
alphabet, while having the same yield. For clusters (vi-
ix), all of which contain a radial 5-fold motif, the optimal
yields are much less than 100%, and the optimal alpha-
bets are not MA. The reason is the competition with
structures with higher number of bonds. These lower
energy structures would be geometrically unfeasible for
infinitely short-range attractions, however in our model
the short-range bonds have nonzero vibrations, which is
sufficient to lead to the formation of the extra bonds.
Unlike MA, the optimal alphabet discovered by the vari-
ational algorithm penalizes the formation of these lower
energy competing structures.

Figures [@b and [k show two slices through the opti-
mization landscape in the parameter space of {D;;, f}.
Figure @b is a diagonal slice through D;;, such that all
D;; = D, while fixing f = 0. We find that for the two 6
particle clusters (i) and (ii), there is a monotonic increase
in yield with increasing D. This suggests that even when
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FIG. 4. Design principles for rigid clusters. a) Bond structure of clusters (i-ix), along with their corresponding point groups,
optimal yields and their converged alphabets on a color scheme indicated by the colorbar at the top. b) Yield as a function of
a nonspecific attraction D;; = D for fixed shear f = 0. ¢) Yield as a function of the shear rate f for fixed optimal alphabets.
The colors of the points in b) and ¢) correspond to the colors of the clusters in a).
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FIG. 5. Design principles for nonrigid clusters.
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a) Bond structure of clusters (x-xv), along with their corresponding point

groups, optimal yields and their converged alphabets on the same color scheme that was used in Fig. @ b) Yield as a function
of the shear rate for D;; fixed at the optimal alphabet. The colors of the points correspond to the clusters in a).

the attractive forces are not infinitely short-range, both
of these clusters are energetically the most stable config-
urations, and the only competing structures are higher in
energy. When D = 10kgT, the Csgy cluster (i) is formed
with a yield of 93% compared to the 6% yield of the Oy,
cluster (ii), which is consistent with the stabilization due
to the rotational entropy in the former.4? All the other
clusters (iii-ix) in Fig. @b show a turnover in yield with
increasing D. This is due to competing low energy struc-
tures that are formed at large enough nonspecific D. We
expect this design principle of a turnover in yield with
increasing nonspecific attractions to be general for larger
clusters, since most larger clusters built from short-range

interacting particles will contain the radial 5-fold motif.27
The value of the attraction D at the yield turnover is
determined by a competition between the energetic sta-
bilization of the lower energy structure and the destabi-
lization of structures with missing bonds.

Figure @ shows a slice through the optimization land-
scape with varying the shear rate f, while fixing D;; at
their optimal value found by the variational algorithm.
We see that for this class of rigid clusters, the yield mono-
tonically decreases with increasing shear rate. We ex-
pect this feature to be general for rigid clusters, since
rigid clusters need no additional geometric stabilization
that can be provided by shear, which only energetically



destabilizes the bonds in the cluster. This perspective is
confirmed in Sec. [[II'C] using a linear response theory.

B. Nonrigid clusters

For our ansatz of short-range interacting colloids, clus-
ters with N particles but fewer than 3N — 6 bonds in
total, and fewer than 3 bonds for every particle, are not
minimally rigid in that they have zero energy deforma-
tion modes.2%57 These clusters are not formed in high
yield as stable ground state structures in equilibrium.
We have used the variational algorithm to uncover opti-
mal nonequilibrium design principles for a family of such
nonrigid clusters. The clusters we have considered belong
to a family of planar two-dimensional structures known
as polyiamonds. They have been shown to self-assemble
from colloids in the presence of a spatial heterogeneity,
like in hydrodynamically driven assembly of sedimenting
colloids in the presence of a substrate.8? 62 Within our
control force ansatz, we investigate whether the shear
flow planes are sufficient to stabilize these clusters.

For the optimization process, the indicator function for
the cluster yield has been defined using both the bond
connectivity matrix and the flatness of the clusters, as
discussed in Appendix Figure Bh shows the optimal
design principles obtained for clusters (x-xiv). The vari-
ational algorithm converges on the MA solution for the
D;; parameters for all of these clusters. The yields, how-
ever, are not 100% due to contribution from competing
buckled configurations where the polyiamonds fold over
the triangular faces to form tetrahedral motifs. More-
over, with the MA fixed, the optimal yield is at a non-
zero shear flow. Figure[Bb shows the yield as a function of
the shear rate for fixed optimal alphabets. The location
of the turnover in yield depends on the competition be-
tween geometric stabilization of the planar structure from
the shear flow lines and energetic destabilization of the
bonds. This design principle of planar two-dimensional
clusters being stabilized by a shear flow appears to be
general, and stands in contrast to the rigid clusters which
are strictly destabilized by shear.

C. Response of structure to shear

The origin of the response of yield to shear flow is re-
lated to the relaxation dynamics of order parameter fluc-
tuations in the unperturbed system. The response coef-
ficients for rigid and nonrigid clusters can be understood
using a generalized linear response theory.53:6 Keeping
the D;; parameters fixed, the linear response of the yield
to a change in shear flow rate can be decomposed into

two terms,
Ol 1 [
oF =T ), dt (sI'(0)01(t)),,
1 o0
T i dt (OM(0)61(t)),, (16)

where we have used the low variance estimator for the
correlation function in Appendix [Al Here, T is related to
the dynamical torque acting on the cluster,

1

=N [(yéi — fzi) — (vij — f2)](zi — 25) (17)

i>j

and M refers to the virial stress on the cluster due to
internal forces,

1 x x
M= %—NZ[F = Ff)(zi — 25) (18)
1>7
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FIG. 6. Response of yield to shear for a rigid and a nonrigid
cluster, with D;; fixed at the corresponding optimal alphabets,
and shear fixed at f = 5kpT/o?. a) Total correlation function
(black squares) for an Oy, cluster (ii), and its torque (orange
circles) and virial stress (red triangles) parts. b) The same
correlation functions for the Cay, cluster (x).
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FIG. 7. Design principles for low symmetry clusters (xvi-xxi) with smaller alphabets. Each column corresponds to the point
group of each cluster, its optimal yields and forces with 2x2, 4x4, and 88 sized alphabets in the three rows. The color scheme
for the bonded structure refers to the optimal partitioning of 8 particles within 2, 4 or 8 labels, and the visualization of the

D;; matrices follow the same color scheme as in Fig. @

where F; = -V, Ej;éi [VWCA (T‘ij) + VMorse(rij)] is the
conservative force acting on the i-th particle. I' and
M are time-reversal asymmetric and symmetric parts
respectively8® of the full stochastic action gradient, R =
I'+ M. Decomposing in this form is necessary to preserve
the deconvolution of the center-of-mass motion from the
internal coordinates of the cluster.88

This linear response function is 0 at equilibrium due
to the spatial parity symmetry of the system. Hence we
have characterized the different components of this corre-
lation function at a small value of shear f = 5kgT' /o2, for
the rigid cluster (ii) and the nonrigid cluster (x), fixing
D;; to their corresponding MA interactions. The results
are shown in Fig. [0l We find that the component coming
from the virial stress has opposite signs at small times
for the rigid and the nonrigid cluster, which accounts
for the opposite signs of the gradient of the yield. The
tumbling motion of the clusters in a shear flow couples
positively with the internal order parameter in the case
of a nonrigid cluster and leads to an increase in yield
with increasing shear flow rate at small values of shear.
The shear flow planes function as a spatial heterogene-
ity that is generally a precondition for stabilizing these
planar clusters during self-assembly. At large shear, the
yields of both rigid and nonrigid clusters are decreased
with increasing shear due to the larger anti-correlation
between the torque and the indicator function.

These design principles in and out-of-equilibrium are
general in their scope of applicability for small clusters
formed by DNA-coated colloids. Nevertheless, a key lim-
itation of this approach is the linear system size scaling
of the number of different kinds of DNA-labeled colloids
required in order to assemble a cluster, evident in the
corresponding quadratic scaling of the number of varia-
tional parameters. We have addressed this limitation in
the next section.

D. Smaller alphabets

Engineering a system with an extensive number of spe-
cific interactions is difficult, even with DNA-coated col-
loids. It is advantageous in this regard to uncover alpha-
bets that code for the minimal sufficient interactions to
stabilize a target structure, in such a way that does not
increase with increasing system size. For example, poly-
mers and crystals are macroscopic structures that can be
assembled with a finite number of specific interactions, as
both only require a repeating microscopic number of com-
ponents to be stabilized, either a sequence of monomers
or a unit cell. For clusters that do not have a clear re-
peating unit, discovering optimal design principles with
smaller alphabets is nontrivial.

We have studied this problem by considering the 6 dif-
ferent low-symmetry 8-particle clusters (xvi-xxi) shown
in Fig. [[1 For each of these clusters, there is no direct way
to partition the interactions into 2 or 4 classes based on
their bonding environment or symmetry. We have used
the variational algorithm to optimize the yield of each of
these clusters, with a 2 particle, 4 particle and 8 particle
alphabet, in which D;; has 3, 10 and 28 independent vari-
ational parameters respectively. Clusters (xvi-xix) have
near 100% yields for the full sized alphabet. Clusters (xx)
and (xxi) compete with higher bonded clusters contain-
ing the radial 5-fold motif, and so have an optimal yield of
lower than 100% even with an 8 particle alphabet. Nev-
ertheless, for all the clusters, a 4 particle alphabet can
give quite large yields in comparison to the maximum
possible yield. The variational algorithm identifies the
optimal way to partition the groups of interactions of
these clusters despite the lack of clear symmetry.

For the C; cluster (xix), even a 2 particle alphabet
has a high yield, despite not having any exact two-fold
symmetry. In this case, the algorithm has recognized



a near-symmetry in the cluster and has partitioned it
into 2 groups. The symmetry of these letters is close
to the symmetrical alphabet that was discovered by the
algorithm in a related Cs cluster (v) in Fig. @l We ex-
pect this potential to discover optimal design principles
for large clusters with a small number of groups, to be
promising towards the self-assembly of experimentally re-
alizable systems with practical constraints on the limits
of bottom-up design.

IV. DISCUSSION

We have developed an inverse design algorithm for
the self-assembly of colloidal clusters in a nonequilib-
rium steady-state. The formalism exploits a variational
structure originating from large deviation techniques for
importance sampling in trajectory ensembles. The algo-
rithm optimizes the yield of clusters of arbitrary shapes,
sizes and geometry by tuning control forces within an ar-
bitrarily chosen ansatz, with statistically estimated ex-
plicit gradients. We have demonstrated the performance
of the algorithm using an ansatz of DNA-labeled colloidal
clusters self-assembled in a shear flow, and have obtained
design rules for different families of rigid and nonrigid
clusters. This algorithm scales linearly both in system
size and in the number of optimizable parameters in the
force ansatz, but its performance is independent of the
specific order parameter chosen for the self-assembly pro-
cess. For example, the choice of a locally defined struc-
tural order parameter such as the density or the degree of
crystallinity as the optimized observable can produce de-
sign principles for the assembly of extended dispersed or
periodic structures out of equilibrium. Similarly, dynam-
ical order parameters like the instantaneous flux between
two stable states can also be optimized using the same
variational procedure in a suitable trajectory ensemble.
Hence this algorithm can be used to tune both structural
and dynamical order parameters of clusters in a nonequi-
librium steady-state to produce dynamical phases having
no equilibrium analogs.

This variational algorithm differs from other avail-
able inverse design algorithms for soft matter in and
out of equilibrium. The equivalent variational struc-
ture in configuration space for systems in thermal equi-
librium, where the potential energy function is opti-
mizable and explicit gradients can be statistically es-
timated by autodifferentiation, has been used exten-
sively as the basis of both importance sampling and in-
verse design algorithms.®”%? This configuration space ap-
proach with explicit gradients is not feasible in nonequi-
librium systems due to the probability measure being
non-Boltzmann. Out of equilibrium, there have been the-
oretical approaches to rationalizing design principles in
one or two component systems.ﬂ@ﬂ

In the absence of a closed form expression for the con-
figuration space measure, machine learning algorithms
have been previously used to identity optimal design
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principles by tracking an order parameter during or at the
end of finite-duration trajectories.”2 72 Machine learning
or neuroevolution based approaches are equivalent to es-
timating numerical gradients in the design space using
finite-difference methods, and have similar convergence
properties as explicit gradient based methods in the limit
of small optimization steps.”® However, since our multi-
dimensional statistical gradient estimates are obtained
using information from the same trajectory, our explicit
gradient based method is expected to be advantageous in
a high-dimensional design space as typically encountered
in the bottom-up design of soft materials.

Finally, a class of design algorithms employ a trajec-
tory ensemble based approach to statistically estimate
explicit gradients of the dynamical response in colloidal
systems”’8 and are formally closest to our approach.
These algorithms probe the transient dynamical response
of self-assembly trajectories, which however do not pre-
dict the long-time properties of the self-assembled cluster
in a nonequilibrium steady-state. In our algorithm, we
have explicitly evaluated the long-time steady-state limit
and arrived at the novel fluctuation-dissipation relation
in design space in Eq. [[4l This will enable our explicit-
gradient based method to be directly used to optimize
both structural and dynamic properties of driven phases
of soft matter, and automate the discovery of new func-
tional materials.
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Appendix A: Estimating explicit gradients in the
low-density limit

Using Eq. [[4] the second term in the explicit gradient
with respect to the shear flow rate f is

<5Q(t)5 (‘9*;1[1“] ‘;—‘;> (o>>

- QW;BT <m<t>6 (Z nfzz) <o>> (A1)

where we have simplified the stochastic action using the
equation of motion. Since z; appears in the expression
independently for each particle, and the density of the
particles is vanishingly small, the z-diffusion timescale of
the cluster diverges, and the correlation function takes
a long time to converge. Thus any gradient estimate we
obtain by integrating the correlation function to a finite
time At will contain a systematic error. In order to ob-
tain an unbiased gradient, we recognize that in the large



http://dx.doi.org/10.5281/zenodo.4289235

A limit we are working in, the major part of Q(¢) is from
1(t), which by our definition depends only on the inter-
nal coordinates of the particle, and due to the spatial
translation symmetry in our system, is decoupled from
the center-of-mass diffusion. This decoupling is directly
expressed by a regrouping of terms in the sum over par-
ticles,

A <51(t)5 (ﬁ; 77%) (0)>u
{0 (] [5]) ),

A N
+ <51(t)5 > =)z - z) (0)> (A2)

i,j=1
P> "
where in the first term the z coordinate of the center of
mass has been explicitly factored out. We identify that
the indicator function does not correlate with the center-
of-mass motion and so the first term is 0. We use only
the second term to approximately evaluate the gradients
of Eq. M3 with respect to the shear flow rate f.

Appendix B: Asymptotic dependence of solution on )\

We analytically solve for the asymptotic dependence
of the bond energy D as a function of the bias A, for the
formation of one bond, independent from the dynamics
of the other bonds. We can represent this simplified sys-
tem as an equilibrium, two state Markov model with the
rates of transition between the bonded and unbonded
states kp and k,, respectively. These rates are deter-
mined by their mean v = (k, + k3)/2 and their ratio
ku/ky = exp(AF/kpT), where AF is the free energy dif-
ference of the two states.

The cumulant generating function associated with fluc-
tuations in the bonded state satifies a eigenvalue equation
of the form,

WAT‘)\ = w()\)f‘)\ (Bl)

where 7, is a right eigenvecture, and operator W), is given

by
(kN Ky
= (T 5

which is equal to the adjoint of the transition rate ma-
trix when A = 0. For the optimal rates that generate
the statistics equivalent to this rate matrix, we need the
Doob’s transform of the matrix.32 For this purpose we di-
agonalize the matrix to find the eigenvector correspond-

(B2)
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FIG. 8. Flatness distribution for the geometry of the Cay
cluster (x), keeping the D;; fixed at the optimal solution and
changing the shear rate f. (Inset) The flatness is measured
through the angles 0 apc and OpEF.

ing to the dominant eigenvalue as (ry, 1) where

_AF
e FBT

=
v

[(A +20) + BT (A — 20)

2 AF AF
— \/e BT (A — 20)2 4+ (X + 2v)2 + 2e78T (A2 + 412)
(B3)

and k, and k; have been rewritten with AF and v.

The modified rates that generate the optimal dynamics
are given by k, = k,/rito and ky = kpritg. The mod-
ified free energy difference corresponding to these rates
is AF = kgT In(ky /kp). Using Eq. (B3)), in the A\ — oo
limit the optimal free energy goes as

AF ~ AF — 2kgT In(\to) (B4)
In this limit, the free energy is dominated by the negative
of the bond-formation energy D, and hence the latter is
asymptotically D ~ 2kgT In(\ty).

Appendix C: Effect of shear on geometry of nonrigid
clusters

Shear flow enhances the yield of nonrigid clusters (x-
xv) by stabilizing a planar geometry and suppressing
buckling modes. Here we have computed the probabil-
ity distribution P(cosf) of the average flatness, defined
as cost = [cos(0apc) + cos(0ppr)]/2, conditioned on
the correct bond connectivity matrix for the cluster be-
ing satisfied. The angles, 0 spc and Oppp are defined in
Fig. B The flatness is —1 for a perfectly planar geometry,
but increases due to buckling and bending of the nonrigid
cluster. For defining the indicator function for the non-
rigid cluster, we used a flatness cutoff of cosf < —0.8. We




have looked at a population where the bond-connectivity
matrix condition is satisfied but the flatness is uncondi-
tioned. This is illustrated in Fig. Bl for the Cay, cluster
(x). We have kept the D;; forces fixed at the optimized
alphabet, and plotted the distribution of flatness at two
values of shear, at equilibrium with f = 0 and also at
f = 20kgT/o? which is close to the optimal value for
highest yield. We find that the planar geometry is a tran-
sient state at equilibrium, with the most probable states
corresponding to the buckling of one or both of the angles
Oac and Opgr. The shear flow destabilizes the buckled
conformations and stabilizes the planar state instead, so
that at f = 20kgT/o? the most probable conformation
is the correct planar geometry.
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