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ABSTRACT OF THE DISSERTATION

Measuring and Modeling Applications for Content Distribution in the Internet

by

Anirban Banerjee

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, December 2008

Dr. Laxmi Bhuyan, Chairperson

The focus of this dissertation is on measuring, analyzing and modeling emerging appli-

cations in the Internet. Specifically, we concentrate on understanding the internals of content

distribution paradigms such as Peer-to-Peer (P2P) systems and podcasts. This dissertation

consists of three main thrusts which we describe below.

P2P streams have been reported to constitute nearly 61% of all upstream traffic. P2P

streams are used for disseminating content ranging from video programs to linux images.

This everpresent ubiquity of P2P networks has also allowed them to be used for sharing

copyrighted material. This has resulted in organizations like the RIAA, taking legal action

against file-sharers. As a result P2P users have employed defenses against being monitored

by such organizations. We have found that a little caution pays off a lot, since there is a 100%

probability of a naive P2P user being monitored when accessing these networks.

vi



Further, as a case study, we present a comprehensive study about eDonkey, a popular

P2P network. We identify the limitations of current approaches to measure P2P networks.

Additionally, we find that P2P flows traverse through the Internet quite differently than http

flows. Based on this, we present metrics useful for distinguishing P2P traffic from other

forms of traditional content distribution in the Internet.

Finally, podcasts, a relatively new content distribution mechanism is expected to garner

an audience of nearly 56 million subscribers by 2010. Measuring and modeling podcasts re-

mains an open problem despite the significance that has been gained by this application. This

form of content distribution is best described as a push based mechanism, which is different

from traditional http based content distribution. We measure podcast streams, analyze them

and develop a traffic generator, SimPod, for simulation purposes.
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Chapter 1

Introduction

Content distribution in the Internet has been revolutionized with the advent of P2P networks

and podcasts. These emerging technologies have enabled Internet users to share and dissem-

inate information in the form of videos, audio files, and various other formats at an unprece-

dented level. In this thesis we discuss these two disruptive technologies which have had a

profound effect on the digital landscape.

P2P networks can be defined as cooperating groups of computers which work together

to share resources such as data files. Each peer is an individual computer who contributes

a part of or a complete file to the resource pool shared across the network. All peers work

with each other based on specific protocols to gather information from a multitude of peers

to finally obtain the data each one needs.

Podcasts are a relatively recent phenomenon. Internet users who want to disseminate au-

dio files, video files documenting their thoughts and experiences can turn them into podcasts.
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Users can subscribe to these podcast streams and download the files when available. This

mode of content distribution has exploded in popularity because of its simplicity and ease of

setup. A publisher of information does not need an expensive content distribution setup.

We focus on P2P networks during the first half of the thesis followed by an analysis of

podcasts in the second. In more detail, our work consists of three thrusts: (a) analyzing

privacy issues in P2P networks (b) measuring and modeling spatial characteristics of P2P

networks and users and (c) an analysis of podcast content distribution and the development

of a comprehensive podcast model.

1.1 Analyzing Privacy Issues in P2P Networks

The increasing trend of Internet users employing P2P networks for downloading media has

been well documented [18, 21, 5]. Data-streams attributed to file sharing via P2P networks

have been reported to constitute a major portion of ISP traffic in the Internet. P2P streams

have been reported to constitute nearly 61% of all upstream traffic [5]. Since P2P networks

are widely employed for sharing copyrighted material, media companies have taken legal

recourses to try and stem the tide of this immense problem. This has led to a digital war of

sorts, the media companies attempt to poison or stop file sharers from using P2P networks,

while the users of such networks attempt to devise constantly changing strategies and soft-

ware solution to outwit the other side. On one hand the RIAA [27] and P2P monitoring

companies [3] attempt to restrict the operation of P2P networks by legal and technological
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[6] means, while on the other hand P2P file sharers attempt to use blocklists [4, 14] to avoid

running into honeypot servers which log activities of file sharers downloading copyrighted

material. We believe our work is the first of its kind to document the effect of this kind of

digital war.

In an effort to legally prosecute P2P users, the RIAA and MPAA have reportedly started

to create decoy users: they participate in P2P networks in order to identify illegal sharing

of content. This has reportedly scared some users who are afraid of being caught and pros-

ecuted. The question we would like to answer is how prevalent is this phenomenon: how

likely is it that a user will run into such a “fake user” and thus run the risk of a lawsuit? The

first challenge is identifying these “fake users”. We collect this information from a number of

free open source software projects which are trying to identify such addresses by forming the,

so called, blocklists. The second challenge is to quantify the probability of a user contacting

such a fake user by conducting a large scale experiment in order to obtain reliable statis-

tics. Using Planetlab, we conduct active measurements, spanning a period of 90 days, from

January to March 2006, spread over 3 continents. Analyzing over 100 GB of TCP header

data, we quantify the probability of a P2P user contacting fake users. We observe that the

probability of peers contacting entities in these lists is nearly 100%. In fact, 12 to 17% of all

distinct IPs contacted by any node were listed on blocklists. Interestingly, a little caution can

have significant effect: the top five most prevalent blocklisted IP ranges contribute to nearly

94% of all blocklisted IPs we ran into. Avoiding these can reduce the probability of a user

being tracked to about 1%. In addition, we examine the identity of these blocklisted IPs. In-
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terestingly, less than 0.5% of all unique IPs contacted, belong explicitly to media companies.

However, this may not be reassuring for P2P users, since any blocklist users (government or

commercial) could be collaborating with media companies.

1.2 Measuring Spatial Properties of P2P Streams

Here, at a high level, we attempt to quantify the interesting characteristics of P2P traffic, espe-

cially regarding their spatial behavior, and to identify the challenges associated in measuring

this kind of traffic.

We perform a study about the current measurement methodologies used to estimate the

activity and size of P2P networks. We compile information in succinct manner which high-

lights the state-of-the-art in this regard. This is imperative to understand what we know about

P2P networks and what we can expect to know about them. These two facets could possibly

provide an insightful look into how to interpret results obtained by the measurement ap-

proaches which we have analyzed. Furthermore, we have also analyzed where are the peers

located in the AS structure of the Internet when using these networks. We find that 92 to

98% of P2P flows end at tier 1 and tier 4 ASes. Furhter tier 1 and tier 4 ASes also provide

maximum transit to P2P flows. Based on our findings we have provided a novel metrics with

which P2P flows can be distinguished from other kinds of content streams such as Internet

radio and http flows. Our mechanism can be used as a lightweight approach to make this

distinction.

4



1.3 Analyzing Podcast Based Content Distribution

In this third part of the thesis, we analyze the characteristics of podcast content streams and

develop a podcast traffic generation model for simulation purposes. Podcasts, a relatively new

content distribution mechanism has become wildly popular since its introduction in 2004 [93,

94, 95] and is expected to garner an audience of nearly 56 million subscribers by 2010 [92],

[86], [87]. One of the reasons for this rapid rise in popularity is that ”anyone” can publish a

podcast. One does not need a content distribution infrastructure in place to serve content to

large numbers of subscribers. Add to this free and ubiquitous web services which allow users

to publish podcasts free of cost, and one can begin to understand the rationale for this atomic

rise in popularity. In spite of this massive popularity quantifying the characteristics of podcast

data streams has received little to no attention. In this part of our work, we measure podcast

streams, analyze them and develop a traffic generator, SimPod, for simulation purposes. We

find that Podcast file sizes are an order of magnitude greater than http file sizes.

1.4 An Overview of This Thesis

This thesis is logically divided into several chapters. Here we present a chapter-by-chapter

breakdown of the text.

Chapter 2 Related Work:This chapter discusses the related work, the limitations and

strengths of different approaches.

Chapter 3 Privacy Concerns in Peer-to-Peer (P2P) networks:This chapter discusses
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in details the issues related to privacy in P2P networks. We also describe the network setup

and data collection process. Initially the chapter focusses on what level of monitoring users

can expect ton encounter. Then, we analyze characteristics of monitoring nodes through

analysis of real-world traffic traces.

Chapter 4 Measuring Spatial Properties of P2P content streams:This chapter dis-

cusses in details the spatial characteristics of P2P content flows. In this regard, we first

discuss the various approaches to measuring P2P networks for the purposes of determining

their scope. We highlight the limitations of each of the mechanisms. The, we move on to

comparing characteristics of P2P flows with Internet Radio flows and http flows and propose

a novel IR metric which can be used to distinguish P2P traffic from these other kinds of

content flows.

Chapter 5 Podcast based content distribution and P2P:This chapter critically an-

alyzes the important characteristics of podcast content flows. This new and emerging appli-

cation is set to garner immense audiences in the near future. We dissect podcast flows from

many dimensions, spatial, temporal and others. Finally, we present our results in the form of

a simple to use traffic generator, SimPod. SimPod can integrate itself with standard topology

generators to provide researchers with a way to simulate podcasts.

Chapter 6 Conclusion and Future Work

This chapter summarizes the contributions made in the thesis. We discuss possible impli-

cations of different assumptions made in the thesis. We discuss various future avenues into

which this thesis can lead to.
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Chapter 2

Related Work

This chapter describes the background and current work. Section 3 discusses relevant liter-

ature on privacy issues in P2P networks. Section 4 discusses the recent work on detecting

where are P2P users located in the Internet and detection strategies for P2P flows. Section 5

discusses the recent work on content distribution via new and emerging applications.

2.1 Privacy Concerns in Peer-to-Peer (P2P) networks

P2P networks are a prevalent application in the Internet. There exists a plethora of P2P

networks, such as FastTrack, Gnutella [19], BitTorrent, eMule/eDonkey along with extremely

an long list of clients, written in all possible languages for nearly all operating systems,

[18], [20]. P2P networks have recently been touted as the future of content distribution

technologies [21]. However, the fact remains that, these overlay networks, still do act as

significant enablers in the dissemination of copyrighted material. Organizations such as the
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RIAA and MPAA have been extremely vociferous in their support for anti-P2P policies, since

it is these organizations that lose out on revenue due to the exchange of copyrighted songs

and movies [10], [12].

Recently, a slew of reports in the electronic and printed media have led to members of

P2P communities pondering over the ramifications of such illegal resource sharing [23]. To

reduce the threat of a possible lawsuit, users have resorted to downloading and deploying

anti-detection software. This software blocks computers owned by these organizations from

communicating with P2P users [13], [4]. This kind of software no longer allows entities mon-

itoring P2P users to log the IPs of users. There is a large number of such free software, easily

available, from popular websites, for many different P2P clients, networks and Operating

Systems.

Previous work on modelling and analysis of P2P systems [29], [30], [31], has focused on

developing a viewpoint based on performance metrics of such overlay systems. Our work

differs greatly from these earlier efforts. Our goal is to quantify the probability of a P2P user

of being tracked by entities listed on the most popular blocklists. To the best of our knowl-

edge, our research is the first which specifically targets an in-depth study of whether such a

threat is a reality for a generic P2P user. Moreover, our work is qunatifies who do we talk to

while connected on these P2P networks, when sharing copyright-material. Additionally, we

intend to verify reports suggesting that some so-called organizations enlisted by the RIAA

target UPs in preference to leaf nodes [15], [16], in order to break the backbone of the entire

overlay structure.
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2.2 Measuring Spatial Properties of P2P content streams

P2P networks and their behavior have been the focus of active research efforts over the recent

past. Efforts have been made to try and fathom the models being used by popular networks,

[5], such as Gnutella, Edonkey [8] and BT [1], [3]. Studies carried out on such P2P networks,

as highlighted in [4],[5],[6], [7] provide an in-depth perspective on how to discriminate traffic

emanating due to P2P networks versus other Internet traffic. These methodologies range

from payload identification, which involves filtering traces for particular hex strings, known

beforehand, in the payloads of the packets captured. Other mechanisms employ parameters

such as TCP flow holding time, average downloaded data size and others, to home in on

possible P2P flows [7]. Research work regarding AS-AS interactions and P2P traffic have

concentrated on interactions between a pair of ASs, while we attempt to develop a birds eye

view mapping of where P2P users are located in the AS hierarchy. Furthermore, we compare

P2P traffic with http traffic and Internet radio traces and highlight the differences between

them. We employ custom designed tools interfaced with ethereal [2] in order to extract the

AS information for each P2P flow.

2.3 Podcast based content distribution and P2P

Podcasting is rapidly gaining large audiences [85]. Individuals with access to the Internet are

able to publish and distribute podcasts without the need for resource-rich infrastructure. This

is a significant deviation from prevalent commercial organizations which provide multimedia
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content using a subscription model, or employ high speed servers and fat-bandwidth links to

disseminate content to end-users [86], [87], [88].

Most content is audio but can be video as well, in the form of news feeds, interview

transcripts, entertainment and radio shows. End-users subscribe to these feeds and RSS 2.0

enabled browsers and podcast aggregators automatically download files published by pod-

casters [95], [92].

One important research effort in this area describes a dynamic polling mechanism to re-

duce overhead incurred as a result of clients continuously polling content servers [116]. Our

work differs significantly from this effort. We do not simulate end-user clients or propose

a polling protocol. We focus on podcasts as a content delivery mechanism and quantify

data and flow characteristics. Podcast data displays different characteristics when compared

to content delivered by more traditional methods. Podcast data displays a different range for

file sizes distributed to end-users compared to web/HTTP data. Research estimates report av-

erage page sizes for web pages to range from 60 to 605 KB [99], [100], [101]. This range is

significantly different from podcast file size ranges by nearly an order of magnitude. More-

over, HTTP content displays a heavy tail Pareto distribution [102], different from podcast

workload. Also, per-hour podcast traffic as observed from a client point of view follows a β

distribution, unlike trends described for generic traffic in [118].

Also, real-time video and audio streaming is different from podcasting in terms of when

data is transferred to end-users. Podcasting allows data to be disseminated, only when the

content is published and hence data flows are bound by temporal characteristics of when
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content is published. This is not the case with other forms of content dissemination which

are dependent solely on when the user wants to access the content. Research conducted in [?]

verifies that user requests coming in for access to web objects follow a Zipf like distribution.

Characterization of Autonomous Systems (ASs) based on their degree-based ranks has

been described in [106] and we employ these methods in our research. Efforts as caching

performance and workload characterization of document data [102], segment based caching,

with blockwise variable sized segments [103], caching based on data migration protocols,

and event-driven paradigms [104] and summary cache [105] mechanisms could all be used

to improve content delivery for podcasts.

Statistical background: We now define some statistical distributions [115], which will

be used in subsequent sections.

1. β distribution: Formally defined as:

f(x;α, β) =
1

B(α, β)
xα−1(1− x)β−1

and

f(x; k, θ) = xk−1 e
−x
θ

θkΓ(k)

where α and β both must be greater than zero, B defines the Beta function. This

distribution is extensively employed in Bayesian statistics and is heavily used for

PERT/critical-path-method based modeling. and k is the shape parameter and θ is

11



the scale parameter, both greater than zero.

2. γ distribution: Formally defined by:

f(x; k, θ) = xk−1 e
−x
θ

θkΓ(k)

where k is the shape parameter and θ is the scale parameter, both greater than zero.

3. Bimodal distribution: A bimodal distribution is a distribution with two different

peaks, with two distinct values that measurements tend to center around. Such dis-

tributions have been used to model population dynamics for groups of individuals. For

unimodal data, we observe:

f(x1) < f(x2) < .... < f(xm) > f(xm+1) > f(xm+2) > ... > f(xN)

While a bimodal distribution is apposite for cases which conform to the following

criterion:

f(x1) < f(x2) < .... < f(xm) > f(xm+1) > .. > f(xm+k) < f(xm+k+1) < .. <

f(xn) > f(xn + 1) > ...f(xN)

A simple bimodal Gaussian distribution based on a threshold probability P, can be

generated by the following algorithm:
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Algorithm 1 BimodalGaussian x
A⇐ V ector[1 : X]

P ⇐ ThresholdProb;

for c = 1 to X do

Random = SampleUniform(1, 0, 1);

if Random > P then

Ac = SampleGaussian(µ1, σ1);

else

Ac = SampleGaussian(µ2, σ2);

end if

end for

Unimodal Pareto distributions do not seem to capture the file size distribution for podcast

content data, while bimodal Gaussian distributions are capable of doing so, as will be seen

subsequently.
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Chapter 3

Privacy Concerns in P2P Networks

3.1 Introduction

Content providers, such as the RIAA and MPAA, have escalated their fight against illegal

P2P sharing [7], [18], [19], [20],[26], [27] with the use of fear: there have been a number of

lawsuits against individual P2P users [8], [9], [10], [11]. To make this more effective, these

organizations and their collaborators have started “trawling” in P2P networks: creating “fake

users”, which participate in the network, and thus, identify users who contribute towards

illegal content sharing. However, the extent of this deployment tactic has not been quantified

up to now, and this forms the focus of our work.

In response to this approach, the P2P community has spawned several projects which

attempt to identify such “fake users”, and enable P2P users to avoid them. In more detail,

there is a community based effort to maintain lists of suspect IPs, which are called blocklists.
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Blocklists are published by organizations which provide anti-RIAA software or by groups

which focus on security [14]. Additionally, a number of free, open-source, software projects

have enabled P2P users to avoid these blocklisted IPs automatically. Such software is easy

to download and is compatible with most popular P2P clients using various networks as

BitTorrent, eDonkey-eMule, gnutella [2] [4], [13],[14] [36], [22], [32]. Note that it is not

our intention here to examine how accurate and comprehensive these lists are, though this

would be interesting and challenging future work. Our claim is that, the information that we

use in our work is what is readily available to P2P users. We present Fig. 3.1.(a)-(b) which

denote the significant numbers of P2P users who download and employ these blocklists to

avoid contact themselves with fake users.

The question we attempt to answer is, how prevalent is the phenomenon of fake users.

Simply put, how likely is it that a user without running any additional software will run into

such a “fake user”? The answer to this question can help us: (a) understand the effort that

content providers are putting in trawling P2P networks, and (b) justify the effort of the P2P

community to isolate “fake users”. To the best of our knowledge, this phenomenon has not

been quantified before.

We conduct an extensive measurement study, employing PlanetLab [17] for a period of

90 days. We analyze more than 100GB of TCP header data, monitoring clients connected to

the Gnutella network and use the most popular blocklists on the Internet [4], [14], [36]. We

create and deploy P2P clients which insert about 100 popular song queries from well-known

music charts [42], [35], [34] into the P2P network. Hereonwards, we refer to IPs of fake
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users listed on these blocklists as blocklisted IPs and users exchanging data with them as

being tracked. A blocklisted IP is said to be hit every time a user interacts with it. Our results

can be summarized as follows:

1. Pessimistic result: A user without any knowledge of blocklists, will almost certainly

be tracked by blocklisted IPs. We found that all our clients exchanged files with block-

listed IPs. In fact, of all distinct IPs contacted by any client, 12-17% were found to be

listed on blocklists.

2. Optimistic results: We find that a little information goes a long way: Avoiding just

the top 5 blocklisted IPs reduces the chance of being tracked to about 1%. This is

a consequence of a skewed preference distribution: we find that the top 5 blocklist

ranges encountered during our experiments contribute to nearly 94% of all blocklist

encounters.

3. Most blocklisted IPs belong to government or corporate organizations: We quan-

tify the percentage of hits, to blocklisted IPs of each type, i.e. government and corpo-

rate, educational, spyware proliferators and Internet advertisement firms. We find that

the number of hits which belong to government and corporate lists are nearly 2.5 times

more than educational, spyware and adware lists.

4. Very few blocklisted IPs belong directly to content providers: We find that 0.5% of

all blocklisted IP hits could actually be traced back to media companies, such as Time

Warner Inc.
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5. Geographical bias: We find that there is a geographical bias associated with how users

encounter entities listed on blocklists. Users located on the two opposite coasts, east

and west, of mainland US, in Europe and Asia, hit blocklisted entities according to

different paterns.

6. Equal opportunity trawling: We find that Ultra-peers 1 and leaf nodes have equal

probability of associating with a blocklisted IP, with less than 5% variation in the av-

erage number of distinct blocklisted IP hits. This comes in contrast to the popular

belief that UPs are tracked more aggressively by blocklisted entities [15], [16], than

leaf users.

The rest of this work is organized as follows. Section II details the relevant literature

applicable to our research, followed by Section III, which discusses the experimental setup.

This is followed up by section IV, which investigates the probability of a user being tracked.

Section V deals with unearthing geographical bias followed by Section VI which addresses

the Ultra/Super peer versus leaf node debate. This is followed by the conclusion.

3.2 Who is Watching?

In this section, we discuss the experimental setup we employ and quantify the most prevalent

on blocklisted entities in P2P networks. We find that:
1Ultra-peers are high bandwidth nodes that act as local centers, facilitate low bandwidth leaf nodes, and

enable the scalability of gnutella-like networks.
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(a)

(b)

Figure 3.1: Activity statistics for Peerguardian, compiled 10th March 2006:(a) The to-
tal webtraffic directed towards the Peerguardian webpage at Sourceforge. (b) The
amount of downloads for the software, ranging from 4.5 to 6.5 GB (approx.) per day,
from the same site. [4]
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1. The majority of the most active blocklisted entities encountered are hosted by organi-

zations which want to remain anonymous.

2. Content providers such as the RIAA do not participate in large scale eavesdropping

into P2P networks using their own IPs.

We initiate our experiments in a manner so as to be able to emulate the typical user and yet

be able to measure large scale distributed network-wide inter-node interaction characteristics

of such P2P networks. We measure statistics based on trace logs compiled from connections

initiated using PlanetLab to gather traces in a geographically distributed environment. The

duration of measurements spanned more than 90 days, beginning January 2006. We initiate

connections using 50 nodes spread not only across the continental US (35 nodes), but also

Europe (10 nodes), and Asia (5 nodes) in order to determine any geographical nuances as-

sociated with, which entities on blocklists seems to be more active than others, in specific

locations. We customized mutella 0.4.5 clients [33], a vanilla console based gnutella client,

and intitiate connections to the Gnutella network. Moreover, clients were made to switch

intechangeably from UP to leaf modes in order to verify if network wide inter-node behavior

of UPs is significantly different from leaf nodes.

Our queries in the P2P network were based on lists of popular songs, from Billboards

hot 100 hits [34], top European 50 hits [35] and Asian hits [42]. Each node injected about

100 queries during every run. In the process, we analyzed more than 100GB of TCP header

traces, using custom scripts and filters to extract relevant information which helps us develop
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a deeper insight into who do we interact with, while sharing resources on P2P networks.

Before we present results obtained from our measurements we must discuss what BO-

GON IPs [40] mean as they hold special siginificance to the collected information. BOGON

is the name used to describe IP blocks not allocated by IANA and RIRs to ISPs and organiza-

tions plus all other IP blocks that are reserved for private or special use by RFCs. As these IP

blocks are not allocated or specially reserved, such IP blocks should not be routable and used

on the internet, however some of these IP blocks do appear on the net primarily used by those

individuals andorganizations that are often specifically trying to avoid being identified and

are often involved in such activities as DoS attacks, email abuse, hacking and other security

problems.

Table I lists the top fifteen entities that we encounter on the P2P network while exchang-

ing resources, throughout the duration of our active trace collection. Surprisingly, these en-

tities operate from BOGON IP ranges. This observation is made on the basis of the various

popular blocklist resources, and suggests that these sources deliberately wish to conceal their

identities while serving files on P2P networks, by using up IP ranges which cannot be tracked

down using an IP-WHOIS lookup to locate the operator employing these anonymous blocks.

Only three out of the top fifteen entries in table I do not use unallocated BOGON IP blocks

and are listed on PG lists [4], the rest of the BOGON entities, are listed on both Trustyfiles

[36] and Bluetack [14] lists. Most of the BOGON IP ranges point to either ARIN or RIPE IP

ranges. We must however mention that these BOGON IP ranges were found to point back to

these generic network address distribution entities at the time of our experiments. It is quite
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possible that these ranges may have now been allocated to firms or individuals and may no

longer remain truly anonymous. We observe that 99.5% of blocklisted IPs contacted either

belong to BOGON, commercial entities, educational institutions while only about 0.5% of all

blocklisted IPs we came in contact with could actually be traced back to record companies,

such as Time Warner Inc. This is an indication of the small presence of record companies

themselves, snooping on P2P users in a proactive manner.

FUZION COLO listed in Table I, is understood to propagate self installing malware, and

in general as an anti P2P entity [37], [38], [41]. xeex [39] is more of a mystery. It hosts an

inconspicious site which provides absolutely no information as to what the company is really

involved in. Going by the discussion groups hosted on the PG website, xeex does turn up

frequently in blocklist hits for a large number of users. Other individuals or organizations

deliberately employing BOGON IPs to participate in the exchange of resources on P2P net-

works are certainly attempting to hide, possibly from the RIAA. Another vein of reasoning

would suggest that they could be the ones who keep track of what users download.
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Rank Top15HitRanges Type

1 72.48.128.0-72.235.255.255 Bogon

2 87.0.0.0-87.31.255.255 Bogon

3 88.0.0.0-88.191.255.255 Bogon

4 72.35.224.0-72.35.239.255 FuzionColo

5 71.138.0.0-71.207.255.255 Bogon

6 70.229.0.0-70.239.255.255 Bogon

7 70.159.0.0-70.167.255.255 Bogon

8 70.118.192.0-70.127.255.255 Bogon

9 216.152.240.0-216.152.255.255 xeex

10 216.151.128.0-216.151.159.255 xeex

11 70.130.0.0-70.143.255.255 Bogon

12 87.88.0.0-87.127.255.255 Bogon

13 71.66.0.0-71.79.255.255 Bogon

14 87.160.0.0-87.255.255.255 Bogon

15 70.82.0.0-70.83.255.255 Bogon

Table I: Listing of top 15 blocklist entities encountered on P2P network.

Table II and Table III display the top five entities on the (a) educational and research

institutions list and the (b) government and commercial organizations lists. We observe that

FuzionColo and xeex appear prominently in this categorization along with two other com-

mercial organizations which host servers on ed2k and gnutella networks. We find that hits to

entities listed on commercial and government blocklists are much more frequent than hits on
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any other different kind of blocklists such as Internet ad companies, educational institutions

and others. Even though the number of IPs which belong explicitly to content providers such

as the RIAA may be small, the fact that IPs listed on commercial and government block-

lists are providing content to P2P users is of concern. The scenario in which commercial

organizations are hired by content providers to collect user profile data cannot be ruled out.

Furthermore, the possibility that these commercial organizations, such as the ones listed in

Table III are not aware of P2P traffic emanating from their servers does not seem very plau-

sible since some of these blocklisted entities kept tracking our clients nearly every time files

were exchanged. It is clear that these commercial IP ranges, which serve files to P2P users,

have a very large cache of popular in-demand media and have extremely low downtime. In

fact, the number of hits to commercial and government blocklisted entities is nearly 2.5 times

greater than hits to any other kind of blocklisted IPs.

Rank Top 5 Educational Hit Ranges

1 152.2.0.0-152.2.255.255-Univ. of N. Carolina

2 64.247.64.0-64.247.127.255-Ohio University

3 129.93.0.0-129.93.255.255-Univ. of Nebraska

4 128.61.0.0-128.62.255.255-Georgia Tech

5 219.242.0.0-219.243.255.255-CERNET

Table II: Listing of top 5 educational entities encountered on P2P networks
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Figure 3.2: Classification of blocklist hits according to their type. We observe that
hits on the commercial and government blocklist is significantly larger than hits on
the other blocklists.

Rank Top 5 Commercial Hit Ranges

1 72.35.224.0-72.35.239.255-FuzionColo

2 216.152.240.0-216.152.255.255-xeex

3 216.151.128.0-216.151.159.255-xeex

4 38.113.0.0-38.113.255.255-Perf.SystemsInted2k

5 66.172.60.0-66.172.60.255-Netsentryed2kserver

Table III: Listing of top 5 commercial entities encountered on P2P networks

3.3 Probability of being tracked

In this section, we estimate the probability of a typical P2P user being tracked by entities

listed on these blocklists. This gives an idea of what percentage of entities encountered while

surfing P2P networks are not considered trustworthy. We observe the following during our

study:
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1. 100% of all our nodes were tracked by entities on blocklists and on average, 12-17%

of all distinct IPs contacted by any of our clients were listed on blocklists.

2. Popularity of blocklisted IPs tracking P2P users follows an extremely skewed distribu-

tion.

As illustrated in Fig. 3.3, the percentage of IPs listed on blocklists is quite significant,

about 12-17% of all distinct IPs contacted, per node. In fact, this trend was reflected through-

out the duration of our measurements, which suggests that the presence of blocklisted enti-

ties on P2P networks is not an ephemeral phenomenon. Furthermore, we observe that the

frequency of popularity for blocklisted entities follows a skewed distribution as displayed in

Fig. 3.4a. A small number of entities register a large number of hits while most blocklisted

entities are infrequently visible on P2P networks. This fact is of great consequence to users

who wish to avoid contact with blocklisted entities and thus reduce their chances of running

into anti-P2P entities. Avoiding the five most popular blocklisted IPs leads to a drastic reduc-

tion in the number of hits to blocklisted IPs, approximately by 94%. This interesting statistic

is displayed in Fig. 3.4b. In fact, avoiding just these top 5 blocklisted IPs can reduce

the chances of a user being tracked significantly, down to nearly 1%. Users can use this

fact to tweak their IP filters to increase their chances of safely surfing P2P networks and by-

passing the most prevalent blocklisted entities. This is critical considering that, a naive user,

without any information of blocklists will almost certainly be tracked by blocklisted entities.

Also, the fact that 100% of all nodes regardless of geographical location were tracked by
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Figure 3.3: Percentage of distinct blocklist IPs contacted out of the total number of
distinct IPs logged.

blocklisted IPs, indirectly points to the completeness of the blocklists we collected from the

most popular sources.

3.4 Geographical Distribution

In this section, we focus attention towards the issue regarding whether geographical bias ex-

ists in our active measurements with respect to entries on blocklists being encountered while

our clients connect to the P2P networks from various geographical locations. To achieve

this, we needed a geographically diverse set of P2P users. We employed over 50 different

nodes on PlanetLab, encompassing the continental US, Europe and Asia. We monitor indi-

vidually, PlanetLab nodes located in the continental US as nodes situated on the east coast

(US-EC) and on the west coast (US-WC), to observe if there is any variation in behavior

within mainland US and, surprisingly, we do observe such a difference as discussed below.

In Fig. 3.5a, we study the effect of geographical location on how blocklisted IPs track P2P
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Figure 3.4: (a)Frequency of popularity of blocklisted IPs, following a skewed distribu-
tion.(b)Percentage contribution by Blocklisted IPs. The 5 most popular blocklisted IPs
contribute to nearly 94.2% of all blocklist hits.
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users. We observe that the percentage of blocklisted IP hits is highest in US-WC followed by

US-EC, Asia and Europe. The percentage of blocklisted IP hits, per node, as a percentage

of total hits to IPs contacted by each node, located on the US west coast seems to be nearly

twice of that for nodes located on US east coast. This suggests that users accessing the P2P

network from these two vantage points, within the mainland US, encounter different levels

of tracking activity. We believe this observed inequality stems from the difference in user

behavior and possible difference in levels of monitoring activities by entities on the blocklists

could directly be responsible for such a skewed trend. Fig. 3.5b depicts the distribution

of blocklisted IP hits from the ”educational” range, comprising of academic and research

institutions. Again, we observe a similar trend, nodes located on US-WC have a up a higher

percentage of blocklist hits compared to nodes located on US-EC, Asia and Europe. In fact,

the difference in measurements between US-WC and US-EC is more than five times than

that of readings gathered from US-EC.

Fig. 3.5c depicts the distribution of blocklisted IP hits in the government and commer-

cial domain. Once again, we observe that the probabilities for nodes situated on US-WC are

higher than nodes on US-EC, Asia and Europe. The period of observation, the UTC time

when data was logged, the number of queries in the P2P network, the order in which queries

were injected were identical for all nodes. This suggests that, throughout the duration of

our experiments, a consistent skewed distribution between US west coast and US east coast

can be due to difference in user behavior and the differing degree of local tracking activity in

these different geographical settings. Nodes located in Europe consistently registered a lower
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number of blocklisted IP hits when compared to nodes located in Asia. We always attempt

to maintain a balance while logging data using PlanetLab and deploy our code on nearly the

same number of nodes in different geographical settings, log data during synchronized time

periods using automated scripts bootstrapped via crontab. The only difference while gath-

ering measurements in these settings was that we used different lists of queries which were

injected into the P2P network for nodes located in separate continents. For nodes located in

Europe, we constructed query lists based on European 50 hits [35], and for nodes in Asia

we constructed query lists based on Asian hits [42]. The magnitude of difference observed

between nodes in Europe and Asia was found to be more or less consistent across the differ-

ent types of blocklisted IPs. However, they were significantly different from measurements

gathered across the mainland US.

3.5 Effect of role on the probability of being tracked

This section delves into whether, according to popular perception in P2P communities [15],

[16], the probability of being tracked by blocklisted entities varies with the role played by a

P2P node. The question we answer is: are UPs are tracked with higher probability by entities

on blocklists versus regular leaf nodes. We find that the role of the node does not seem to

have an effect on its probability of being tracked by blocklisted IPs. To examine this, we

repeatedly configured nodes to shift from UP to leaf mode and back over a number of cycles

in order to obtain connectivity patterns for each mode of operation. The uptime for each mode
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was identical and experiments were repeated to smoothen out any temporal fluctuations in

observed data. We observe in Fig. 3.6a the mean number of distinct IPs contacted by leaf

nodes and UPs in variousgeographical locations. We find that leaf nodes, located in the US,

seem to interact with a larger number of distinct IPs than do UPs. However, this is not the

case in either Europe or Asia, where UPs connect to larger number of distinct IPs than leaves.

This observation could be due to the false perception, hyped primarily in the US that UPs are

being watched with more vigor by entities on the blocklists compared to leaf users. Since

significant legal action against users of P2P networks has been directed towards users in the

US, it is obvious that peers would refrain from voluntarily switching their P2P client’s mode

of operation to become a UP. Therefore, we see a much lesser intensity of UP interaction

within P2P networks in the US. While in Asia, where the threat of legal action has yet to

create a dent in the minds of P2P users, it is evident that users will hardly shy away from

switching clients to UP mode or at least deliberately prevent clients from doing so. Hence,

we observe much larger numbers of peers communicating with UPs in Asia. We believe that

the same vein of thought holds true for the scenario for Europe based nodes, albeit to a lesser

extent.

Ultra-Peers do not encounter more blocklisted entities than Leaf-nodes in a consis-

tent manner. In Fig. 3.6b, we compare the percentage of blocklisted IP hits as recorded

by UPs and leaf nodes. The percentage shows how many of the total number of IPs en-

countered are blocklisted IPs. This metric depicts if there is any correlation between UPs

being tracked preferentially over leaf nodes irrespective of geographical location. We find
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that UPs in US-WC encounter higher numbers of blocklisted IP ranges versus leaf nodes.

This trend is consistent with Europe based nodes. However for US-EC and Asia based nodes

we observe that UPs encounter lesser numbers of blocklist IPs compared to leaf nodes. In

fact we observe less than 5% variation in the average number of blocklisted IP hits by UPs

versus leaf nodes on these P2P networks and thereby do not find any supporting evidence

for claims of UPs being preferentially tracked by entities on these lists vis-a-vis leaf nodes.

From our experiments we understand that a UP has nearly the same probability of running

into blocklisted entities as leaf users and do not find any significant variation in the number

of blocklisted entities contacted by either. It must be noted though that our experiments do

suggest a difference in P2P user behavior between US-WC and US-EC as has been discussed

in previous sections.
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Figure 3.5: (a)Distribution of Blocklisted IPs contacted in different geographical
zones, (b)Distribution of blocklisted IPs contacted, on Educational lists, in different
geographical zones, (c)Distribution of blocklisted IPs contacted, on Government and
Commercial lists, in different geographical zones.
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users:(a) Comparison of average number of distinct IPs contacted by UPs and leaves,
(b) Comparison of percentages of blocklisted IP hits as encountered by UPs and leaf
users.
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Chapter 4

Measuring Spatial Properties of P2P

content streams

4.1 Analyzing P2P-network measurement approaches

4.1.1 Introduction

The eDonkey protocol has been a dominant protocol in the P2P arena since its appearance in

2000. Its popularity appears to have peaked in 2004 when it overtook Fasttrack as the most

popular P2P protocol. During 2005, it was reported that eDonkey was serving approximately

two to three million users who were sharing 500 million to two billion files via 100 to 200

servers [43]. The popularity and the server-based operation were bound to create problems

for eDonkey: in February 21 of 2006, and June 16 of 2007, some of its major servers were

raided and shut-down by the authorities. However, eDonkey has not been eliminated. The
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question we attempt to answer in this report is what is the current state of eDonkey now.

Measuring eDonkey is fairly challenging as it has a hybrid architecture: a server-based

operation but with multiple servers. At the same time, the servers have been known to com-

municate with each other, and in some variations of the protocol client (e.g. eMule), the

clients can have some autonomy in their operation and not require the constant presence

of a server. Further, it is hard to measure the “actual” number of available files and peers

which are willing to share them because of the high percentage of free-riding phenomenon,

presence of users who do not share and only download off the network, in eDonkey [50].

Several studies and efforts have attempted to estimate the current level of activity in eDonkey

[52, 51, 49, 55, 50].

The goal of this report is to contribute to the state of the art of what we know and what is

possible to know about eDonkey. The report spans three areas: (a) what is currently known,

(b) what are the limitations of the current measurement methods, and (c) what more can we

learn and how. In more detail, we address the above three issues as follows.

a. Current Knowledge: We assess what the community currently knows about eDonkey.

We find that their is a discrepancy in the number of users reported by various efforts. The

number of clients can range from 230,000 [49] to 9 million users [55]. However, the trend of

clients using this network is clearly increasing.

The number of distinct files in this network can be as high as 11 million [50] and most

peers share only about 10 files [51] or less. A popular media file can be spread over as many

as 45,000 clients. Interestingly, the number of free riders, can be very significant, nearly 84%
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of the total population [50]. This behavior poses a serious challenge for reliably determining

the number of peers in the network who are uploading or downloading files. Furthermore,

the injection of a few replicated decoys can lead to significant perturbations in the network

and can be used as a successful poisoning strategy [52].

The conclusion here is that eDonkey continues to represent a significant force in the P2P

world, and it should be considered in any study for P2P traffic.

b. Evaluating the measurement approaches. We categorize the different approaches

to measuring eDonkey and evaluate their capabilities, accuracy, and limitations. First, we

distinguish the methods into active and passive techniques because both these classes answer

questions from different perspectives.

Active methods attempt to crawl the network by identifying as many servers as they can,

and then querying the servers with many different files in order to identify the size and the

number of files [51, 53]. Clearly, the identification of all the servers and the immense scale

of querying a few hundred million files are the key limitations of these methods [51].

Passive methods start with the data on an Internet link and attempt to identify the per-

centage of eDonkey traffic. A key limitation of this method is that identifying P2P traffic is

far from trivial [62, ?]. Identifying which traffic is eDonkey within the P2P traffic is even

harder, and very few efforts attempt to do this.

Overall, we find that current measurement studies seem to face significant limitations,

which is shown from the wide variations of their estimates of the eDonkey activity.
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Figure 4.1: eDonkey Architecture from [47]: Servers interact with each other, clients
connect to servers to find other clients.

4.1.2 The eDonkey Architecture

In this section we provide a high level overview of the eDonkey network followed by a more

granular analysis of each component of the network.

General Architecture

The eDonkey network comprises of servers and clients. Each server provides a lookup ser-

vice for files in the network on behalf of clients. The eDonkey network does not rely on a

single central server. It is a distributed architecture wherein multiple different servers can

help clients locate the files they need. In this hybrid P2P architecture clients can obtain parts

of a file from different peers at the same time and can also upload parts of a file, which it is
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currently downloading in parallel. It should be noted that no files are transmitted by servers,

they simply act as index directories for locating resources in the P2P network. Furthermore,

every eDonkey client can opt to be a server.

File Searching

In eDonkey, a set of dedicated servers allow peers to search for files. Upon startup, a peer

connects to a server, which then assigns a unique ID to that peer. There are two types of IDs

assigned by each server, HighID and LowID. A peer on an open host, not behind a NAT, is

assigned a HighID, which is the decimal representation of the hosts IP address. A peer on a

guarded host, behind a NAT, is assigned a LowID, which is an arbitrary 32-bit unique number

managed by its connected server. Each server determines whether a host should be assigned

a HighID or LowID based on the result of a proprietary probing. Comparing the number of

HighID peers and LowID peers gives a good estimate on the population of eDonkey peers

running on guarded hosts. When a peer X queries its connected server for a file, the server

returns a list of peers, along with their IDs, that have the requested file. Upon receiving a

set of matched peers from the server, peer X starts to download the file from these peers in

parallel.

In Fig. 4.1 we present an example of how the eDonkey network operates. When a client

connects to the eDonkey service, it logs on to one of the servers (using a TCP connection)

and registers all files it is willing to share, represented by the arrow labeled 1 in Fig. 4.1.

Each server keeps a list of all files shared by the clients connected to it. When a client
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searches for a file, represented by arrow labeled 2a, it sends the query to its main server. The

server returns a list of matching files and their locations. The client may resubmit the query

to another server, represented by the arrow labeled 2b, if none or an insufficient number of

matches have been returned. The major communication between client and server is typically

implemented by TCP connections on port 4661. Additional communication between clients

and servers, e.g. further queries and their results, are transmitted via UDP on port 4665.

File Downloading

Files on the eDonkey network are uniquely identified using MD4 root hash of an MD4 hash

list of the file. This treats files with identical content but different names as the same, and

files with different contents but same name as different.

Files are divided in full chunks of 9,728,000 bytes (9500 x 1024 bytes) plus a remainder

chunk, and a separate 128-bit MD4 checksum is computed for each. That way, a transmis-

sion error is detected and corrupts only a chunk instead of the whole file. Furthermore, valid

downloaded chunks are available for sharing before the rest of the file is downloaded, speed-

ing up the distribution of large files throughout the network. A file’s identification checksum

is computed by concatenating the chunks’ MD4 checksums in order and hashing the result.

In cryptographic terms, the list of MD4 checksums is a hash list, and the file identification

checksum is the root hash, also called top hash or master hash. It is possible for two different

chunks or files to have the same checksum and thus appear the same, but the chance of that

happening is so small that for all practical purposes it never happens, and checksums are
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considered unique identifiers.

When an eDonkey client decides to download a file, it first gathers a list of all potential

file providers and then asks the providing peers for an upload slot, see arrow with label 3 in

Fig. 4.1. Upon reception of a download request, the providing client places the request in its

upload queue. A download request is served as soon as it obtains an upload slot. eDonkey

clients may restrict their total upload bandwidth to a given limit. An upload slot comes

available when a minimum fair share of the upload limit is possible. When an upload slot is

available, the providing client initiates a TCP connection to the requesting client, negotiates

which chunk of the file is exchanged, and transmits the data. As mentioned earlier, the

eDonkey protocols splits the file into separate pieces, denoted as chunks. The consuming

client can reassemble the file using the chunks or parts of chunks. A client can share a file as

soon as it has received a complete chunk, see arrow with label 4 in Fig. 4.1. A major feature

of eDonkey is that the consuming client may operate in the multiple source download mode,

see arrow marked 5 in Fig. 4.1. In this mode, the downloading client issues in parallel two or

more requests to different providing clients and retrieves data in parallel from the providers.

Since an eDonkey client may leave the eDonkey service at any time, the requesting client

has to renew its download request periodically otherwise the requests are dropped. In order to

reliably check the availability of a client, the eDonkey protocol uses TCP connections on port

4662 for the communication between the clients. A client-to-client connection is terminated

by the eDonkey application after an idle period of 40sec. It is worth to be mentioned here,

that other P2P file sharing applications like Bearshare or KaZaA have implemented similar

40



multiple source download schemes.

Inter-server Message Exchange

The main eD2k server is the Lugdunum eserver [44]. The Lugdunum server software was

created by reverse engineering edonkey protocol and redesigned from scratch.

The communication between eDonkey servers is very limited, see arrow marked 6 in

Fig. 4.1. The servers contact each other periodically but with small frequency in order to

announce themselves and to send back a list of other servers. In this way the servers maintain

an updated list of working servers and affirm the search efficiency of the eDonkey service.

Additional Functionality

eMule, an open source version of the eDonkey client, includes a pure P2P client source-

exchange capability, allowing a client with a High ID (i. e., with incoming eD2k connections

not blocked by a firewall) to continue downloading (and uploading) files with a high number

of sources for days, even after complete disconnection from the original Kad or eD2k servers

that handled the original requests. This source-exchange capability is designed to reduce the

load on servers by two thirds or more for files that have a large number of seeds, or sources

(other clients) for the files. The original eDonkey client by MetaMachine does not support

source exchanges [51, 44].

Currently, it seems that the eDonkey network cannot function without the presence of

servers to perform a lookup service. However, the eMule client which embodies the source-
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exchange capability is able to do so. In fact, the eMule client publishes file information

on two separate DHT based networks, eD2K and KAD thereby increasing the visibility and

availability of a file to its peers.

4.1.3 Measurements

In this section we list the possible measurements which may be carried out on the eDonkey

network. We group the methods into three important types of measurements. The observa-

tions here are a synthesis of many studies. In the appendix, we provide a concise and in-

formative summary of each research study, the methodology they employ and the take-home

points of the study. note that the tables are a critical evaluation of each study.

Active Measurements

We list the kind of metrics that these methods can measure and provide a detailed overview

of what we know for that metric.

� Number of Users: This can be measured by using an eDonkey client to continuously

query various servers for the IDs of peers which host parts of a file. This method is

very popular in practice for estimating the population of peers interested in a particular

file [52, 56, 50, 54, 47].

What do we know: The estimates for network size of the eDonkey network vary

significantly. Recent reports estimate the size of the eDonkey network to be about 2.5-
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3 million users [50, ?] and 9 million users [55]. Previous studies have reported smaller

numbers of clients, 230,000 in 2003 [49]. However, the increasing trend of users has

been highlighted in [54]. Further it has been reported that 25-36% of eDonkey clients

are situated behind NATs [51]. This makes it very difficult to accurately estimate the

size of the network.

Possible Limitations: This method has some limitations when estimating the size

of the network in its entirety. The first complication arises from which files should be

chosen to probe the network and for how long and how many servers should be probed.

Only if all files on the network were queried to all the servers we could be confident

about measuring the size of the network

� Number of Servers: This can be measured by keeping track of the various lists which

publish information about available servers on the network. This information can be

supplemented by monitoring responses exchanged between servers when they transfer

server lists among each other.

What do we know: The number of servers reported varies from 35-50 [51] to about

250 [?].
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� Number of downloadable files: This can be measured by querying the network with

the help of an eDonkey client for different files. The various hashes for the files which

are returned provide an idea of how many distinct copies of a particular file are present

in the network at any time. Furthermore, this could help to understand the “variety” of

files in the P2P network. A first step in this direction has been described in [52] and

[51].

What do we know: The number of distinct files on the eDonkey network has been

reported to be as large as 11 million [50]. In [51], it has been reported that popular avi

media files can be hosted on as many as 45,000 peers in the eDonkey network. The

median sizes of files is about 64 MB and most peers share less than 10 files. It has

been clearly mentioned in this study that the methodology followed for uncovering the

number of files hosted by individual peers is not very accurate. Additionally it has also

been reported that the number of free-riders, peers which only download and do not

share, can be as high as 84% of the total population [50]. This directly reduces the

number of actual downloadable files in the network.

� Content Pollution: Pollution (a.k.a. content-poisoning or interdiction) is the distri-

bution of fake files in order to “annoy” users of P2P networks and push them towards

acquiring content via legitimate methods.The number of versions of a file which are

bogus can provide insight into the quality of content in the network. The goal here is to

measure how many “bad” versions of a file are distributed and what is the probability
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that a generic user will be able to download a good copy.

What do we know: Pollution schemes for eDonkey have not been studied extensively.

It has been reported that pollution schemes in eDonkey can be effective if a small num-

ber of copies is carefully disseminated in the network [52].

Possible Limitations: Due to the prevalence of file poisoning practices in P2P net-

works, and the absence of a content rating mechanism in eDonkey, it is difficult to

determine if a file is fake or not without actually downloading it [52]. This implies

that one would have to manually verify if a file is good or bad. This requires sig-

nificant manpower for a measurement study and so far there has been no large scale

measurement studies.

Passive Measurements

� Profiling eDonkey users: Logging the activity of a client or a server can be done by

using a packet sniffer at the machine where the client or the server are deployed. Mon-

itoring an eDonkey server allows the recording of information regarding all the query

requests send to the server, as well as the set of files that each user is willing to share.

To the best of our knowledge, no efforts have been made to profile eDonkey users.

Possible Limitations: Identifying eDonkey traffic is challenging [62]. Additionally,
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profiling clients always has to deal with the issue of “representativeness”. It is always

difficult to generalize results from a few observations.

� Monitoring the network core: Passively monitoring (sniffing) from a large (backbone

or access-link) link of an ISP. Such data sets require a way to detect eDonkey traffic1.

To address this problem, we can use tools such as the BLINC P2P classifier [62] com-

bined with a payload-based classifier. Such a payload-based classifier is available with

the BLINC tool. Further, a new highly-effective tool from UCR, Graption [?], detects

P2P flows by forming traffic dispersion graphs between clients and servers. In Table

4.1, we present an example of how effective Graption is. Initial results show that it is

reasonably effective in detecting eDonkey flows from a backbone trace.

Possibilities and advantages: By monitoring a highly aggregated link, such as a

backbone link, we can extract detailed information regarding the relative popularity of

eDonkey compared to other P2P protocols.

Also, analyzing backbone traces can allow the extraction of additional statistics regard-

ing the flow level behavior of eDonkey. Such statistics can include: total flow duration,

packet size distributions, bandwidth usage for each flow, use of both TCP and UDP

1Even thought currently there are many methods for the detection of P2P applications based on flow statistics
(e.g., packet sizes) or host behavioral profiling, these methods are limited to the labeling of flows as P2P or non-
P2P and currently do not attempt to map a flow to a particular P2P application of origin. In order to achieve this
we have to use: (a) payload inspection for the detection of eDonkey client-to-server or server-to-client headers;
or (b) an exhaustive list of eDonkey server IPs, and label all the flows towards and from those IPs.
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Name % in Flows % in Bytes % in Packets
Gnutella 0.95(6.78) 0.17(1.59) 0.81(6.32)
eDonkey 2.96(21.16) 2.22(21.17) 2.84(22.21)
FastTrack 0.55(3.92) 0.74(7.10) 0.97(7.61)
Soribada 7.76(55.44) 0.07(0.63) 0.97(7.63)

MP2P 0.41(2.93) 0.01(0.14) 0.07(0.53)
BitTorrent 0.60(4.26) 4.59(43.81) 4.37(34.24)

All P2P 13.85 9.19 12.10

Table 4.1: Application Breakdown: Values in parenthesis show the percentage of each P2P appli-
cation over the entire P2P identified traffic. The trace is collected from an OC-48 link from the Palo
Alto Internet eXchange Center (PAIX) in 2004.

protocols by peers, etc.

Possible Limitations: The main limitations are (a) it is extremely challenging to obtain

non-anonymized IP backbone traces and packet payload information from ISPs due to

privacy concerns and (b) to accurately separate eDonkey traffic from other kinds of

P2P traffic.

47



Time Ref. Page Ref. Technique
1 Aug 03 [47] 49 Passive: Measurement based approach. The

Internet connection of the university is a
155Mbps link to the German Research Net-
work (DFN).

2 Nov 03 [63] 50 Passive: Signature based approach. Two
traces were collected. First trace was on an
access network to a major backbone and con-
tains typical Internet traffic.The total traffic
volume was 128 GB of compressed data and
corresponded to 4.58 million TCP connec-
tions. Second was a VPN Trace, on a T3
(45 Mbps) link which has a low probability of
carrying P2P traffic containing 1.8 Terabytes
of data in 2.8 billion packets.

3 Nov 03 [49] 51 Active: Crawling the eDonkey network to get
the peer’s cache contents information. DE FR
ES US IT NL IL GB TW PL CH Others.

4 Dec 03 – Feb 04 [50] 52 Active: Crawling based approach. Europe.
5 Feb 04 [51] 54 Modifying the existing eMule client to build

a modified client which uses passive and ac-
tive probes on the network. North America,
Europe, and Asia.

6 Dec 04 [52] 55 Active measurements of the network. 50
nodes located in 18 different countries in
North and South America, Europe, Asia, and
Oceania.

7 Apr 06 [53] 56 Active: Crawling the network. Europe,
China, United States.

8 Nov 06 [54] 57 Passive: Payload and Port based Analysis
(for eDonkey ports analysed are: 4661, 4662,
4665,4672, 5662, 40662, 14662). 3,090 users
connected to France Telecom backbone net-
work carrying ADSL traffic; both to and from
the backbone and ADSL area. Analysis done
only for TCP traffic.

9 Mar 03 – Mar 06 [55] 58 Passive: Protocol Signature Analysis. Eu-
rope.

10 Nov 03 [56] 59 Active probing. Europe.

Table 4.2: Summary of eDonkey Measurement Techniques.
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4.2 Where are P2P Users Located in the Internet?

4.2.1 Introduction

P2P networks have emerged as one of the most prevalent entities on the Internet. These

networks allow for large groups of users, employing small, easily available and royalty free,

clients to share a vast plethora of resources. Such resources can range from legal content

such as Linux distributions to exchange of copyrighted material in the form of songs, movies

and software. Such file sharing networks generate a significant amount of traffic when users

attempt to share resources among themselves [71]. This is a source for concern to ISPs,

since P2P algorithms have been shown to be ISP unfriendly [71] generating large amounts

of traffic crossing over inter-AS boundaries, increasing AS-AS traffic and hence resulting in

higher operational costs for the service providers.

P2P networks such as Gnutella, Fastrack, Bittorrent (BT), eDonkey, [65, 67, 69, 72]

are rampant throughout the Internet today. They are accessed using their vanilla mainline

clients and also with a humongous list of their variants. Resources shared among users

of such networks are not trivial, either in content, the veracity of which can be gauged by

significant legal action against a subset of users of some P2P networks [74]; or in the amount

of data that is being transferred to and from clients [68, 70, 73] quietly chugging away. The

primary motivation for these networks being: to allow users to share resources effectively and

possibly fairly. Naturally, they do not have any consideration for utilizing resources, owned

by the ISPs benevolently. It is thereby of utmost importance for ISPs to try and understand
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the extent of such P2P networks throughout their domains, mainly which ISPs harbor large

clusters of users and what methods may be employed to detect such traffic flowing under the

hood.

Our research asks the following questions:

1. What kind of network-wide spatial behavior do P2P users display, and which ISPs host

large numbers of P2P peers?

2. Which ISPs allow most P2P traffic to pass through their domains?

3. Is the spatial behavior for P2P traffic different from other kinds of traffic, such as http,

Internet radio?

We present our research based on profiling P2P flows weaving their way through the

ASs in the Internet to understand which ISPs shelter large numbers of P2P users within their

domain. This is imperative to understand which ISPs should possibly implement anti-P2P

policies more vehemently than others. Additionally, with P2P based content distribution

networks becoming a reality [71], this study is even more pertinent to understand which

ISPs could cache content for swift delivery to P2P users through these overlay networks.

Furthermore, we compare P2P traffic flows with more traditional traffic such as http and

Internet radio, based on profiling results, to see if different applications display different

network-wide spatial behavior. We slice up the AS structure according to a simple degree

based classification, pivoting on CAIDAs AS-degree ranking [79], wherein we label the top 8

ISPs as tier 1, the next 24 as tier 2, the following 48 as tier 3, and the rest as tier 4 since most
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ISPs at this level have very few number of connections in comparison to the other ISPs in

higher tiers. Each separation point in this simple classification represents a relatively sharp

change in AS-degree in the CAIDA dataset, and intuitively differentiates the ISPs among

each other. Our contribution can be summed up as follows:

1. We profile over half a million P2P flows, spread over a 30 day period, employing Yahoo

DSL and Charter Communications as our primary ISPs for trace collection.

2. We quantify the network-wide spatial behavior of P2P users located in various ISPs, to

find that tier 1 [80, 81, 82] and tier 4 ISPs host about 92-98% of all P2P IPs identified

from our traces while tier 2 and 3 ISPs seem to hardly host any peers.

3. We identify which ISPs allow large numbers of P2P flows to traverse through their

domains, to find again tier 1 and tier 4 ISPs contributing 92-95% of the number of

hops on most P2P flows.

4. We profile P2P flows and compare it with other prevalent Internet traffic as http and

Internet radio, to ascertain if different applications display different spatial charac-

teristics. We succeed in mining such metrics, such as the IR metric, which may be

employed as a first step in conjunction with standard flow identification techniques to

home in on suspected P2P traffic.
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4.2.2 Where Are My Peers?

P2P peers are distributed throughout the AS hierarchy. We concentrate on ascertaining which

ASs host the most end points for P2P flows. For our experiments we chose two popular ISPs,

Charter Communications Inc. and Yahoo DSL, from which to initiate connections to various

P2P networks. Both these tier 4 providers were chosen for the simple reason that, if we

were to choose a tier 1 ISP from which to collect traces we would probably miss out on the

spatial behavior displayed by P2P flows as they rise up from lower tiers to tier 1. We would

only be able to observe end point distribution but not P2P flow behavior exhibited as the

connections traverse towards tier 1 through tiers 2 and 3. We employed a number of clients

feeding off Gnutella, FastTrack, and Edonkey networks such as Bearshare, eMule, Limewire,

Phex, Gnucleus, Xolox, Kazaa lite, iMesh, and mlDonkey. Traces were collected on 3Mbps

links for a period of 30 days and more than half a million P2P flows were analyzed in the

process. For trace collection we employed Ethereal as our primary data logging tool, feeding

off traces from 22 clients . Custom scripts were used to filter and mine logged data to extract

relevant statistics. Lists of popular music files, and videos compiled from well known listings

on the Internet [83, 84], were used to inject queries into the P2P network.

Traces were logged for observation intervals (OIs) of 1, 2, 3, 5, 10, 15 and 30 minutes

each. No two OIs for the same or different duration overlap. This was done primarily to

determine the temporal robustness of any metrics we develop for comparing P2P versus non-

P2P traffic, e.g. to observe if the statistical behavior displayed during a 1 minute OI is

the same as displayed within a 5 minute OI. This is critical for developing a robust metric
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which can be employed for successful identification of P2P flows over a range of observation

periods.

We use the latest AS rank data from CAIDA [15], to obtain a complete map of ISPs in

the various tiers and employ BGP dumps from [75, 76, 77, 78] for IP to AS lookup. Here

we define the end point of a flow to be the final destination IP for that flow and the sink to

be the AS at which the flow terminates. We observe a significant percentage of P2P flow

end points concentrated in tier 1, and tier 4 ISPs as illustrated in Fig. 4.2 (a) and (b). Fig.

4.3 lists out the end point distribution in the various tiers. We infer, for an observation

period ranging from 1 minute to a 5 minute OI, the percentage of tier 1 end points varies

from 6.1% to 17.7% of the total number of end points logged for that duration, for P2P

flows. Tier 4 ASs consistently contribute a majority of end points, ranging from 79.03% to

87.39%, over the complete range of measurements. The fluctuations in values observed can

be related to the fact that with each incrementally increasing OI more P2P peers are contacted

in comparison to smaller OI durations, this leads to differences in how many P2P flows end in

the various tiers. Surprisingly, ASs in tiers 2 and 3 contribute end points meagerly. For other

OIs with durations larger than 5 minutes we observe a similar trend. This skewed behavior is

intriguing and poses the following question. Since a large chunk of customers for tier 1 ISPs

are large commercial organizations, do these results suggest that large corporate entities may

unknowingly be harboring P2P clients on their machines?

We believe that the reason for such skewed statistics are as follows: Most P2P users obtain

Internet connectivity via smaller tier 4 ISPs, and it is natural to observe a large concentration
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of end points in tier 4 ISPs. Some tier 1 ISPs host large numbers of modem based dial-

up customers, and sell bandwidth to corporate entities at the same time. We believe that a

large part of the contribution from tier 1 ISPs is due to residential customers hooking on via

their dial-up connections and joining up with P2P communities. Additionally, we organize

end points in bins based on an intuitive sliding scale detailed in Fig. 4.4 and observe the

same skewed behavior as displayed by the tier-wise classification. Again, the largest and the

smallest of ISPs seem to contribute most significantly to the number of P2P flow end points,

displayed in Fig. 4.5. We however do not have a good explanation for why tier 2 and 3 ISPs

do not contribute a larger share of P2P end points unlike tier 1 and tier 4 ISPs.

As will be discussed in section IV, this metric, for P2P flows is quite different from

non-P2P flows such as Internet radio and http, and may be employed as a low-computation

first line of inspection for identifying P2P flows from the huge amount of network traffic

generated by a node.

At this juncture we ask, given these statistics would it be prudent to assume that ISPs in

tiers 1 and 4 should be the ones to implement anti-P2P policies more vehemently than tier

2 and 3 ISPs?To answer this question, it is imperative to examine which ISPs allow a large

number of P2P flows to pass through their domains. This affords us a more informed view

regarding which ISPs should perhaps implement anti-P2P policies more industriously than

others. Fig. 4.6 and Fig. 4.8 provide an idea of how much transit is provided by ISPs in the

various tiers to P2P flows. We say that an ISP provides transit to P2P flows if it allows such

flows to pass through its domain. The average number of router hops, distributed tier-wise,
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(a)

(b)

Figure 4.2: (a) P2P end-point tier-wise distribution for a 1 min trace. (b) P2P end-point
tier-wise distribution for a 2 min trace.

Figure 4.3: Tier-wise (percentage) distribution of P2P end-points.

77



Figure 4.4: Bin-wise distribution of ISPs according to No. of connections. Data
sourced from CAIDA [79].

Figure 4.5: Binwise P2P end-point distribution for a 1 min trace.
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Figure 4.6: Tier-wise distribution of average number of hops of P2P flows, 2 min du-
ration.

Figure 4.7: Tier-wise (percentage) distribution of average number of hops for P2P
flows.

Figure 4.8: Tier-wise distribution of average number of hops of P2P flows, 3 min du-
ration.
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for all P2P flows captured during the various time durations provides an insight into which

tiers provide more transit than others. Again we observe a skewed distribution, tiers 1 and 4

contain most of the hops in the P2P flows. Apparently, P2P flows seem to traverse through

tiers 2 and 3 rapidly while seemingly staying for a longer number of hops in tiers 1 and 4.

This possibly implies that those ISPs which act as large sinks for P2P flows also provide

maximum transit for P2P connections. Fig. 4.7 depicts in detail the contribution of each tier

in providing transit to P2P flows.

One interesting statistic we observe is that, approximately 98% of all P2P flows traverse

tier 1 ISPs and only a very small number of flows do not pass at all through tier 1 ISPs.

This alludes towards the hypothesis that tier 1 and tier 4 ISPs not only act as sinks for P2P

traffic but also carry most of these flows. This observation suggests that ISPs in tier 1 should

implement P2P detection policies hand in hand with tier 4 ISPs. In the following section we

compare P2P flows with other kinds of common Internet traffic.

4.2.3 P2P Traffic: A Comparison

In order to further develop an insight into how P2P traffic weaves its way through the AS

structure of the Internet we compare it with other forms of prevalent Internet traffic such as

http and Internet radio. In this section we present our findings which conclusively prove that

that P2P traffic displays a different spatial behavior from these other forms of traffic in the

Internet and quantify the characteristics which enable us to differentiate P2P flows from the

rest.
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Figure 4.9: Tier-wise distribution of end points of http flows.

Figure 4.10: Tier-wise distribution of end points of internet radio flows.

Figure 4.11: Tier-wise distribution of avg. hop count of http flows.
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Http and Internet radio traces were captured using Ethereal, running on the same ma-

chines with connections through the same ISPs which were used to gather traces for P2P

flows. The top 500 websites, compiled from resources on the web, were accessed using au-

tomated scripts. Winamp Shoutcast, Yahoo Radio and Real Radio were primary resources

for compiling Internet Radio traces. We present Fig. 4.9 and 4.10, detailing out the tier-wise

distribution of flow end points of http and Internet radio flows. We observe that this statistic

for P2P flows is different from http and Internet radio flows. We define the End-Point-Ratio

(EPR) as being the ratio of end points in two tiers, e.g. EPRt1,t4 represents the ratio of end

points in tier 1 Vs those in tier 4. This provides us with a simple metric with which to

compare these traffic flows. EPRt1,t4 for Http flows was found to be approximately 0.533,

while for Internet Radio applications it was about 0.466. For P2P flows EPRt1,t4 varies from

approximately 0.0699 to 0.223, significantly different from other kinds of traffic. We also

compare how much transit is provided to http and Internet radio flows by ISPs in various

tiers of the Internet and compare with statistics obtained for P2P flows. We present Fig. 4.11

and 4.12 which depict the tier-wise average hop count at each tier for http and Internet radio

flows. We observe that for P2P flows tiers 2 and 3 provide transit, ranging from 1.2 to 5% of

the total number of hops per flow. While for http and Internet radio tiers 2 and 3 contribute

a miniscule 0.3 to 1.1%. For http and Internet radio connections only tiers 1 and 4 provide

significant transit contributing about 98.9% of the total number of hops for each flow, and

for Internet radio about 99.7%. While, for P2P flows, tiers 1 and 4 contribute about 92-95%

of all hops per flow. This behavior can be explained by the fact that most popular http sites
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Figure 4.12: Tier-wise distribution of avg. hop count of internet radio flows.

accessed are either cached by local content providers with servers in local tier 4 ISP domains

or exist on large high speed content distribution networks as those hosted by the likes of

Akamai, a large portion of which possibly resides in tier 1 ISPs. The same could hold true

for Internet radio flows.

Additionally, we analyze one more interesting metric, the upslope and downslope of P2P

flows versus those of http and Internet radio flows. We define the upslope of a flow as the

number of hops needed by a flow to reach the highest tier, from tier 4 to tier 1. Similarly,

downslope is simply the number of hops needed by a flow to reach the lowest tier from the

highest. This metric, presented in Fig. 4.13, is especially interesting since it suggests that

P2P flows traverse a larger number of hops while weaving down the AS hierarchy, from tier

1 to lower tiers as compared to the number of hops needed to reach the topmost tiers, e.g.

from tier 4 to tier 1.

Http and Internet radio flows do not display such large imbalance in the number of hops
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Figure 4.13: Tier-wise distribution of flow slope for P2P Vs http and internet radio
flows. Each pair of columns represents up-slope and down-slope for a 5-minute P2P
OI, http or Inet Radio. In each pair, the first column represents up-slope and the next
one depicts down-slope. Up-slope and down-slope for P2P 2 min and 3 min OIs dis-
play similar behavior.

while traversing through the tiers. We define the Imbalance Ratio(IR), as the ratio of number

of hops traversed from tier 1 to 4, Vs the number of hops traversed from tier 4 to 1. We

observe the IR for P2P flows to range from 1.8 to 2.44, while IR for http flows was observed

to be 1.4 and for Internet radio was 1.27. This is a clear differentiation metric between P2P

flows and other typesof Internet traffic. Thus adding plausibility to the fact that P2Ptraffic

and other prevalent forms of Internet traffic display different network wide spatial behavior.

An explanation for such behavior would be, since Internet radio andpopular http sites are

hosted on well advertised servers, having high network visibility with entries in most net-

work routers, once a connection reaches a tier 1 ISP it is relatively easy to find a route to the

destination server. In case of P2P peers located away from the core of the net, it is but natural

to hit larger number of routers in order to find a path to the other peers which definitely have

much lesser network visibility than popular servers. In this section we have conclusively
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proved that P2P traffic displays different spatial behavioral characteristics than other forms

of Internet traffic. These metrics can be employed in conjunction with other payload and

non-payload based mechanisms to home in on suspect P2P flows for a closer look. In fact

since our metrics do not make use of payload sniffing, they are immune to legal ramifica-

tions. Further more since we do not link our metrics with specific port based analysis, our

mechanism can successfully target P2P clients deliberately using well known ports to mask

themselves.
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Chapter 5

Podcast based content distribution

and P2P

5.1 Introduction

Podcasts are a push-based mechanism for distributing multimedia files such as audio pro-

grams or music videos over the Internet. Podcast establishes streams (a.k.a. feeds) using

either the RSS 2.0 or Atom syndication formats [95] and delivers content for playback on

mobile devices and personal computers. The host or author of a podcast is called a podcaster.

Podcast enabled web sites may offer direct download or streaming of their content. These

content streams are distinguished by their ability to be downloaded automatically using soft-

ware capable of reading RSS or Atom feeds.

Podcasting is already an important Internet application with roughly 6 million subscribers
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[89], and as such, it is an essential component of a complete model of the Interent traffic. Fur-

thermore, podcasting is still growing rapidly towards a projected audience of 56 million by

the year 2010 [92], [86], [87]. What started out as a system for distributing homespun radio

programming over the Web has now caught on with big media companies. For example,

ABC News, NBC News, ESPN, Disney, MTV, FOX, BBC, Apple, CNN and National Public

Radio have all introduced podcast programming [92], [93], [94], [95]. Media retail services

such as iTunes recently added 3,000 podcast programs to its iTunes online music store. In

fact, one of the hubs for subscribing to podcasts, Feedburner.com, manages more podcasts

than there are radio stations worldwide [91], and has been recently bought by Google. Fur-

ther, to provide an idea of how much podcast content traverses the Internet everyday consider

the following “conservative” back-of-the-envelope calculation. If 6 million users download

an audio file of size 5 MB (a typical size as we see later) per day from only one podcaster, all

this content-data amounts to a massive 30 TeraBytes. This number is indicative of the scale

of podcast data being transferred and the popularity of this new technology. If we consider

the more typical case where podcast listeners subscribe to multiple feeds, the total amount of

podcast data can reach hundreds of TeraBytes.

Given its growing trend, we need to model the characteristics of podcasts, especially since

podcast distribution differs from other content distribution applications. First, podcasting is

a push-based distribution [94], [95], and thus it is different from the pull-based approach of

web, real-time streaming, youtube-style video. Podcasting pivots on RSS enabled browsers

and aggregators [92] which automatically download podcast content [96]. Prefetching of
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web content has some similarities to push-based approaches, but again it is ultimately user

driven, based on popularity and not by when content is published by the content provider

[112], [111],[113], [114]. Second, high volume websites and streaming video servers are

generally hosted by carefully chosen servers, offered by specialized distribution companies

like Akamai, with high-bandwith links. In contrast, popular podcast feeds are often home-

grown and self-supported endeavors [98], and as such, podcast sources may not be hosted on

high-speed servers or in “high-connectivity” network locations, as we discuss later.

In this work, we develop a measurement-based spatial and temporal profile of podcasting,

and we use it to develop an open-source modeling tool, SimPod. To the best of our knowl-

edge, this is the first extensive measurement study of podcasting. Our goal is to provide a

realistic and comprehensive model that could be used for analytical studies and simulations.

For example, our model could be used for network management and provisioning and answer

“what-if” scenarios given the growing trend of podcasting. The take away message from our

study is that podcast traffic is significantly different from other types of traffic such as web

traffic and thus needs to be modeled separately.

Podcasts and P2P : Recently podcasts have been distributed using P2P technology such

as BitTorrent [120, 121, 122]. This is a novel way to reduce the bandwidth costs associated

with distributing the content. In the absence of P2P technology the publisher of the content

often has to reserve a significant amount of bandwidth for distributing the podcast files. With

P2P technologies, the bandwidth needed to distribute the podcast files are reduced consider-

ably. Most popular BitTorrent clients now have a podcast feed aggregator built in to them.
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Most popular podcasts also offer torrent files for their listeners to download. Consider for

example, ”This American Life” a popular show hosted by NPR. It costs $150,000 a year

[123], for bandwidth, to distribute this show via podcasts. Using technologies such as Bit-

Torrent could significantly reduce the amount of server-side bandwidth needed by content

distributors.

We conduct active measurements, spanning a period of 30 days, from June to July 2006.

First, we select 875 podcast streams, from 35 podcasters, based on popularity, according to

figures for their subscriber base [90, 91, 96]. We then use PlanetLab to enlist a diverse group

of subscribers which subscribe to the selected podcasts and we log their performance. Our

main contributions can be summarized in the following points.

a. A detailed profile of podcasting. Based on our measurements, we observe the fol-

lowing interesting characteristics of podcasting.

� The podcast data profile is significantly different from web/http data: The average

podcast files is approximately 3 orders of magnitude larger than the the average http

file. The average and median file sizes are 17 and 22 MB respectively for podcasts files

compared to the average http file, which is less than 605KB according to three different

studies [99], [100], [101]. In addition, podcast file sizes follow a different distribution,

namely a skewed bimodal Gaussian distribution, compared to http files, which follow

a heavy-tail Pareto distribution [102].

� Content is not published uniformly throughout the day: We observe that US based
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podcasters sparsely published content during 5AM to 12PM, US-Pacific Time (PST).

Popular times for publishing content are 11 PM and 1 AM (PST).

� Most podcasters publish new content every 5 to 16 hrs: We observe that the time

duration for podcasters publishing new content through respective feeds ranges from

5 to about 220 hrs. Most podcasters display intermission periods of about 5 to 16 hrs

in-between publishing new content.

� The expected content download per podcaster is 2 to 6 MB per day: We find that

a user can expect to download 2 to 6 MB of content per day from a podcaster. The

average and median amount of content are 2.5 and 2 MB respectively.

� Simple caching approaches can provide significant benefits to ASs and users. In-

tuitively, this observation can be attributed to the following factors: (a) the spatial

distribution of users seems heterogeneous, (b) podcasters are not necessarily located

in “central” network places. As a result, we find that caching podcast content in sur-

rounding ASs (one AS away from the podcast source) can reduce the delivery time by

nearly 50% for approximately 50% of the users. Moreover, this enables podcast traffic

reduction in ASs hosting podcasters as well as load reduction in adjacent ASs.

b. A comprehensive podcast model: SimPod. We synthesize our observations into

an easy-to-use podcast model. Our model provides both the qualitative (e.g. distributions

of its behavior) and quantitative properties (ranges of values for each parameter), and can

be readily used to generate synthetic podcast traffic. SimPod will be made available to the
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Figure 5.1: Podcaster categories. Tech, variety and entertainment podcasters consti-
tute the majority of podcasts.

research community as an open-source tool. This traffic generator can generate synthetic

podcast traffic which can be embedded into topology-graphs obtained from graph generators

as GT-ITM [124] and can generate output which conforms to NS-2’s [125] TCL format.

5.2 Data Analysis

We begin with an explanation of the measurement setup.

5.2.1 Experimental Setup

We investigate 35 most popular podcasters (ranked according to number of subscribers) as

listed on popular sources on the Internet [90], [92], [93], [94], [95], [96] and initiated connec-

tions for 30 days to each of these podcasters from PlanetLab clients. Subsequently, we logged

traces of content being streamed from podcasters to the clients. Each podcast client located

on PlanetLab nodes queried content servers every 20 minutes (similar to mean polling time
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Figure 5.2: (a) Histogram for podcast file sizes. (b) Bimodal Gaussian distribution,
95% confidence level.

mentioned in [116]) for new content. As soon as new content was detected, log files were

updated to reflect temporal statistics. Content was downloaded to measure size and trans-

fer latency. We employed 25 PlanetLab nodes to subscribe to each podcaster. The majority

of nodes were spread over the continental US (75%), while others were located in Europe

(20%) and Asia (5%). To provide an idea of the kind of content being disseminated by these

podcasters, we present Fig.5.1. Podcasters are classified by the various sites [90], [92], [93],

[94], [95], [96] into technical, variety, entertainment, news, health and commerce categories.

Podcasters in the technical category publish content related to hardware/software news and

IT related events. Podcasters in variety category publish content related to current events,

family radio shows, lifestyle while those in entertainment category publish music shows and

Internet-radio programs. News podcasters publish current events, news reports and sports

while those in commerce categories deal with management, investments and shares. Health

related podcasters concentrate on general well being.
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Figure 5.3: (a)Autocorrelation Function for podcast content. ACF values upto lag=10
suggest the presence of memory in the system. Also, negative autocorrelation is
observed after this range. (b)Hurst Exponent=0.681, Correlation Coefficient=96.16%
(for ordered file sizes).

5.2.2 Data Analysis

Podcast data profile

We first analyze the characteristics of podcast data files. Observation: Podcast content is

different from http content. There are two aspects to this: (a) The type of distribution followed

by the file sizes and (b) the average value of the file-sizes.

We present our findings in Fig.5.2.(a) where we plot file size in MB (X axis) versus

frequency of files (Y axis) to show the distribution of individual files downloaded from pod-

casters. We observe that content size downloaded from all podcasters over the complete

observation period ranges from 2 to 110 MB. However, 90.6% of files lie within a compara-

tively smaller range from 2 to 35 MB. This observation clearly demarcates podcast content

from web/http content since the most probable sizes for podcast data is nearly an order of

magnitude larger than average web/http content, about 60 to 605 KB [99], [100], [101],

[102]. This is incorporated in SimPod.
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Figure 5.4: (a) Average content download per day per podcaster. (b) Hour-wise Con-
tent downloaded from podcasters, over the complete 30 day period.

Moreover, we observe that the distribution of file sizes for podcasts conforms to a bimodal

Gaussian distribution whose PDF is displayed in Fig. 5.2.(b).

The two Gaussian distributions can be defined by µ=13.5;σ2=22 and µ=28;σ2=50. The

second distribution contributing the secondary mode observed in the form of a small hump

as seen in Fig.5.2.(a). Fig. 5.2.(b) depicts a random sampling of values from a 0 to 1 range

from these distributions based on a threshold probability of the bimodal distribution. We

observe that for a threshold probability of 0.7, indicating that if a random sample has a

lower magnitude, f(x, y)=N(µ=13.5,σ2=22), else f(x, y)=N(µ=28,σ2=50), the graph models

the decay characteristics of the measured file sizes with less than 5% error. In contrast, file

sizes for web/http objects are found to display a heavy tail Pareto distribution [102] which is

different from the bimodal Gaussian distribution of the podcast data.

To verify that a unimodal distribution does not effectively model the file-size characteris-

tics we compared the bimodal Gaussian distribution with a pure unimodal γ distribution and

find that error rates for unimodal γ are 55.55% worse off than a bimodal Gaussian distribu-

tion.
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Additionally, we attempt to quantify how much memory is present in the file arrival pro-

cess, i.e., given a particular file size can we predict if the next few files received by the client

will be of similar sizes? We present Fig.5.3.(a) which displays the auto-correlation function

for the file sizes which are ordered in the manner they were received by clients. Each file

is treated as a single sample point. We observe that ACF values upto 10 lags (files) indicate

the presence of memory in the file arrival process. Beyond this range we observe negative

correlation. We also test for long range dependence in the file arrival process. We present

Fig.5.3b, which displays the Hurst parameter (H). It is found to be 0.681, which implies that

the file arrival process exhibits long range dependence characteristics. These features are

important for modeling purposes and are incorporated in SimPod in later sections.

Observation: A typical podcaster generates 2 to 6 MB of content per day. Fig. 5.4.(a),

where the X axis depicts content size (MB) versus frequency (Y axis), displays this fact.

With podcasting set to garner larger audiences, this metric is significant for ISPs, who want

to predict resource demand. Furthermore, end-users can allocate sufficient resources on per-

sonal machines to handle daily content downloads. Next, we present Fig.5.4.(b) which shows

the total amount of content (over the complete 30 day period) downloaded by a client on an

hourly basis. The spikes in the figure point to a large amount of content received during

that hour. This data was found to conform to a β distribution with parameters, 2.0 and 24.2.

These features are also incorporated in SimPod.
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Figure 5.5: (a) Percentage of number of files contributed by each podcaster with re-
spect to all files downloaded over a 30 day period. 14% of podcasters contribute
nearly 54% of files. (b) The percentage of files as contributed by each category of
podcasters.

Heterogeneity in podcaster activity

We study the variance in the level of publication activity among different podcasters. We

present Fig. 5.5.(a), depicting the percentage of total number of files (Y axis) each podcaster

generates during our experiments. The X axis depicts the number of podcasters ranked by

the number of files they generate. We observe a skewed distribution: 14% of podcasters

contribute over 54% of files, which translates to about 30% of the byte-content. This indicates

that a fraction of podcasters are responsible for the majority of content being disseminated.

This is expected since certain podcasters host content which is published every few hours

while others may not host content or shows which are disseminated as frequently. We find

that a bimodal γ distribution, with γ(k=1, θ=2) and γ(k=3, θ=2), models the activity of

podcasters, as displayed in Fig.5.6. This is again important for simulating podcast traffic

and is incorporated in SimPod. To observe this phenomenon from a coarser granularity, we
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present Fig.5.5.(b). Clearly tech, variety and entertainment content providers supply the bulk

of podcast data received.

5.2.3 Analyzing temporal characteristics

Observation: Podcast content is published sparsely between 5AM to 12 PM (US-PST). By

performing a temporal analysis of podcast data generation, we ascertain when podcast con-

tent is published by podcasters. In Fig. 5.7.(a), X axis depicting the time of day (based on

US-PST) and Y axis the frequency of publication of content. We see a timeline for podcast

content publication. We observe relatively sedate activity between 5 AM to 12 PM for US

based podcasters. This period crudely corresponds to office-hour time on the US east coast.

Content is published during other periods of the day although not uniformly. Two clear peaks

of publication activity are observed around 11 PM and 1 AM. Also, 3 AM, 2 to 3 PM and 6

PM, seem to be popular times for publication of content. Recall that these observations are

averaged over a 30 day observation period. This possibly implies that podcast data is usually

published during night hours for dissemination to audiences during the subsequent hours in

the morning.

Furthermore, we quantify the delay for publication of new content by a podcaster, which

we will refer to as inter-file delay, in Fig. 5.7.(b). Again the X axis depicts time in hours,

and Y axis the frequency. Clearly, a 5 to 16 hour inter-file delay period seems to be most

prevalent. Also, approximately 58 and 112 hour inter-file delay also seem to be common.

112 and 58 hour inter-file delays could possibly correspond to shows that are broadcast once
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or thrice a week respectively. This metric is important to understand the nature of podcast

flows and is incorporated in SimPod. Information such as a 5 hour inter-file delay can help

ISPs understand the impact this kind of traffic as it passes through their networks.

We present a different view of the temporal analysis of podcasters in Fig.5.8. In Fig.5.8.(a)

we observe files received from each podcaster in every one hour slot. In Fig.5.8.(b) we ob-

serve content received from each podcaster in the same one hour slot. From Fig.5.8.(a) we

observe two consistent peaks running through the 24 hour spectrum. This provides insight re-

garding heterogeneity of podcasters. Further, in Fig.5.8.(b) we observe similar peaks running

through the 24 hour spectrum again.

In the subsequent section we focus on specific characteristics of podcast flows as they
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malized number of files sent by each podcaster during that time slot(b) Amount of
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move through different ISP domains.

5.3 Flow Analysis

In this section we investigate the spatial characteristics of podcasters. We aim to quantify:

1. Location of the podcasters in the Internet.
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Figure 5.9: (a) Number of surrounding ASs of each podcaster. Nearly 70% of podcast-
ers have less than 7 or more surrounding ASs. (b) Joint AS-degree distribution for
hosting and surrounding ASs
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Figure 5.10: (a)AS degree for surrounding ASs.(b)AS degree for hosting ASs. Clearly
the majority of hosting ASs are situated in smaller ISPs in comparison to surrounding
ASs.

2. Profiling network-paths from podcasters to clients.

3. Benefits for ASs and end-users if content-caching were employed.

5.3.1 Where are the podcasters located

We refer to ASs in which podcasters are physically located as hosting ASs and those ASs

which exchange traffic directly with hosting ASs as surrounding ASs.
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Observation: A large portion of hosting ASs have less than 7 surrounding ASs. We

observe from Fig. 5.9.(a) that about 70% of podcasters have less than 7 distinct surrounding

ASs. Only 17% of hosting ISPs display connections to 8 or more surrounding ASs. These

statistics are important for selecting which nodes in a synthetic topology should be designated

as podcasters and they are incorporated into SimPod. Further, in Fig. 5.9.(b) we represent

the joint AS-degree distribution for hosting and surrounding ASs. Clearly hosting ASs which

have low AS-degrees are connected to surrounding ASs with much higher AS-degrees. This

is depicted by the cluster observed near the Y-axis.

We refer to the rank of an AS, based on the information made available by [108], which

assigns a rank to an AS according its degree. However, note that the degree of an AS cor-

relates with the ”importance” and role in the hierarchy of the ASs: i.e. the top 10 highest

degree ASs are the top 10 tier-I providers. We observe that nearly 40% of hosting ASs are

ranked near 650 to 1000, according to the latest CAIDA [108] dataset. This is displayed

in Fig.5.11.(a). Other popular AS ranks for hosting ASs seem to range around 134 to 402,

and 900 to 1254, contributing nearly 27 and 24% respectively. Clearly these figures imply

that a majority of hosting ASs do not have high AS-degrees. Also, we find that 84.4% of

all surrounding ASs were found to have degree based AS-ranks [108], based on the number

of connections, higher than 500, as displayed in Fig.5.11.(b). In Fig. 5.10.(a) and (b), we

show the AS degrees of the various surrounding ASs and hosting ASs. This is significantly

different from metrics obtained for hosting ASs. This implies that surrounding ASs are

usually of higher degree compared to the hosting ASs. In fact this leads us to believe that
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Figure 5.11: (a)AS-ranking of hosting ASs which house podcasters. (b) AS-ranking of
surrounding ASs which allow podcast subscription requests and possibly content to
pass through them.

hosting ASs are possibly customers of most surrounding ASs. This observation gains special

significance when we discuss whether it makes sense for surrounding ASs to employ caching

mechanisms for podcast content.

In our attempt to verify if podcasters are different from web/http content providers, we

analyze top 35 websites [119], to find that 67.8% of them have AS-ranks less than 500 and

only 10.7% lie between AS-ranks 900-1290. This leads us to believe that web/http content

providers are located in ASs with higher degrees than podcasters. Another important

observation is that most incoming requests for podcast data do not pass uniformly through

all surrounding ASs. In fact we observe a significantly skewed distribution for the same,

depicted in Fig.5.12. These characteristics are captured while simulating podcasts using

SimPod.
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Figure 5.12: (a) The percentage of podcast traffic which passes through surrounding
ASs, for each podcaster. (b) The standard deviation of the percentage of traffic pass-
ing through surrounding ASs. A comparatively high standard deviation for nearly
28.5% of podcasters suggests that popular surrounding ASs receive a large share of
traffic, and would possibly benefit from caching podcast content.

5.3.2 Profiling network-paths from podcasters to clients

As mentioned previously, Observation: Podcast content does not pass uniformly through all

surrounding ASs. In Fig. 5.12.(a) we observe that 17% of podcasters see 20 to 66.6% of their

traffic passing through one (the most popular) surrounding AS. The most popular AS being

one of the surrounding ASs which allows most of the connections initiated from our clients to

pass through itself onwards to the hosting AS. Another important observation we highlight

here is that standard deviation for amount of traffic passing through the most popular AS

in comparison to amount traffic passing through other surrounding ASs, per podcaster, is

comparitively high for nearly 28.5% of podcasters. This is depicted in Fig.5.12.(b). This fact

will prove useful when we discuss where to cache podcast content.

Here we refer to router-hops whenever we mention hops in the remainder of this work.

We present Fig.5.13, which depicts the average number of router hops a podcast flow would

incur in a surrounding AS. We observe that 85% of podcast flows incur 4 to 7 router hops
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in surrounding ASs. This is significant, considering that most content flows from podcast

servers to clients incur about 14 router hops. This is depicted in Fig. 5.13.(b). Cutting

down podcast flows from meandering through routers located within surrounding ASs would

definitely be of interest to ISPs since it would obviously reduce podcast traffic load within

their domains. Fig.5.14.(b) gives an idea of the worst case, in terms of number of router

hops experienced by podcast flows moving through surrounding ASs. In fact the worst case

number of hops for most podcasts is found to be worse off by nearly 70 to 100%. This

clearly implies that the majority of podcast content flows incur large number of router hops

in surrounding AS’s in comparison to the other distinct AS’s traversed while passing from

server to client. This is a good motivation for surrounding AS’s to consider caching schemes

inside their domains to reduce this skewed router-hop statistic. Shortening the number of

hops would be beneficial not only for surrounding AS’s but also for the end-users who would

observe a reduction in the overall content-path length.

Comparison with HTTP sites: The number of router hops it took for traceroutes to reach

the 35 web/http websites [119] from our clients was approximately 10. This suggests that

popular web/http content providers are located in top-tier networks so that clients can reach

them without incurring large delays. To reach podcasters our clients incur a larger number

of hops simply because podcast data is not hosted on extremely well-connected edge servers.

This could occur primarily due to the socio-economic reasons driving publication of podcast

content. Podcasters do not always publish content for financial benefit, quite a few podcasters

wish to share their daily experiences, views on current events and entertainment with listeners
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Figure 5.13: (a)Average number of router hops in surrounding ASs of each podcaster
incurred by podcast flows. (b) Distribution of average number of router hops as seen
by paths from podcaster to client.

for free. This is hardly ever the case with popular websites. Successful web/http content

providers usually subscribe to a profitable business model and thus can afford the services of

content distribution networks.

5.3.3 Quantifying benefits of caching

Here we use the term caching to depict content-caching from the servers point of view. The

question that we wish to raise are: how much benefit do ASs and users stand to gain if pod-

cast content is cached?. To answer this question we need to analyze spatial characteristics

of of those ASs through which podcast feeds pass through. Hence, we initiate traceroutes to

find paths between podcasters and end-users. We know that Internet routing is asymmetric

and we discuss this limitation in detail later in section VI. We use PlanetLab nodes to contact

podcasters since we do not have a complete database of podcast subscribers. Our attempts to

contact podcasters in the hope of gaining access to audience data were unsuccessful. Hence,

the only option was to use clients under our control and then observe the spatial characteris-
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Figure 5.14: (a) Savings in the amount of content(MB) which needs to be migrated
through a surrounding AS. The red bars represent the amount of data surrounding
ASs would have to transfer within their domains, from one router to another, if 3 MB
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the same case for 6 MB daily content downloaded by 1000 users. (b) Worst case:
Maximum number of router hops in surrounding ASs of each podcaster incurred by
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tics of podcast flows.

In this section our aim is to highlight the inherent incentives for ISPs to cache podcast

content and not to focus on which CDNs should podcasters use. To implement content

caching, a plethora of mechanisms are available. The two main goals of all these mecha-

nisms is (i) reduce traffic load on server and (ii) bring content closer to end-users for faster

access. To meet these objectives content can be cached either near or at the server to satisfy

the former goal, or near the clients, to satisfy the latter one. As we will see not only are

hosting ASs and end-users the ones to gain from caching podcast content but surrounding

ASs too benefit from reduction in podcast traffic load through their domains, assuming that

caching policies are implemented at the borders. This is a definite motivator for ISPs who

allow podcast feeds to pass through their domains to implement podcast content caching.

We observe in Fig.5.14.(a), the amount of data that surrounding ASs could avoid transfer-

ring from one router to another as users make requests for podcast content is significant. We

consider 1000 users requesting content per day,which is a very conservative estimate given

that some popular feeds such as WNYC and New York Public Radio have audience numbers

bordering 16,000 listeners. Savings on traffic for 1000 subscribers a day ranges from 2.5 to

67 GB per podcaster. Reducing this kind of traffic load would be beneficial for any ISP.

Observation: at least 50% percent of clients see a reduction in content access time by

nearly 50%. We present Fig.5.16.(a), highlighting benefits seen by end-users if content is

cached by surrounding ASs. This is a significant improvement in speed of content deliv-

ery, and is one of the strongest motivators for caching podcast content in surrounding ASs.
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Furthermore, we observe from Fig.5.16.(b) that a significant reduction in path length is expe-

rienced by end users while attempting to access content cached in surrounding ASs. In fact

the path length reduction for nearly 88% of end-users ranges from 35 to 52% of the original

path length. This not only reduces the content access time as seen previously but also reduces

total network load for podcast content access. Our additional efforts to characterize the com-

plete path from podcast server to clients is represented in Fig. 5.15 and 5.13.(b). Clearly,

the most prevalent number of distinct AS’s seen by paths from hosting AS’s to clients is 4.

This gives an idea of the number of entities involved in the transmission of these content

flows. Caching policies implemented to efficiently deliver content to end-users benefits all

these enities.

5.4 SimPod: Simulating Podcasts

In previous sections, we have highlighted characteristics of podcast data and podcaster loca-

tion. Primarily how podcasters differ from more traditional http content providers and this

gives rise to the need for modeling this mode of content distribution. Podcasts are different

not only in terms of content size from web data, but also with respect to temporal and spatial

respects. We use our analysis in previous sections to develop SimPod. We begin by catego-

rizing important features of podcasts into two base classes: location and data. Within each

class we describe how to develop a simulation model, which displays behavior similar to our

data traces. In Fig. ??, we provide an overview of our model.
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Figure 5.16: (a) Performance benefit employing caching of podcast content in sur-
rounding ASs. End-users experience a significant reduction in content delivery la-
tency. (b) Percentage reduction in path length for end-users when podcast content is
cached in surrounding ASs.
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5.4.1 Data

This class defines the workload characteristics of a podcast simulation. File sizes follow a

bimodal Gaussian distribution with parameters (13.5, 22) and (28, 50). This information

encompasses deviation between file sizes for realism. To simulate unequal behavior of pod-

casters, the podcaster relative-activity metric, which is easily implemented as a single bit

allowing a particular podcaster to publish a file in an even driven simulation can be drawn

from a bimodal γ mixture with shapes 1,2 and 3,2 respectively. Now, we address the time

of publication and find that it should be drawn from a Gaussian distribution with parame-

ters 8.7 and 4.6. Further, we can simulate the inter-file intervals between publishing content

according to a Gaussian distribution with parameters 61.14 and 52.5.

5.4.2 Location

In this class we provide information regarding where should podcasters be placed given a

BGP-level topology. Podcaster AS ranks are displayed in Fig. 15. These AS ranks should

be generated from a β distribution with shape parameters 0.66 and 5.15 to satisfy the finer

properties listed in previous sections. Also, ASs surrounding these hosting ASs should have

ranks drawn from a γ distribution with shape 0.35. Similarly surrounding AS degree and

hosting AS degree should follow a β and a Gaussian-kernel based distribution as listed in

Fig. ??. Further, the number of surrounding ASs should conform to a Poisson distribution

with parameter 5.48.

SimPod allows users to select clients according to their topological specifications. We do
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not restrict the user and provide only general guidelines for client selection from a synthetic

toplogy based on metrics we have seen in previous sections. SimPod can use features such

as number of router-hops in surrounding ASs, number of distinct ASs on network-path and

number of router hops from podcaster to client to select clients. Users can specify their own

criteria to select subscribers.

5.4.3 File generation process

Here we present the analysis of the podcast file generation process. We test the measured file

arrival process for stationarity in order to estimate parameters for synthetic modeling. This

is imperative for successful Auto Regressive Moving Average [115] modeling. Applying

the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test [115] we can uncover if the incoming

file process is level stationary or not. We find p value for the test to be 0.1 with KPSS

level at 0.273, implying that the stationarity hypothesis is true. To further substantiate this

observation we apply the augmented Dickey-Fuller test [115] on the incoming file process

to confirm stationarity. We find the p value to be 0.01 with the Dickey-Fuller level at -

4.357. This bolsters the claim that the file arrival process as seen by end-users is stationary.

Now, we provide details of the ARMA (1,1) model to describe the file arrival process in

Table. 5.1. An ARMA (1,1) model is formally described in the following manner: yt =

a0 + a1yt−1 + b1et−1. Where yt represents the numeric vector or time series to be fit into the

ARMA model and a0 represents the intercept, while a1 and b1 are the estimated coefficients.

The error variable is represented by the et−x series. The first two rows of Table. 5.1 define the
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Table 5.1: Coefficients and residuals for the ARMA modeling of the file generation
process: Podcaster to client.

Min 1Q Median 3Q Max
-22.4528 -1.6312 -0.7010 0.7498 26.9933

Coefficients Estimate Std. Error t value Pr(> |t|)
ar1 0.60996 0.06603 9.238 <2e-16
ma1 0.22086 0.08168 2.704 0.00685

intercept 2.62598 0.64550 4.068 4.74e05

statistics of the file size data received by a client. The following four rows depict estimates

for the coefficients. The last column displays the ”significance level” of each coefficient,

all being below 0.05 which proves the efficacy of the model. Other similar models such as

ARMA (1,2), ARMA(2,1) and ARMA(2,2) were not found to produce statistically significant

estimates of coefficients.

SimPod will be made available as an open source simulation framework for the reseach

community. SimPod can place podcasters and clients on topologies generated by GT-ITM

and can generate traffic patterns which are similar to NS2-TCL format, this provides a pain-

less interface with popular network simulation tools.
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Chapter 6

Conclusion and Future Work

In this chapter we summarize the various contributions we have made via the research pre-

sented in this thesis. We mention the main take-away points which highlight the unique

contribution of these research efforts.

6.1 Privacy Concerns in Peer-to-Peer (P2P) networks

To the best of our knowledge, this section contains work which is the first to quantify the

probability that a user will be tracked by blocklisted IPs, and thus, potentially run the risk of

a lawsuit. Using Planetlab, we conduct large-scale active measurements, spanning a period

of 90 days, from January to March 2006, spread over 3 continents, yielding over a 100 GB of

TCP packet header data. We find that a naive user is practically guaranteed to be contact

blocklisted IPs: we observe that 100% of our peers run into blocklisted users. In fact, 12%

to 17% of all distinct IPs contacted by a peer are blocklisted IPs. Interestingly, a little caution
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can have significant effect: the top five most prevalent blocklisted IPs contribute to nearly

94% of all blocklisted IPs we ran into. Using this information users can reduce their chances

of being tracked to just about 1%. At the same time, we examine various different dimensions

of the users such as the geographical location and the role of the node in the network. We find

that the geographical location, unlike the role, seems to affect the probability of encountering

blocklisted users. Finally we examine, who are the blocklisted IP addresses. Interestingly,

we find that 0.5% of all distinct IPs belong explicitly to media companies. The major of the

blocklisted users seem to belong to commercial and government organizations and a sizeable

portion of the most popular belong to anonymous BOGON ranges.

Our work is the first step in monitoring the new phase of “wars” between the content

providers and the P2P community. It will be very interesting to continue to monitor the

evolution of this conflict. For example, one could analyze the accuracy and completeness of

the blocklists, and the speed with which a new blocklisted entity is flagged.

6.2 Measuring Spatial Properties of P2P content streams

6.2.1 Analyzing P2P-network measurement approaches

In this section we have compiled extensive information about the the eDonkey network and

its characteristics. This report delves into compiling what the research community knows

about the eDonkey network and its interesting features. Clearly, the number of users of this

P2P network seems to be on the increase. The number of distinct files being shared on this
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network can be as high as 11 million. We have found that reports about the size of the network

seem to be disparate, ranging from a 230,000 users to 9 million users. Further, nearly 25-36%

of users in the eDonkey network operate from behind a NAT. Most eDonkey users share less

than 10 files each and the number of free riders can be as high as 84% of the total population.

Additionally, we also discuss the methodologies followed by the various research efforts and

highlight their potential and limitations.

6.2.2 Where are P2P Users Located in the Internet?

Our research clearly highlights the skewed distribution wherein a majority of P2P flows end

at tier 1 and tier 4 ISPs to the tune of 92 to 98%of all P2P flows analyzed. Also, 92 to 95%of

P2P flows traverse through tier 1 and tier 4 ISPs, incurring a larger number of hops in these

tiers than in tiers 2 and 3. Furthermore, tier 2 and tier 3 ISPs do not seem to participate

significantly in providing transit to P2P traffic neither do they act significantly as sinks for

the same. Interestingly, a considerable percentage of P2P flows, nearly 98% of the complete

observation set, managed to reach tier 1 ISPs and weave through their domains. These facts

may encourage tier 1 and 4 ISPs to implement anti-P2P policies more vehemently than others.

Moreover, we observe that P2P flows traverse a larger number of hops while weaving down

the AS hierarchy, e.g. from tier 1 to tier 4 as compared to the number of hops needed to reach

the top most tiers from the lower ones. The imbalance metric referring to this observation, in

conjunction with others developed throughout this section conclusively prove that network-

wide spatial behavior displayed by P2P flows is very different from other forms of prevalent
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Internet traffic.

6.3 Podcast based content distribution and P2P

Through our research we have shown that file-sizes for podcast content follow a bimodal

Gaussian distribution. This is different from http content which follows heavy tail Pareto dis-

tributions. We show that podcasters are located in smaller ASs with lower degrees than ASs

which host popular web/http content providers. Most podcast files range from 2 to 35 MB

in size. Further analysis reveals results which hold significance for ISPs, such as users sub-

scribing to popular podcasts could expect to download 2 to 6 MB of content per day per feed

from a podcaster.We observe that all podcasters are not equally active, about 14% of pod-

casters contribute over 54% of files and this trend can be mimicked by a bimodal γ function.

Also, via a time based analysis, we find that podcasts are sparsely published sparsely during

5AM to 12PM. This information is important for ISPs who wish to predict traffic loads on

their infrastructure. Additionally, we find that the most common inter-file delay for a podcast

feed is about 5 to 16 hours. By analyzing AS-rank information of hosting and surrounding

ASs, we are able to deduce provide-customer relationships between hosting and surrounding

ASs. Based on this observation, implementation of simple caching mechanisms in surround-

ing ASs, which have peering or customer-provider relationships, with hosting ASs can help

cut expected latency by about 50%. Additionally, this leads to at least 17% of ISPs hosting

podcasters, reducing podcast traffic load by 20 to 66.6%. We also provide a detailed simula-
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tion model for synthetic podcast traffic generation. Given the rising status of podcasting, it is

essential to monitor and model these content flows since they are bound to play an important

part in the future Internet.
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