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THE STRUCTURE AND EIECTRICAL PROPERTIES
OF GLASSY CARBON

Ram Raghuvir Saxena

ABSTRACT

The structufe and eléctricél properties of Glassy Carbon (GC) have
been studied using various techniques. Glassy Carbon samples were heat
treated in a graphite furnace at témperatur_es in the range 1000-2800°C
for different time intervals in order to produce structural changes.

| Scanning electron microscope studies indicate that the GC used |

in this work is camparable to the best material produced and is thus al_
good representation of hard carbons. Camparison of the K~Emission
bands of graphite, diamond and GC heat treated at different temperatures
shows that the experimental dbservations are best explained in termb of
a structure model of GC, which consists of both trigonally éndtetra-—
hedrally bonded C atams; the tetrahedraily bonded C content reducing
with héat treatment temperafure. Single crystal patterns are seen in
transmission electron microscope studies, and a new explanation is
proposed to account for these cbservations. It is proposed that bulk GC
does not contain micron size Single crystals and that these came about
in the process of specimen preparatién as built-in stresses are relicved.

X-ray techniques have been used to characterize the structure of

GC. The interlayer spacing d is reduced only to 3.40n° (oompared to

002
3.358° for graphite) for GC heat treated at 2800°C for two hours

(GC 2800-2), confiming the "hard to graphitize" nature of GC. The



crystallite size parameters Lo L. perpendicular and parallel to
graphitic layers respectively, grow only to 28 and SOAo'respeétively for
GC 2800-2. Based upon.the heat treatment variation of dy;,, L, and L,
of the isochronally heat treated specimens for two hours each, three
different regians of temperature are found. It is suggested. that the
first region is over when dehydrogenation is catpléted. - The second
region is dﬂ.aractérized by a coﬂstant d002' and the increase in Lc, La
in this region may be due to stress relief . The kinetics of change in
the third region can be analyzed using the "supefposition method" to
_give an activation energy of 200~225 (+ 30) K cal/mole.

The electrical properties studied extensively in this work are
conductivity, o, and nlagnetoresistanqe; é% _The temperature dependence
of g is explaihed as a sum of a temperature independent contribution due
to a boundary scattering mechanism, and a ‘contribution due to the hopping
conductian among localized states varying as -YA.exp(-B/Tl/ 4. For ac
isochronally heat treated at HIT < 2000°C an anamolous contribution to
o is found. This drop in conductivity at low ténperatures becames more
prondmced for lower HIT material. It is suggested that this may be
due to the lath like structure of lower I-HT material. The magnitude of
negative é% increases w1th Hand as T is reducéd. For HIT > 2000°C the
negative £ 35 found to follov a £ #/T/?) functional dependence.

For HIT < 2000°C the behavior of -A-% becames more camplex, although the
. genexal features remain the same. An energy band model is proposed
to explain the cbserved electrical properties, which cansists of a



pseudo~gap (with mobility shoulders) arising fram locélizatio_n of
states due to disorder. The fermi level is pinned down near the top
of the extended states inside the valence band due to localized states

~ in the inhamogeneous part of the structure.
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. I. - INTRODUCTION

Carbon, in its elemental or allotropic and manufactured or fabri-
cated forms, aside fram its‘use as fuel, plays a very ilrpoi:tant part in
our everyday existence. Its value in industry may be better realized
through the fact that carbon and its related products are produced
annually in the United States to the value of billions of déllars. As
diamond, it is the hardest material known to man, whereas in the graphite
form it is ane of the 'softesﬁ materials available naturally. No other
material can substitute for graphite electrodes used in numerous indus-
tries kincluding steel and aluminum). The favorable high temperature
properties have led to the use of various carbon materials- (natural and
synthétic , which are graphite-like in structure) in the aerospace |
J.ndustry Carbon black is indispensible in printing prboessés, in the
rubber trade and as a pigment. Activated carbon is used as a catalyst
in niany chemical processes.

Although carbon materials have been in use for a long period of
time, their properties were not well understood, and the industry itself
was considered a "black art." In the last few decades cohsiderable pro-
. gress has been made toward understanding the properties of carbon '
materials. | Thorough characterization in the industry coupled with basic
research at academic institutions has demystified "carbon materials" to
a large extent. Although many aspects are still not understood, the
structure of various forms of carbon and their gross physical and
chemu.cal properties are quite clear. Based upon their response to heat

treatment, carbon materials are classified into two categories - soft



carbons and hard carbons. Soft carbons a.re‘those which develop a
graphitic structure or graphitize. Hard carbons retain a disordered
form of graphite-like structure upto the heat treatment temperature
ca. 3200°C.

Glassy éarbon (GC) is a hard carbon discovered about fifteen years
ago. Its availability in bulk form (as opposed to powder) has madé it
pqssible to study seriously the physical properties of hai'd carbons.
Whereas it has already found use in many applications , the properties are
still not campletely understood. The structure continues to be a matter
of debate and considerably moré work is needed to delineate j:ts
properties.

| In this work varioﬁs techniques have been used to study the
structure of glassy carbon. Various structural parameters have been
used to characterize the material and the effect of heat treatment has
been investigated. The electronic properties (primarily conductivity, o,
and magnetoresistance é—g-) have been studied with two goals in mind.

(i) to characterize the material and how i:t is affected by heat treatment,
and (ii) to understand the properties on a first principle basis. Like
the amorphous forms of (two later members of the same group in the
periodic table of‘elements) Si and Ge, glassy carbon is a model material
to study electronic properties of disordered systems.

Chapter IT provides a sumnary of the published literature relevant
to this study. Initial scanning electron microscope work is described
in Chapter III. ChaPter IV describes the heat treatment procedufes used.
Transmission electron microscope studies to understand the structure of

 GC are discussed in Chapter V. Chapter VI discusses the bonding in GC
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in. temns of the cbserved K-emission bands fram graphlte, diamond and GC. -
The x~ray characterization of GC is the subject of Chapter VII. The
kinetics of change in GC, in terms of x-ray structure parameters, is also
discussed in this chapter. Chapter VITI gives the description of low

. temperature apparatus (including a supe‘rcdnducting magnet) used for

measuring the electrical properties and the measurement procedures are

~ detailed in Chapter IX.

Chapter X constitutes the main thrust of this work. The
electi‘ical properties ¢ and é% are used to characterize GC, and cérre—
lations are made with x~ray observations discussed in Chapter VII. The
temperature dependence of 0; and the magnetic field and temperature |
dependence of ‘ig- are analyzed in detail and attempts are made to under-
stand the properties on a first principle basis. Recamendations for
future work are also made in this chapter. Chapter XI summarizes the

results of this study of the properties of GC.



CHAPTER IT

Literature Review

- II. 1 ‘Structure of Carbons

II. 1l.1. Crystalline Forms: The structure of the various forms of

carbon has been reviewed in great detail by Fischbachl, Ergun2 and

Ruland.® A brief account of the important aspects is presented here.

The two well-known crystalline forms of carbon are diamond and
graphite. Graphite is the thermodynamically stable form of carbon at
ordinary pressures. It has a layered structure, and within each layer
each carbon atam is covalently bonded to three other atoms forming a
hexagonal network. The 2522p2 elecf.rons in each carbon atam are con-
sidered to undergo sp2 hybridisation producing 3 planar orbitals which
are covalently bonded in "o bonds," with an interatamic distance of
1.415 2°. The fourth rema:m:ng electron has a pg wave function with
lobes perpendicular to the layer. This is called a 1 electron. These
T electrons are responsible for the weak bonding between the layers' and
gi\}e rise to the extreme anisotropy in the physical properties of
graphite. |

The structure of hexagonal graphite is shown in Fig. II. 1. The

hexagonal layers are arranged in an ABAB stacking. ABCABC stacking
gives rise to metastable rhambchedral graphite as shown in Fig. II.2.
Rhambchedral graphite has never been isolated but extreme mechanical
treatment, e.g grinding of hexagonal graphite can produce up to 33%
rhambcohedral graphite by changing the stacking sequence. Pauling4 has

proposed a quinoidal structure for the layers of hexagonal graphite
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which consists of alternating single and double bonds as shown in
Fig. II. 3. This causes only small changes in bond lengths and angles

so that the effect on x-ray diffraction patterns is subtle.’

Its effect
on electronic band structure is not clear.7

In the diamond form each carbon atam has four sp3 hybridised
electron orbitals. These are tetragonally bonded to give rise to a
three dimensional network as shown in Fig. II. 4. The interatomic
distance is 1.544%, thus the bonds are slightly wesker than the C-C
bonds in the graphite layer. The specific gravity of diamond is
3.52 g/cn’ campared to 2.27 g/am> of graphite. Thus diamond is the
stable form at high pressures. Anothér form of diamond known as hexa-
gonal diamond was first proposed by-Ergun and Alexandex.5 This wés
subsequently found in Canyon Diablo and Goalpara meteorites and can be
synfhesized at high pressures. This variant has a Wurtzite (Zns)
structure with C atams at all positions as shown in Fig. II. 5. This is
also called Lonsdalite - after the distinguished crystallographer |
Lonsdale. |

Chaoite and Carbon VI are among the more recehtly discovered6
allotropic. forms. These have large unit cells and diamond like proper-
ties. These are apparently metastable forms at low pressures and high.

temperatures. 7

II. 1.2. Synthetic Carbons: Most of the artificial carbons used

industrially are not regarded as being crystalline. On heat treating

at high temperatures they tend to develop a graphitic structure. This

process called "graphitization" has been reviewed in detail by



E‘isc:hbachl and Pacau.lt8 and will be discussed in a later chapter. The
graphitization behavior of these carbons is decided early in the
history of carbon. processing when their basic structure is determined.
The x-ray diffraction pattern of these carbons show broad symmetrical
(001) type peaks arising fram parallel layer stacking and asymmetric
(hk) bands fram internal layer disorder and faults in the stacking
sequence. These carbons are divided into two broad groﬁps. Those
carbons which develop a three dimensional graphitic structure are called
"soft carbons" or "graphitizing carbons". 'I'he. other class of carbons
do not exhibit any evidence of a three dimensional graphitié structure
up to the highest heat treatment temperature (ca. 32000C) . There are no
traces of (hkl) (1 # 0) lines in their x-ray patterns. These are called
"hard carbans" or "non-graphitizing carboﬁs ",

Warren's turbostractic model9 has been used extensively to describe
the structure of soft carbons. In this ﬁodel the layers have nearly
perfect graphite layer structures, but there is little registry in the
~stacking of these layers .\ The structure is characterized mainly by the
mean interlaye spacing, ¢, determined fram the (001) peaks. The
increase in ¢, campared to the graphite interlayer spacing, is attributed
to layer disorder. The other parameters used to characterize the struc~
ture are La’ the mean diameter and Le’ the mean height of parallel layer
stacks. These are determined fram the widths of appro_priate x-ray
diffraction peaks. When the graphitization has gone far enocugh to

justify speaking of crystallites - La' Lc became crystallite parameters.



—

II. 1.3. Glassy Carbons: In the last decade or so it has been

possible to carefully decampose cross—linked polymers to obtain what’
have been called "glassy", "glass-like" or "vitreous" ca.rbc::ns.lO The
nonmenclature cames fram a shiny black glass appearance and a glass-like -
(concoidal) fracture of these carbons. The typical properties of glassy
carbon (GC) as campared to graphite are listed in Table II.1. The
distinguishing properties of GC are high strength, low density, high
hardness, and resistance to corrosion and oxidation. It was seriously
considered as the nose cone material for re-entry Qéhicles. Recently
it has found considerable use as a bio-material. Its campatibility with
human bone has led to its use in dental implants. With its corrosion
resistance it makes an excellent heart valve. Many crucible container
forms are now cammercially available.  Depending upon the originz;ll
polymer composition (phenol-formaldehyde resin and poly-furfural alcchol
being the most common) and processing variables a wide range of proper-
ties have been reported for these glassy carbons.ll

The structure of glassy carbon has been studied using a variety of
techniques, but the structure is not well understood. High resolution

12 have shown that GC has an entangled thin

electron microscopy studies
lath-like structure and "Jenkins Nightmare" (Fig. II.6) was proposed as
a model. '

The bondlng in GC has been a subject of considerable debate.  Ergun
and Tiensuu™> showed that clusters of tetrahedrally bonded carbon atams
give rise to diffraction peaks in the same recj_ion where (10) and (11)

reflections of the graphite-like structure occur. Noda and In_agakil4



have interpreted their radial distribution data in temms of a model
that consists of both trigonally and tetrahedrally bonded carbon atams.
Furukawal5 has suggested that GC has tetrahedrally, triple and double
bonded C atams. Ka.kinokil6 has added an axygen bridge to Noda and
Inagaki's trigonally and tetrahedrally bonded C atans. Laser raman

spectroscopy st':u:dies:n-:L8

have not given any conclusive evidence either.
Later we shall discuss our attempt to understand bonding in GC using
K-emission bands. |

'i?ransmisbsion electron microscobic studies have not been to success- -~

19 has found evidence

ful in understanding the structure of GC. Whittéker
for various allotropic forms of carbon in GC. Our work in this area is
in agreement with his results, but our interpretation differs from his.
Whereas Whittaker has suggeéted that large single crystals of variqus
forms of carbon exist in GC, we. believe that the sample preparation
process has a large part to play, as will be described later.

Parameters c, La’ Lc as derived fram x-ray diffraction patterns have
been used quite ext:ens(ively to characterize GC. These parameters are
found to change with HTT, showing quite clearly that same ordering and
crystallite growth does take place. In the absehce of a model it is
difficult to assign meanings to these parameters. It is cammon to call
c - the mean interlayer distance and L. L mean defect free distances
parallel and perpendicular to the layers respectively.

Glassy carbon has a large VOl;JITE (about 40%) of voids which account
for the reduced density. These voids are not connected, because glassy'
carbon has very low permeability to gases. They are an important part of

the structure and have already been shown to affect the properties of GC.:Ll
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These voids have been reported to be spherical, ellipsoid of revolution
and needle-like by different workers. The void growth with HIT has been

shown in the work of Bra_ggzo, Biswal and B;l:agg21 and others.zz'

articles have been published on the electronic properties of single
crystal graphite23 and graphitizing carbon524, canparatively little work
has been done on non—graphitizing" carbons. The electronic properties are
relatively well-understood fof near single ;cxystal graphites, but even
for soft carbons the understanding is far fram camplete. In the case of
hard carbans there are contradictions in the literature regardi:;g the
trends of the experimental data. We begin with a summary of electronic
band structure calculatians for single crystal graphite. '

‘For two dimensional single gréphite layer in the tight binding

scheme, the wave function is made up of a linear cambination of s’p2

hydridised orbitals and is of the ¢ type, while a linear combination of
2pZ orbitals yields a wave function of the typg. With this rigorous
classification oc- T mixing can be excluded. By treating o and 7 bands
independently it is found that occupied and unoccupied m bands are found
to be degenerate in energy at the six Brillonin zones corners and in the

vicinity of the corners the energy is a linear function of wave vector

‘measured fram a zone corner. In the tight binding scheme there is no

overlap of m bands. The estimated spin-orbit interaction splitting of
the degeneracy of the 1 bands is less than 1074 ev.
For three dimensional hexagonal graphite the m bands remain the main

features of the band structure, but nqw the considerations of ¢- m mixing
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and other neighbour interactions become important. This results in the
overlap of the two m bands and the existence of electron and vhole
pockets around Ef at the Brillonin zone e_dgeé. , The Slon_czeWski-—Weiss
model is now well accepted and a consistent value of the parameters of
this model is available to explain ﬁbst of the observed properties.23
The electronic properties along c—axié are still not understood. The
calculated mobilities of carriers are too small to be valid, and it has
been suggested that localization may take place along the c—direction.23_
The electrical properties of soft carbons have been studied in
considerable detail. Although elegant solutions and explanations have

26

not always been possible, the work of Mrozowski“® and others following

him has been thbrough. The temperature dependence of conductivity wasv
studied in great detail by Mrozowski26.‘ The most important result was
that - “In. contrast with the infinite single crystal, systems of benzene
rings of finite dimensions possess a finite energy gap between the filled
and the ;:onduction bands, the energy gap steadily decreasing with mole-
cular size - fram about 1 eV for molecules several benzene ‘ri.ngs wide
to 0.2-0.3 eV for systems 30-402° in diameter and to .05 eV for graphite
crystallites with diameters of the order 1000 °." This in conjunction
with feasonable hypotheses regarding excess carriers and scattering fram
crystallite boundaries can be considered to have explained ¢ (T) in soft
Althougjh all three, o, I% and ég—, have been used to characterize
carbons, the understanding of RH and % is far fram camplete. Delhaes
27

has written an excellent review article on the subject”™ and has investi-

gated é% in soft carbons quite thoroughly.28 A qualitative understand—
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ing of R, is possible and is usually 'preéented in texms of the"Variations
of E, with HIT in a proposed band structure. For soft carbans é% is
found to be both positive and negative.. The explanation is as yet not
satisfactory, although Delhaes has tried »to employ all the available
models to explain his data.

29-31 of electronic properties of GC have been

29-30

Only a few studies
reported. The only two prior studies of é% do not agree on the
sign of A_g over the range of HIT and ambient temperatures. No explana-
tion of the magnetic field dependence of é% was off_eied in the one
repoxtéd study.31 The conductivity and Hall Effect haVeA not been care-
fully investigated either. A recent ESR32 study of GC over abrange of
HIT has shown that both localized and extended electron states of com-
pérable density exist at all HIT's studied. |

| Sare of the problems of interprétation came fram .a lack of theoreti-
cal understanding of electronic properties in this rather camplex field.

We next review same of the concepts to be used throughout this work.

II. 3. Electronic Properties of Non-Crystalline Materials:
It was first emphasized by Ioffe and Regel’> that if the mean free
path, L, of thé carriers is such that L ca. a, the lattice parameter -
- the.n normal conduction is no longer possible. Their conclusions were:
(1) "The band 'structure has a w:.der basis ‘than the periodicity of
the crystal lattice." - in explaining the observed behavior of
electronic properties of amorphous semiconductors.
(2) Instead of the free motion of electrons followed by

scattering due to an instantaneous process of impact - sametimes the
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mechanism of transfer cames closer to a series of individual jumps.

(3) "The short range order characterizing chemical forces of
interaction between atams has a decisive significance for the determi-
nation of the properties of semiconductors."

Since then, the considerable effort on the part of a large number
of researchers has resulted in providing a plausible theoretical basis
to these conclusions. A new set of mathematical tools, however, have
not been invented and our understanding is lindted by the fac£ that we
are trying to apply techniéues developed for periodic crystals. The
accepted concepts in the study of non-crystalline materials are as
follows: _

(1) The density of states is a valid concept for non~crystalliﬁe A
as well as for crystalline materials and can, in principle, be detexndned.
experimentally, e.g., by photoemission investigations.

(2) Under certain cohditions of disorder (randam positions and/or
'randcm potentials) the electron wave function is localized.

It is possible then for an amorphous material to have a continuous
density of states, although for same energy ranges the electron states
are localized, so that an energy Ec can exist which has localized states
on one side and extended states on the other side. The conduction
among these localized states is by thexmally activated hopping. Mott34
also believes that at 0°K there should be a discontinuity in the
mobility ét E_ - leading to the concept of the mability shoulder. The |
basis is Anderson's paper on the "Absence of Diffusion in Certain
Randam Lattices." Based upon these concepts the schematic density of

P

states for non-crystalline systems is shown in Fig. II.7.
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The hopping conduction mechanism is a thermally activated process
of an electron jumping from one center to another. In each jmnp.a phonon
is either emitted or absorbed. Processes in which a phonon is absorbed
are rate controlling giving a conductivity of the form o = ooew‘:/kT .

At low temperatures Mott predicts that hopping to farther than the

| nearest neighbour is possible and 1nc is linear with l/Tl/ 4. Whereas
a l/‘I']'/4 law has been found to be true in many ,experiments, other
dependences of 1/ /8 £m have been proposed, and it is often possible
to fit the data to more tha.n one of these dependences.35_ .

For hopping conduction there is no génerally accepted theory for
the Hall Effect. The analysis of Hall Effect data is commonly done by
using the simple expression Ry = nl_e The expermental evidence
suggests:34 “

(1) The Hall mobility in semiconductors is one or two order of
magnitude less than the conductivity mobility. |

(2) The Hall Effect has often the same sign as for electrons,
even if the current is carried by holes in a valence band.

(3) When the current is carried by electrons at Bp Ry is some-

tnnes greaterv than ﬁ-]-‘-é- |
(4) The activation energy for the Hall mobility‘ _.is. less than that
for theconduétivity mobility; in faét ‘it can in same cases approach zero.
The magnetoresistance is often found to be Ij.esgative‘ in non-crystal-
line materiak The explanation is still not clear, although many models
have been 13roposed.28 ‘It has been shown that the Boltzman Transport

Eqn. can never give negative ‘%..36 Starting with o = n.e.u the
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proposed mechanisms call for an increase in n and/or p under the in-
fluence of a magnetic field. Delhaes® has given an excellent summary
of the proposed models. Unfortunately, no model has been put forth to
explain _A_g_ for the case of hopping conduction. Most_ models use extended
states alone or extended and localized states together. Mott34 has
suggested that a localized state could create order in the surrounding
spins - thus creating a self trap that increases the hopping activation
energy by Ae. A magneﬁic field woud desf.roy this order, giving rise to
negative A_g Neither the details of the mechanism nor any magnetic field
or measﬁrenent temperature dependence have beén suggested.

32

For extended state, Fujitas' model™", when mean free path is

limited vby-boundary scattering, explains the sign and gives é% o H2 in
first order. Toyorzawa's38 model calls for spin dependent scattering of
extended states fram localized states, giving ég— + const. for H » =, and
a Brillonin function dependence (A%) =~ f ('IT%—Q_) for low H values.
Toyozawa's model has been used extensively, being the only model worked
oﬁt in detail. It has been tried even in cases when it was not clear
| that the basic tenets of the theor_y were in agreement with the experi-
mental set-up. With adjustable parameters it has been possible to find
a reasonable fit to the equations of this model. The problem has been
the need to assume lafge values for the local maments, often many times
larger than the Bohxr magneton.39 Other experiments such as magnetic
susceptibility n‘easuremente haye not confirmed the validity of fhese
large assumed moments. However, the cambined (H,T) dependence of é%

may have a "not-yet-understood" basis which might account for the
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possibility of fitting the observed data to Toyozawa's equation.
De:Lhaes28 has suggested a dependencé _A_g_ Vs f(z‘-,li—.l-) with A as an adjdstable
parameter and was able to success,fully fit all of. his data for one soft
caxboﬁ at various temperatures _()\—function of the measurement temperature)

to one single curve.
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CHAPTER III

Material Selection = SEM Studies

Glassy Carbon (GC) samples were cbtained fram four different
sources for initial studies. These are named here according to the
source fram which they were obtained; Tokai GC, Beckwith GC, Lockheed GC,
and Poly Carbon GC. . These sanples were examined with a scanning electron
microscope to decide which ‘GC should be purchased for extensive studies.
Typical fracture surfaces for these four kinds of GC are shown in
Figures III.l, III.2, III.3 and III.4.* It is clearly seen that
Beckwith GC has many larée voids, whereas the other three GC exhibit a | '
featﬁreless surface characteristic of these hard carbons. Fram the
. available data on the physical properties of these GC specimens,

Beckwith GC had poorer mechanical properties, and the other three were
canparable. |

Based upon the SEM study, bulk GC in plate form of size
8" x 2" x 1/16" was bought fram Poly Carbon. Most of the GC was heat
treated at 1000°C for one hour. Two plates each of GC heat treated at
1800°C and 2800°C for éne hour Were' also obtalned .Th_ese were used for
the transmission electron microscopic and K-emission studies aescrjbed
in Chapter V and VI. For the x-ray work and electrical prbperties

measurement samples were heat treated as described in Chapter IV.

*These pictures were taken by Mr. Tan Mowles.
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CHAPTER 1V

' Heat Treatment of Glassy Carbon Samples

Iy. 1. Description

The heat treatments of Glassy Carbon (GC) samples were ca.rrled out
in a graphite furnace. .The schematic diagram of the furnace is shown
in Fig. Iv.1l. This furnace was water-cooled and Ar gas was used to
maintain an inert atmosphere. The space between the 'gfaphite heating
element and the furnace walls was filled with insﬁlating carbon black
powder. The furnace was powered by a power supply’ of 20KVA rating,
with provisions for six different "taps" saturating at increasing current
- levels. The GC samples were placed in a cylindrical graphite crucible
3" dia., x 2 1/2'_' size and surrounded with GC wool. This crhcible was -
plaéed in the center of the hot zone by resting it on a PG d:Lsc This
PG disc was screwed onto a graphite rod which also supported i.rmsuiating
‘PG disés ’ and‘ithe whole assembly was screwed to the bottam of the furnace.
For proper insulation these discs had carbon felt sewn with carbon fiber
in a ring-form around them so that they touched the graphite element at
all times. Similarly, insulation at the top was provided with insulat-
ing discs mounted on a hollow graphite rod.  The top‘ assembly is shom
in Fig. IV. 2. ‘ |

An optical pyrometer calibrated for the temperature range 1000°C -
3000°C was used o measure the temperature. Above 2000°C the precision
was + 20°C. The crucible top had a hole of»siz.e'3/l6" dJ.ameter Thus
the crucible acted like a radiating black body. This radiaﬁm passed

~ through the hollow graphite tube and quartz plate and was reflected from
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the prism at the top to be 6bserved by the pyrameter. Plate A could be
pulled out to measure the temperature’._ This arrangerren£ is also shown in
Figure IV. 2. For a hole of length to diameter ratio of 4 in a material
of emissivity 0.5, the effective emissivity of the bottam of the hole is

40

0.988. Since the effective emissivity of graphite is greater than 0.5

between 0.65 - 0.6u, 2+

our experimental arrangement is an excellent
approximation to a black body. The correction for shift in temperature
due to the quartz plate was determined by placing another identical plate
in the path of the observed ray.

For autamatic temperaturé control, a hollow graphite tube was sealed
on to the center of the furnace element with graphlte cement (Fig. IV . 1),
The top was covered with a glass disc and a cap screwed on to make it ‘ |
air tight. A rayo-tube heat-eye was placed in front of the hole andi the
signal generated was fed back to the power supply unit. The power supply
unit was equipped with a strip chart recorder. The pen recorded heat-eye
signal on a non-linear telﬁperature scale. For automatic temp_eratuie
control, a knob was available to set the desired temperature. This unit
was calibrated .for each desired temperature with the optical pyrameter.

The temperature was maintained within + 20°C with this feedback unit.

IV.2. Experimental Procedures: GC pieces (1/16" thick) cut in rectangu-

lar shapes (2" x 1") were placed in the crucible surrounded by GC wool.
The crucible was lowered into the furnace using a long specially made
clip (Fig. IV. 2) and placed on top of the PG disc of the bottam insﬁla—- .
tion éssembly. The insulating assembly was screwed on at the top. For

initial preparation the furnace was left with Ar gés flow of 5 ft3/hr
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for 10 minutes. Afterwards the gas flow was reduced to 1 ft3/hr, and
water flow at 2.0 gallons/min. was maintained. (the fﬁmace had inter-
locks to shut‘ itself off in case either of these flows were not main-
ta.ihed) . Timer in-bypass switch was put at bypass. The proper heating
rate was experin‘éntélly determined because high heating rates lead to
cracks in GC samples. These are probably due to the evolution of gases
trapped inside. The power-time relationship founﬁ suitable is given in
Table IV. 1. This schedule did not give cracks upto the highest
temperatures. For automatic temperature éontrol at the desired tempera~
ture, the set point was calibrated using the optical pyrameter. The
| current was switched fram manual to autamatic and the timer IN—Bypass
switch was.chal.iged to IN position after the timer had been started.
JAfter_ the lapse of the time set on the timer the power supply shutr itself
off and the furnace was allowed to cool for at least one houi: with gas

and water flow on before removing the specimens.
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CHAPTER V

V. 1. ‘Sample Preparation: To prepare the samples small pieces of GC
were crushed between two clean glass slides. Carbon film was evaporated
on top of the glassy carbon dust or flakes on both the glass slides.
The film was floated off the glass slides in distilled water, and samples
were collected on lOO—mesh grids. These were studied in a SJ_emens
Elmsikop Microscope using selected area diffraction (SAD), brlght field
(BF) and dark field (DF) techniques. Polycrystalline gold SAD ring
patterns were photographed to obtain the camera constant, and this value o
was used to calculate the d-spacings. GC 1000-1, GC 1800-1 and GC 2800-1
samples were studied in this work. | o
V. 2. Results Based upon the SAD patte.ms, our results can be grouped
in four categorles. (1) Diffuse ring patterns, (ii) Spotty ring patterns,
(iii) Single crystal patterns, and (iv) Double crystal patterns. Since
each grid contained many small pieces of materials, which could separate-
ly be classed as samples, it was easy enough to find'any of the fout
kinds of SAD patterns, for a few samples on each grid. ‘
Diffuse ring patterns, chara_cteristie of amorphous méterials, were
seen for all the three grades of GC studied. A representative example
is shown in Fig. V.l which shows SAD pattern for GC 2800-1. The 4502
spacing is found to change from 3.65% for GC 1000-1 to 3.44% for
GC 2800-1 in qualitative agreemeut with x-ray diffractiou studies.
The BF picture corresponding to Fig.V.l is shown in Fig. V.2. Corres-

ponding DF picture, taken with an aperture over the first ring of the
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SAD pattern is shown in Fig. V.3. Fig. V.4 shows the typical BF
picture for a’GC 1800~1 sample. The tangled nature of the microstructure
is quite clearly seen in these pictures.

An example of a spotty ring SAD éattern and the corresponding BF
picture is shown in Fig. V.5 and Fig. V.6. The microstructure is
-difficult to pinpoint, but it bears more resemblance. to the first groupv
microstructure than the single crystal erles.

| Single crystal patterns were seen with about the same frequency as

2 in approximately ten pei:cent of

reported by Whittaker and Tooper™ |
~ salrples. These were always (001) patterns of a graphitic et.ructtzfe. No
attempt was made to study minute changes in lattice parameters to deter—
mine whether or not various allotropic forms of carbon were seen in ocur
work. An example of single crystal SAD pattern and the corresponding BF
picture is shown in Fig. V.7 and V.8. The previocus tangled microstructure
has dlsappeared Double crystal patterns were seen quite often corres-
ponding to single crystals rotated with respect to each other. Ai

double pattern and the corresponding BF picture are shown in Fig.'{'\}.Q

and V.10. The faulted nature of the material is quite clearly seen and
same boundaries are élso apparent. In our studies, many angles of
rotation were see.n for double crystal patterns and no special signifi-

- cance can be attached to the angle of rotatien as done by Whittaker and
Tooper.l9 In one case a SAD pattern corresponding to many crystals
slightly rotated with respect to each other with the possibility of the
presence of various allotropic forms of carbon was seen. Th.'LS ;Lsi shown
in Fig. V.1l. - The BF picture is shown in Fig. V.12. Regular Moire'

patterns are clearly seen in Fig. V.12.
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V. 3. Discussion: Altho_ugh_ our results are quite similar to those of
Whittaker and -Tooperlg , we do ilot believe that micron size crystallites
of graphite and various allotropic forms of carbon exist in bulk GC for
the following reascn. If micron size single crystals do exist in bulk
GC-1000-1, then after heat treating at 2800°C for two hours these GC
plates should have graphitized which was not observed. That such |
"seeding" does indeed take place is confixmed in the unpublished work of
Bra_dshaw et al., who while attempting to modify the thermal oonductivity
of GC by the addition of powdei:ed micron-sized graphite in the eariy
stages of GC processing, found that after heat treatment at around
2600°C the meterial ccméletely turned to graphite.80

In the author's opinian, the explanation for these observed:
sing'le crystal patterns is to be found in the sample pr_eparation pro-
cedure. Whittaker and Tooperl9 have used a procedure similar to ours.'v
We believe that during sample preparation built-in strains are released.
’Ihe straightening of stressed graphite layers always give rise to c-axis
patterns in electron microscope investigatians. This is inherent in
’ tﬁe sample preparation procedure, because these straightened layers will
always be parallel to the glass slides. The other possibility that
crystallization tock place due to the intense heating in the electron
beam is discarded because the spot patterns were seen as soon as a
particle was brought in the center of the electron beam.

The proposed explanation might be thought to be inconsistent with
Jenkin's type model (Fig. II.6) for the structure of GC. It should be
pomted cut thai’_c Jenkin's model is merely a convenience and is not in

agreement with the observed behavior of all the properties of GC.
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For exémple, in a graphitic lath-like structure (Jenkin's model) the
.oxidatio‘n behavior (rate) of GC is expected to be between the two
extremes (known to be markedly different in pyrolytic graphite) of that
of the 3 and ¢ direction axidation behavior of the graphite structure.
The cbserved rate is close to the c-direction axidation behavior of
pyrolytic graphlte pointing to the possibility of a skil_n—like structure
for GC. That the proposed arrangements are possible at roam temperature
is supported by the fact that mechanical ng.ndlng alone can change
hexagonal graphite into the rhambohedral _form.

The evidence for the presence of built-in straj.n in GC cc:més fram
.various sources. Ergun42 has done extensive theoretical and e}@erj;menta'l
work on the strain broadening of x-ray diffraction profiles, and has
concluded that thé calculated ‘values of Lc and La based on simple line i
broad_eniné formulae which do not take account of lattice curvature or

strain may be too small by as much as 80%. Fis'chbach43

in his creep
studies of GC has noted that as a result of shrink_age‘ (approximately
-‘40%) during pyrolysis, GC probébly has high internal stresses which are’
reii_eved slightly with higher heat treatment temperatures (greater than
2000°C). Also in an unpublished work Fischbach and Jenkins attempted to
_J'_ntercalate GC with'K in a gaseous atmosphere, and the material was -
reduced £o dust. Their explanation was the presence of intense frozen
stresses in GC which were abruptly relieved.*

Built-in stresses could also account for the brittle nature of
GC:. Although the mathematical problem of calculati_ng the internal
stresses resulting fram volume shrinkage of an anistropic material

during pyrolysis is formidable, the intemnal stresses must be very near
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the fracture stress of the material, because at roam temperatures the
fracture stress rarely exceeds 20,000 psi. E‘tlrthenfore, increase in
heat treatment temperature drainatically increases the gas vpenreability,
suggesting the rupturing of bands via the locally aniso{:i:opic’ thermal
expansion in adjacent regions and consequent opening of same closed |
porosity. | |

Chara?®

et al have studied pressure graphitization of GC. It was
found that GC-1000 could be partially graphitized under pressure,
whereas GC-3000 showed no evidence of graphitization. The results were

interpreted in terms of a model proposed by Noda and Kato.46

The pro-
posedv model conceives campletion of dehydrogenation around 1500°c. The
éxplanati_on of Chard et al was that hydrogen bonded atams can provide
the necessary nobility of atoms so that GC—lO.OVO'can be partially
graphitized under pressure. The cbservations are, however, consistent
with stress relief in GC with increasing HIT. It is interesting to note
, thvat as 1n our TEM studies, Chard et al45 cbserved lamellar structure
" in micron size areas. |

| Even if the proposed explanation is shown to be incorrect, the
single crystal regions camprise only a small percentage of the total
volume. In our x-ray studies (Ch. VII) no sharp peaks corrésponding to
polycrystalline graphite were seen superimposed on the broad peaks due
~ to the disordered structure of GC. ‘It is estimated fram a camparison
of the x-ray intensity profiles of GC and polycrystalline graphite
that superimposed peaks would be seen if the volﬁme percentage of

polycrystalline graphite was more than 2%.
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V.4. Conclusions: Although TEM is an excellent technique for studying

nearby single crystals, it does not seem suitable for studying highly
disordered materials. Our TEM studies confirm the disordered nature of _
GC, but little useful information can be extracted to characterize GC.
The occurrence of single crystal patterns is thought to be due to stress
relief during sample preparation. Thus in this instance the properties
of bulk GC cannot be reliably correlated with results cbtained using
TEM. X-ray diffraction techniques are much better for our purposes and
they were used to characterize the material as discussed in later |

chapter. -
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CHAPTER VL
{

 K-Emission Studies of Glassy Carbon

VI. 1. 'Introduction: Although many models of the structure and bonding

of carbon atams in GC have been put forth, as reviewed in Chapter II,
the bonding in GC is not well understood. K-emission was used to study
the bonding character of glassy carbon. K-emission bahds are.. abserved
when va;lence band electrons fall into empty K orbitals. The use of
K-emission bands to study bonding character is wéll established.47
Assuming equal prabability of transitions fram all parts of the valence
band, Coulson and Taylor48 ‘campared their calculated density states N(E)
with Chalkin's cbserved K-emission band of graphlte SJ_nce then many |
studies of the graphite K-emission band have been reported. Mac_:Farlane49
has confirmed Coulson and Taylor's prediction of polajfizability»of T
“and ¢ bands in K-band emission of graphite. Both Holliday50 and
MacFarlane analyzed their data as a sum of gauséian and non-gaussian
pe.kas. Holliday concluded that the shift in peak wavelength fram

| .diamond to graphite is due to the difference in welights assigned to.

" various gaussian camponents.

VI. 2. @er.unental Carbon K-emission bands were measured with a

MAC 400S electron microprobe. ‘Second order reflection from a Lead
Octadecconate crystal (2d = 100.5 R) was used to analyze the x-rays and
ﬁ1e detector was a flow prdportiohal counter using methane gas and a
1000 & polypropylene window. A 15KV electron beam was used in our
experiment. We measured K-emission bands from diamond, pyrolytic

graphite : (parallel mounted, i.e., with c-axis parallel to the electron
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beam) and three sambleé of glassyb carbon heat treated at-lOOO,_v 1800

and 2800°C for 1 hr. The data is presented in normalized form in

Fig. VI.1l. The shift in peak position frcm dJ.amond to pyfolytic_ graphite
is clearly seen in the figure. The trend for glassy carbon is that with
higher heat treatment temperature the peak shifts toward the pyrolytic

graphite peak.

VI. 3. Results and ’Discus'sion: To facilitate the cawparison peak
p_osition, half width, index of asymmetry (defined'afte.r Ref. 50 as the
ratio of part of the full width at half maximum lying to the long wave-
length side of max:.mum ordinate to that lying on the short wavelength
side) and the shift in peak position relative to pyrolytic graphite
are given in Table VI.l. Holliday's data on diamond is also given in
- the tablev. The diamond data campares well with Holliday's data. Minor
difference of the detail of the emission band may be due to the use of
an IOD analyzing crystal in this work as campared to Holliday's use of
a grating analyzer.

The peak wavelength of glassy carbon lies in between those of
diamond and pyrolytic graphite. This suggests two possibilitieé:
(1) that in glassy carbon the local bonding character around each
carbon ‘atom is intermediate to the two extremes or (ii) that glassy
carbon contains both trigonal and tetrahedral C-C bonds In view of
the layered structure cbserved in high ,fesolution electron microsooPySl
the first possibility is excluded. The shift in peak wavelength of
glassy carbon toward the pyrolytic graphite peak with higher heat

treatment temperature shows that the amount of tetrahedrally bonded
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carbon reduces with increasing heat .treatrvnent temperature.

The half width of glassy carbon is larger than that of either
diamond or pytolytic graphite and does not change with heat treatment
temperature. This also supports the contention that glassy carbon has
both diamond and graphite characteristics. The large half width is the
result of higher weight assigned to the gaussian campcnent corresponding
to the diamond peak in the graphite K-emission band. This is bet{;er '
demonstrated in F_ig. VI.2, which shows diamond, pyrolytic graphite and
glas'sy. carbon bands superimposed on each other. The index of asymmetry
also approaches the pyroiytic graphite value with increasing heat treat-
ment temperature. The part of full width at half maximm ‘lying to the - |
long wavelength side of maximm ordinate 1s approximately constant
This is further evidence that the change in the glassy carbon® K—ernission
band with heat treatment temperature changes the index of asymmetry by
reducing part of the half width lying to the short wavelength side of
' the maximm ordinate. |
VI. 4. Conclusions: The conclusion of the in between bonding in GC

is supported by laser raman spectroscopy studies”’ 18

’ and photo
electron emission studiesS6. It seems clear that with heat treatment
temperéture GC approaches graphitic bonding - but until comparisons with
all the other kinds of c—c bands could be made there is a certain
incampleteness in conclusions regarding bondl.ng in GC. Same evidence
for the thermodynamic stability of diamond like bonds in GC is available
in the recent work of S. Das on the Thermodynamic Properties of Graphi te-

GC E‘qu.ilibriwn. >4
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CHAPTER VLI
 X-Ray Studies of Glassy Carbon

VII. 1. ‘Introduction: Wide angle x-ray diffraction was used to

characterize the structure of heat treated glassy carbon samples.. The
range of samples studied included isochronal heat treatments for two
hours each at 1100°C and fram 1300 to 28009C in lOOOC increments. To
study the kinei:ics of structural changes in GC, samples were heated at
1700, 2000, 2300, 2500 and 2700°C fof various t.une intervals. The naven-
clature for these samples is henceforth GC—ITIT—T:'m—; , €.9., GC~-1500-2

" means GC heated at 1500°C for two hours.

VII. 2. Experimental Procedures: The x-ray data were cbtained on a GE

XRD-3 diffractameter. A 1° beam slit, MR Soller slit and 0.1° receiving
slits were used in our experiments. The cambination was decided upon to
dbtain sufficient intensity, usually quite low for GC samples. Our .
experiments52 with varying slit sizes have determined that the effect of
a large slit in distorting the diffraction pattern is mainly in the low
angle (26 < 150) region. Reflection gecmeﬁy was used for all data in
this work because of the higher intensity available. CuKa radiation was
used at 45KV, 40 mA. Both a Ni filter and Pulse Height Analyzer were
used to eliminate unwanted radiation. »

| For a few samples data were cbtained in both point count and recor—
der modes. For the fommer, fixed counts of lO4 were made at each valﬁe
of 268. For the recorder mode, the goniaweter was moved at 2°/fmin and
chart speed was adjusted so that the chart absissae divisions corresponded

to 0.1°(26) intervals. After applying all the corrections discussed
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below, the two sets of data were found to be equivalent. Hence, the
recorder. technique was used for the majority of eaxrples. For the
isochronals, intensity data were recorded in the 26 range 10 - 65°, and
‘the base line was taken to be the intensity value at 65°. For the
kinetic studies, data were recorded in the 26 range 10 - 37° , and the
minimum intensity value for 26 > 30° was used as the base line. This

minimm falls in the 26 range 35 - 37°.

VII. 3. Data Analysis: The data were corrected by. first subtracting
the base line intensity and dividing out the L~P and £ factors. The
data were then normalized to the maximm intensity value in each case.
The camputer program used for data reduction and plotting is included in
Appendix I. Typical intensity profiles before and after correction are |
| shown in Figures VII. 1 and VII. 2. For the isochronals three parameters

were obtained from the intensity vs. sin 6 plots.
1. d002 - from the (002) peak position using A = 2dsin®

2. Lc - fram the width at half maximm of the (002) peak using Scherrer's

0.45A1

formula Lc = TEm e ec)r

3. La - fram the width at half maximum of the (hk) band using Warren's

0.92)\

formula, La = 3 sin ©

a
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" 'VII. 4. Results

002’ Lc and La for the

isochronals are shown in Fig. VII. 3. The :interlayer spacing d

VII 4. 1. Isochrorial Studies: The variations of d

002
‘decreases initially, is approximated constant at 3.44% fram 1500°C to
2300°C and then ‘decreases continucusly to a value of 3.403 for GC 2800-2.
The peak. position‘ is difficult to determine precisely, even after all the
- corrections have been applied. These data are accurate to only + .0058.
LC increases with HIT, and there appear to be two shoulders - the first
at v1600°C and the second at 2150°C. The variation in L follows the
same general trend as in d002 and Lc.

Three reglons can be separated in the HIT variation of L., L, and
G002 002
decreases with HTT. Fram 1500°C to 2100°C dyo2 is approximately constant

Below a HIT of 1500°C, both L, and I increase with HIT and d

at 3.44% while Lc increases continuously, whereas L, increases only
slightly. The third region is above 2300°C , where both L . and L, increase

with HIT and d 5 decreases. This is seen quite clearly in Fig. VII. 4,

00

vhere Lc and La are plotted against d002'

VII. 4.2. Kinetic Studies: First the superposition technique53 for

graphitization studies is briefly described. If a property, P, follows
first order kinetics, '

where P., P. are the initial and final values of the property P. For a

£
thermally activated process the rate constant k is expected to follow,

k = ko.exp (~AH/RT) = kO.K(T)
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Plotting the property vs Int, if a translation along ln (time) axis

superimposes curves for different HIT, then

K(T)  _ 190 - _GAH(L 1
R(T) Into - Int = ¢ (T To>'

In
where the subscript "o" refers to an arbitrarily chosen reference curve
of P vs Int. Hence a plot of ‘such shifts along 1nt, needed to superinpose
all the curves onto the referene curve,against l/T gives the activation
energy AH 7
' . _ K(T)

K(T) _ HIT time for a certain data point
K(ﬁ) Equivalent HIT time for the same
point fram the master curve.

The plot of L, Vs Int for five different HIT is shdm in

Fig. VII. 5. The curves for 1700 and 2000°C are seen to be superimpos-
able but do not rovverlap the higher HIT curves. This seems to caonfirm
that they belong to a different region and the kinet.j.cs of this region
is tatrner slow. The curves for the other 3 HTT's do overlap and taking
L, for GC2700~-2 as a reference point they can all be made to fa.il an ore
single curve as shown in Fig. VII. 6. The plot of Ehe shifts vs. 1/T
shown in Fig. VII. 7 gives an activation energy 200 + 30 Kcal/mole.
were only

002
partially successful because of the scatter in the data. A camposite

Attempts to perform similar analysis on L, and d

plot for d002' using the translations fram Fig. VII. 6 is shown in
Fig. VII. 8. The variation is seen not to be inconsistent with the

calculated activation energy. The inaccuracies in L, arise fram the
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superimposition of (004) peak. It is difficult to substract out (004)
because of the inherent bréadth of the maxima. The width of (hk) band
at 75% is not appreciably effepted by (004), and this parameter, L(_'i, can
be similarly analyzed. The camposite profile and activation energy
plots are shown in Figs. VII. 9. and VII. 10. The activation energy is

" found to be 225 + 30 Kcal/mole.

VII. 5. Discussion: Whereas the interpretation of d is straight-

002
forward, L. and La cannot be sinply interpreted. as crystalline dimensions.
Tt is well known that L, and L, contain strain broadening effects, and
the J_:eal crystallite broadening should be smaller, giv.ing larger L o La‘.12
Also, for a disordered material such as GC the definition of "crystallite"
is not clear at all. Thesé have usually been called mean defect free
distances in ¢ and a directions respectively. In principle, the strain -
Cmvponeﬁt can be séparated for L. if (00l1) peaks (L =2, 4, 6, 8) are .
available. For GC these peaks are extremely difficult to resolve
because of the overlapping of (001) and (hk) bands. |

The sepération into three regic;ns and the appearance of two
shoulders is in qualitative agreement with pressure graphitization

45

studies™ where shoulders were seen around 1500 and 2200°C.

The three regions can be understood on the fbllowing basis. Up to -
the HTT of 1500°C , the naterial is going through same sort of a
"settling down" proces's, e.g.,. ccxtpletidn of dehyd.rogenation around

.45, 46

1500°C has been suggested by many workers . The increase in Lc

fram 1500-2100°C could be due to strain relief. At the end of this

stage, we have a highly disorganized carbon with do '\; 3.448 and very

02
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small crystallite size. In the third st,age the bst.ructure slowly evolves
towards the ideal.. graphite structure. But even at 2800°C the iﬁterlayer
spacing of 3.40% is much larger than the ideal 3.358. It seems that this
material is metastable in its disordered form and thermodynamic evidenee

for this is given in the work of Das and .Hiicke.54

VII. 5.2. Kinetic Studies: | In our kinetic data curves of LC versus log_
t are seen to be superimposable for 1700°C and 2000°C heat treatment
temperatures. It should be possible to study strain relief in this
region, although rather long times are required to get small changes.
The activation energy for structural change for HIT > 23009.C is found to
be V200 Kcal/mole. It should be pointed out that no attempt has been _
made to remove strain broadening effects in tkﬁs region. If these are
large, the effect would be to increase the estimate of the activation
energy.’ | |
Ki.netics of graphitization has been reviewed in detail by
Fischbachl and _Pacault8._ The activation energy values reported range
fﬁ:an 90-270 Kcal/mole. For graphitizing carbons n260 Kcal/mole is the
- accepted value, and the n;echanisms is considered to be vacancy diffusion.
Unfortunately, esﬁmtes of activation energy for vacancy diffusion vary
quite a bit and no reliable direct measurement of self diffusion has been
made. It is accepted that the activation energy obtained for GC in this
study of L. is. less than that for graphitizing carbons. This could be
due to an excess concentration of point defects in the disordered struc-
ture. "This seems a reasonable assumption, and same experimental evidence

is provided by the dbservation of Delhaes & Marchand on the relative ease
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of introducing substitutional Boron into disordered graphitizing
carbans campared with the difficulty of introducing it into graphite"

(Fischbach) . 1

VII. 53 - Structure Model for GC: Based upon our experimental cbserva-
tions, the model for structure of glassy carbon should be as follows: |
Up to 1500°C the precursor polymer decides the structure and Jerkins'
interwound laths model would be the appropriate descriptien. Above

| 2300°HTT, GC is more like a turbostractic carbon and a randamly
oriented crystallites model seems to be the correct description. These
crystallites would be surrounded by voids. and tetrahedrally bonded
‘carbon. The increase in permeability to gases with HIT would redquire
presence of microcracks connecting increasing number of voids to each
other., The in-between range descriptipn is prdbably closer to Jenkins'

model than anything else.
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CHAPTER VIII

" 'Low Tenpexr atuie Apparatus

VIII. 1. Description: The low temperature facility consists of a multi-
chambered cryostat with a superconducting magnet and associated vacuum

and electronic systems.

VIII. 1.1. Cryostat: The schematic di_agrén of the cryostat is shown in
Fig. VIII. 1. The cryostat consists of five chan‘_lbers.v BATH is the
chamber for liquid He. This/! L8rrounded by an evacuated chamber which is |
cannected to the vacuum chamber surrounding the liquid N, chamber. This
carbined vacuum chamber is called DEWAR. The other three chambers form -
an insert that fits inside the BATH. The innermost is the SAMPLE chamber.
This chamber goes down into the cylindrical hole of the superconductin?;v
maignet. The SAMPLE chamber is surrounded by the POT chamber. This
cﬁamber is fitted with a needle valve which can be operated fram outside

to transfer liquid He fram the BATH into the POT. POT and BATH are

- separated by an evacuated chamber called ISO (short for isolation).

The associated vacuum system is shown in Fig. VIII. 2. This system
has the ability to evacuate any of the five chambers with the mechanical
pup and the POT, ISO and DEWAR chambers can be evacuated with the
diffusion pump as well. The pressure in each of the chambers can be read
on an NRC thermocouple gauge having a 0-2000u range. For POT pressures
two extra gauges were provided for accurate pressure measurement in
50-800 mm and 0-50 mm range. Cryopumping is used for ISO and DEWAR to

7

attain a vacuum better than 10 ‘cm of Hg. These chambers are filled

with N2 gas, evacuated, refilled with N, gas and evacuated again. This
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is repeated at least two times to make sure that only N.2 gas remains
inside. The chambers are then diffusion pumped to better than lj of Hg
pressure and sealed off. As liquid He is filled in the BATH, the N2 gés
liquifies to give an excellent vacuum. The vacuum system is fitted with
He (g) and N‘2 (9) lines as well. He(g) can be introduced in all chambers.
N, gas is used with DEWAR and ISO chambers only. The Systeln has an

autamatic liquid N, fill relay to maintain liquid N2 in the outer shield.

2

_ ‘ . ‘ J
VIII. 1. 2. ‘Superconducting Magnet: The superconducting magnet sits at

the bottlcmvof BATH chamber as shown in Fig. VIII. 1. It has a cylindrical
hole in the center for the sample chamber. The superconducting magnet |
is wound with Nb 44% Ti filaments in a Cu matrix. It produces a maximm
50KG field with better than 1% hamogeneity in a 1 1/2" diameter x 2"
region in the center. _

The - superconducting. magnet is powered.by a 60A power .supply. This
is coupled to a sweep supply and interlocked with a He level detector. |
The He level detector has. four resistance sensors approximately 4" apart
from each other. When a sensor is immersed in iiquid He a green light
is lit up otherwise a red light is on. | The interlock is _su_ch that if
all four lights are réd, the power supply will not send any current to
the magnet. This is to protect the magnet fram being dpe,;fated without .
sufficient He. The sweep input to the power supply can raise the field
fram 0 to maximm in a mJ.m.mum of one‘mi.nute and maximm of 1000 minutes
with choices in between. 'Ihe maximm field can be set on the power
supply by setting the appropriate limit on the current. The power supply
has an analog output corresponding to the current being supplied.  Thus

the field value can be autamatically recorded.
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VIII. 1.3. Sample Prcbe: The sample probe used in our experiments is-
shown in Fig. VIII. 3. It consists of a hollow sﬁainless steel tube with
a Cu mounting block for samples and temperature sensors. A screw-on Cu
cap is provided to maintain a thermal equipotential. [Copper discs are
soft soldered onto the stainless steei tube to simplify alignment in the
chamber (and possibly to reduce heat losses)]. The copper mount.mg
block has a heater wire wrapped a.roﬁnd it to control the temperature.
'i'he sample coﬁfiguration is as shown in the figure. With this deSign of
the probe, it was possible to sﬁudy two samples at the same time., All
the electrical connections are made with insulated copper wires. These
wires were taken inside the stainless steel tube and connected to a 26
pin vacuum segled connector. Another cable then took those wires to a
~box fram where they were dist.r:ibuted as described in Chapter IX. To:
reduce noise, twisted pairs were used for current mbut to the sample,
resistance leads and Hall leads. Three temperature sensors were fixed
to the coppet frtount. The GaAs diode sensor was used in conjunction with
the temperature controller (see VIII. 4). Pt and Ge resistance sensors
were provided for autamatic data collection. The lPt sensoxr was for-

40-300°K range and the Ge sensor for T < 40%k.

VIII. 1. 4. Temperature Controller: A cryogenic temperature controller

was used to control the sample temperature. This unit supplied a current
to the GaAs sensor and the voltage developed was used to measure the
temperature by dbtaining a null deflection on the meter. With a
calibrated sensor the poteniameter setting for a NULL deflection gave

the temperature reading. This unit also supplied current to the 10Q
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heater. For autamatic control the potentiameter was set at the desired
temperature value and the unit was switched in Auto. To safeguard

against burning of the heater wire, heater current was manually controlled

until the temperature was close to the desired value.

VIII. 2. '@erating Procedures: To prepare the s’yétém for a RUN the ISO
and DEWAR systems were made ready for cryopunping as discussed in
section VIII. 1. 1. The flexible liquid He transfer line was pﬁ:epa.red_

- in a similar manner. -Once prepared, the two chambers and the transfer
line remain good for at least five runs, when they should be reprepared.
If water condenses on the outside of the cryostat or the transfer line
before then, they' must be reprepared. The éamples were mounted on the
sainple prcbe and the prabe was lowersd 1.1:1to the sample chamber .BATH ’

POT and SAMPLE were filled with He(g) and evacuatéd a few: times to make
sufe only He(g) remained in these chambers. These chambers are left with
~2000u of He ,. and the automatic liquid N2 fill unit is left on ovérnight
to cool the system. This precooling is necessary £o avoid waste  of
liquid He. With properly prepared system the overnight precooling

brings the system down to V120K. The magnet resistance is used to
nbnj.tor magnet temperature. Its roam temperature resistance is “v1300Q.
After the overnight cooling it is brought down to %500.(2.' LJ.quld He‘
transfer is started the next morning with a very slow transfer rate to
cool the magnet. As the magnet ,resi,sta.ncé drops to 0, the transfer rate
is increased to fill the BATH with liquid He. As the level of liquid He
rises above the magnet the first green light comes on. The transfer |

line extension going inside the cryostat is raised four inches each time
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a green light cames on so that one is always transferring liquid He fram
above the He level. The transfer is stopped when all the four green
lights are on. Now the magnetic field can be turned on. To lower the
temperature of the sample liquid He is transferred into the POT. To do
this the BATH vent is closed off which develops pressure of boiling He
in the BATH. The needle transfer valve is opened and as the POT
pressure cames to atm. pressﬁre, the POT vent is opened. As the needle
valve allows very slow liquid transfer, it is necessary to keep the BATH>
vent barely open to avoid popping of the BATH pressure relief valve. 2As
the He gas rate increases at the POT vent, the transfer is camplete.

The needle valve is closed and BATH vent is opened The sample He (g)'

pressure is adjusted for the proper temperature ranges.

4.2-20% nAtm
20-50%k n1000u
50-100%k 200-500u

100-300% - <50u
Once the lowest temperature has been reached, data is recorded and the
sample is slowly heated up to the roam temperature. The He(g) pressures
| above were found to be moét adequate for autamatic temperature control.
With too much cooling the heater current is high and with too little

cooling the temperature tends to oscillate.
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CHAPTER TX

- Measuremerit of Electrlcal ‘Properties

IX. 1. Descripticn of the System: 'I‘he schenatlc dlagram of the

electronics involved in the measurement of the electrical properties is
shown in Fig. IX. 1. The internal oscillator source of a PAR 124 lock-
in alrplifier was used for the supply V‘. - A 10KS? fesistor was used to

genératé a current source of ’ill mA for the low resistance sample. The

exact current was determined by measuring the voltage Vs'

Ig = Vs/ Rs

The resistance signal was taken to the inputs of lock—in‘ampvlifier 1
‘and the differencé voltage V was determined from the out of the out of
the lock~in amplifier 1. |
| V = Vg X scale factor (determined by
the sensitivity selector
switch position)
The Hall voltage leads were similarly taken to lock-in amplifier 2, and
the output was used to détermine VH' |
The conductivity, 0, was calculated as R

1 = length of the sample
b = width of the sample
t = thickness of the sainple

The magnetoresistance was calculated as

o _ Q(H) = plo)
o (o)
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The Hall coefficient was calculated as
RH = -—'-—-—-——@ ’ (H in Gauss)

To ensure accuracy and to eliminate spurious effects, the magneto-
resistance was measured for both directions of the magnetic field H. No
significant difference was found for any of .the samples studied. - All
the measurements were. done at a signal frequency of 100 c/s, with both
the lock-in amplifiers in band-pass mode. The precision of the data was
determined by taking many readings at the same temperature without and
with the maénetic field. With H = 0 accuracy of + .01% was btained ﬁdr
s.?Lgnals Vp n .SmV, typical for our samples. In presence Qf the magnetié
field only + .05% accuracy could be cbtained. This was due to our
inability to use the aﬁtomatic control function of the cryogenic
temperature controller, because the GaAs sensor is affected by the
magnetic field, especially at low temperatures. Thus small cha.ngés in
temperature due to changes in the pressure of the chamber and/or eddy
current heating éould not be autamatically corrected for. The repro—
‘duci_bility of the system was checked by taking data on the same sample
in different 'runs'. The data from two different 'runs' were within
0.1% of each other.

It was difficult to get accurate measurements of R,, because the
signal was typically ~v1uV and often the misaligrment voltage was mach

larger than that.

IX. 2. Sample Shape: The sample shape was deriiled based upon the

following considerations.
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74

(1) to avoid shorting of the Hall Effect 1/b > 4.
(2) The side-am 1' was restricted by the smallest width of the
available cutter of 30 mil size.
(3) The thickness of the >sample was usually taken to be 20-30 mils.
This was found to be satisfactory, whereas 10 mil samples gave poorér
accuracy in the data because of Eddy curreht heating effects. It was
desirable to have t as small as possible so that v, would not became very
' small. |
| Td ‘achieve reliable contact to the sample various techniques were
tried. Attempts to plate a contact metal wefe unsuccessful even when
the contact face was sandblasted to increaée surface roughness. The
plated metal could always be peeled off with fingers. Similar failure
was encountered with e{zaporat'ion attempts. Normal tin soldér would not
wet the sample and was of no use. | Same succéss was cbtained with the
use of In solder. Gold or Cu wires (15-20 mil) were rolled into a bali
on a flame, hammered into a fla£ '*foot' and set at the contact with In
soldef. This could not stand the thermal shock and would come apart in
a q\uck change of temperature and often at low temperatures (<30dK') .
The “technique found to be most successful was coating the contacts with
silver paint and use a Be-Cu alloy strip as the pressure contact,
screwed down into the Cu mounting block. This method waé used for all
the data replotted in this work. _ |
The samples were prepared by grinding a 1" x 1/2" GC piece cut with
a digmond saw,to A20 mils. This was éolished on a 400 grade paper to

cbtain thickness uniform within + .1 mil. Next the sample was cut using
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an ultrasonic cutter. This was made out of tool-steel and mounted on a .

steel block for proper resonance.

IX. 3. System Operation: The system preparation has already been

discussed in Chapter VII. All the electrical units were turned on at
least one half hour before any data were taken to stabilize the units.
Although often enough data were taken as the terﬁperature was. going down,
it was found best to first bring the sample to its lowest terﬁperature
and then slowly heat it up. Thus in the beginning all the major liquid
helium use was dealt with. The BATH was left with at least two lights
of liquid He and with properly prepared system each light would ‘lést. at
least three hours allowing a full day to collect data of the. two samples
inside. |

The proper pressure ranges for sample chamber bhave already been
mentioned in Chapter VII. To take a conductivity reading (H = 0), the |
automatic temperature control could stabilize the temperature in not much
more than one mi.nute.. For H # 0 data j:t was necessary to stabilize the
temperature for about 5 minutes, so that the constant current needed to
maintain the temperature could be manually set for the time it took to
take the data. This was necessary since autamatic temperature control
was not possible because of the magnetic field's effect on the GaAs
sensor. At the lowest temperature heater current in the X.03 Amp range
is sufficient and more should not be used. If more is needed, this
would mean too much liquid He boiling off fram a badly prepared system,
and temperature stability is poor. Fram 20-50 the range should be X.1A

and later X1 Amp. Above 100K, it is cammon to have .6 Amp current -
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this is primarily determined by the best possible yacuum obtainable
in the sample chamber.

The magnetic field takes about one minute to stabilize and data
should be taken after that time. The liquid N, autamatic relay is a
big source of noise input to the system and data should not be taken
during the time the relay changés its state.

In a typical 'run' the sample temperature was first brought down to
the lowest ﬁemperature and o readings were taken in steps of 1°x up to
10%. At 10% the current for constant tenperatﬁre Was determined and
H # 0 readings were taken. The H # 0 sets were taken at 10, 20,.40, 60,
77.35°, 100, 150, 200, 250, and 300°%k. Conductivity readings were taken
in steps of 2% from 10-20%, 4° steps from 20-40%, in 50 steps to |

100% and 10° steps from there on to 300%.
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CHAPTER X

" Electrical Properties of Glassy Carbon

X. 1. Introduction: The electrical properties extensively studied were

conductivity, ¢, and magnetoresistance é% The experimental results are
presented first, followed by a phenamenological analysis, camparison with
theory, discussion and conclusion. \

As described in Chapter IX, Hall Effect data were difficult t\o
cbtain due to the frequent presence of a large misalignment voltage.
Reliable data could be obtained only for a few samples. Typical
magnetic field and temperature dependence of the Hall Coefficient, R, '
'is shown in Fig. X.Ll A weak dependence on temperature can be seen at lcw :
fields. At high fields, R; saturates and the temperature dependence |
disappears. The saturation RH value is plotted against HIT for the.

isochronicaliy heat treated specimens in Fig. X. 2. The general shape of
the curve is in agreement with Yamaguchi's data on GC A. The variation

"~ in the number of carriers calculated fram n =

1 .. . .
e.RH is shown in Fig. X.3.
Although the numbers obtained are larger by a factor of 10, the general
shape of the curve is in agreement with the variation in the number of

32 No further

spins with HIT seen in the ESR work of Orzeszko and Yang.
analysis of the Hall Effect data shall be presented.

X. 2. Experimental Results:

X. 2.1. Conductivity ¢: The room temperature conductivity for the

isochronally heat treated specimens is found to be KIZOOQ—l—an—l. The

change in ¢ at the lowest temperatures studied (filooK) is found to be
<25%. Typical dependence of ¢ on T in the high HIT region (HTT > 2000°C)

is shown in Fig. X.4. For'_GC samples with HIT < 2000°C the low
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temperature behavior of ¢ is markedly different as shown in Fig. X.5.

The temperature dependence of ¢ is analyzed in the following section.

X. 2.2.° ‘Magnetore'sistance ég— The magnetoresistance was found to be
n_egative for all the samples studied. 'The magnitude of é% increases
with the applied magnetic field H and as the measurement temperature, T,
is lowered. The ﬁlagnitude l'é%I also increases with HIT. This is shown
in Fig. X. 6 where -4-8— at H = 50 KG is plotted against HIT for a few
temperatures. Typical H, T dependence of the magnetoresistance is shown

in Figure X. 7.

X. 3. Phenamenological Analysis:

X. 3.1. Conductivity: The initial attempts ~ (now considered

inadequate) tovanalyze the i:enperature dependence of o oonsisted of

' ploﬁting J.ho vs 1/T. The incentive came fram the apparent semiconducting
behavior of o. A typical plot is shown in Fig. X. 8. A straight.line
 dependence can be found at higher temperatures and the activation energy
calculated fram the slope gives a value V2 meV for all the samples.
ItYWas suspected that the major contribution to o may came from hopping

1/4 was

conduction among localized states, and a plot of lnc vs 1/T
attempted to determine if variable ra:ige hopping is the right mechanism.
The data of Fig. X. 8 are replotted in Fig; X. 9. A linear relationship
is found only over a limited range of temperatures. This is suspicious
'since for other cases where hopp::.ng conduction is in fact observed, the

dependence extends over a large iange of temperatures .'34' 35
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The next attempt was prampted by the ESR study of Orszesko and
Ya_ng32 who found a camparable density of localized and conduction spins
over a broad range of HIT in GC. It was anticipated that due to the |
small crystallite size in GC (Chapter VII) a boundary scattering
mechanism should dominate for extended states at all temperatures. To
separate the two contributions 1no was plotted against T. The curves
were found to be sﬁraight lines over a long range of temperatures. At
low temperatures, depending upon the HIT, two characteristics were
evident. (i) saturation for HIT > 2000°C and (ii) a sharp decrease in
o for HIT < 2000°C. Typical plots are shown in Figs. X. 10 and X. 11.
The intercept o_ of the straight line lng = Ing + A.T, is found to be B
equal to (within the measurement accuracy) the saturatién value of
higher HIT material. The plot of 0, VS HIT is shown in Fig. X. 12.

Boundary scattering is expected to give rise to a temperature
independent contribution to‘ 0.26 (see X. 4.1) Taking 9 to be such a

1/4 were found to be straight

cqntribution , plots of 1n (o—oo) vs 1/T
lines for all the samples, as shown in Fig. X. 13 and Fig. X. 14. The
variation in the slopes of these pléts is small, but the trend is
‘toward samewhat increasi_ng. slope as the HIT is lowered.

The remaining contribution in ¢ is found to be HIT sensitive at

low temperatures. As can be seen in Fig. X. 15, the decrease in ¢

becames more pronounced as the HIT is lowered.

X. 3.2. Magnetoresistance: The first attempt to analyze ég- » consisted
of determining the field dependence at a fixed T. Plotting % « H on

a log-log scale, a power relationship é% o H was found to be applicable
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at high fields. The HIT, T dependence of the exponent n is shown in
Fig. X. 16. The behavior of n for HIT > 2000°C is quite consistent.
It increases fram ~1.0 at 10% to n2.0 at 100%k. There is also a slight
increase in n as HIT is lowered. For HTT < 2000°C no generalizations
can be made. |
o L/2
To analyze the cambined (H,T) dependence ‘-A-S-I was plotted

against log H/T. This resulted in a series of parallel curves, as shown
for one case in Fig. X. 17. Upon introducing a parameter A (T) in the

absissae log AH/T these could be ’sﬁpei:inposed on a single curve, as

shown in Fig. X. 18.. The same analysis was applicable to all the

_ 1/2 _
sanples, i.e. by an appropriate choice of \'s, ' ég—' could be plotted
on a single curve as a function of log Z‘-,Iri Furthermore, the curves for

various HIT samples could be superi:rpésed by a translation along the
absissae. | |

To eliIm'.nate. the arbitrariness in the choice of X =1 at 10%K in
each case, the temperatﬁre dependence of A was j.nvestigéted. A was found |
to be proportional to Tl/2 in most cases. 'Ihe next step was to plot ’
'.é—%ll/ 2 against H/'i‘l/ 2. In this plotb all data autamatically fal; on a
single curve. This plot was successful for all the hlgherI-H'I‘ samples.
An example is shown in Fig. X. 19. Below 2000°C HTT, the data'do not
behave as well and departure can be seen in Fig. X. 20 for 1800-2. The
log | 'é%'l/z versus log (H/Tl/z). curye can be cawpared to Bl/‘2 x)
function as shown in Fig. X. 21. | |

X. 4. Theory and Discussion:

X. 4.1. Conductivity: The conductj.vity is found to consist of three

contributions. (i) A temperature i.ndependént T (ii) variable range
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. 4
range hopping %, op < e):p(—B/Tl/

)1, and (iii) an a_namolous part at low
temperatures in lower HIT material. _

A temperature independent contribution due to boundary scatteriné
in carbon has been found earlier in the work of MrozcwskizG, who
analyzed the temperature dependence of resistivity in terms of a model
where an energy gap between valence and -conduction bands was assumed.
Excess holes were postulated wh:Lch Qere considered to be the resuit of
trapping of resonance m electrons by carbon atoms on the periphery 6f
crystallites. The temperature dependence was successfully explained by -
assuming a temperature independent boundary scattering contribution and
a phonon scattering term linear with T. An anamolous contribution was
séen for small crystallite size materials which was called “contact -
resistance C(T)". Klej_n24 also found a temperature independent boundary
scattering contribution in his study of electrical properties of
pyrolytic graphites. 7 |

To check the consistency of the assumption éf a temperature

indépendent contribution of boundary scattering to conductivity, we
calculate o, using

2
n.e".t
g =& —————————

m*

where n is the number of the carriers, T is the mean scattering time

given by
, T =1y
1 = mean free path
v = yelocity of carriers

and m* is the effective mass of carriers.
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 We take n to be the value obtained fram R, in the high HIT range.

The quantity n is not expected to change appreciably with temperature,
as seen in the weak deperdence of RH on £emperamre in our data and

2
? 30, 31 also seem to

that of Yamaguchi. Other studies on carbons
irdicate that when A% similar to our is observed, R, does not vary much
with temperature. As will _be discussed later, this is a natural
consequence if the fermi J.evel is pinned down by localized states. We
take n to be 7.10 a3, |

The mean free path, 1, would be ‘of the order of the crystallite
size La (Chapter VII). | The value taken here.is 30A9. The Velocity of
carriers is taken to be the same as in graphite. The justification cames |
fram. the observed closeness of GC anxd graphite K-emission bards in .our

>6 Little ‘change

work and the photoemission studies of Shirley et al.
is expected in the velocity with regard to temperature, since t‘he fermi
level is pinned down by localized states. Klein24 has also concluded

* that v 1s only weakly deperdent on temperature; We take v to be

2 x 107 van/sec (Ref. 76), axd m* to be v0.5 x m, where m is the mass of

the free electrons, for carbons with crystallites of about 30A°

26 1

diameter, as deduced by Mrozowski. The .calcuiatsd 9% is 5900 1-cm .
This value is about three times larger than measured whlch could be due
to a too large value of n calculated fram RH. The order of magﬁitude
camparison is satisfactoxy.

The contribution of the localized states to conductivity, » is via
hopping conduction mechanism. At low temperatures, whenmnnelllng to

farther than the nearest neighbour is possible, the 'conductivity varies

- as
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Ing = A ~ B/’Tl/4

3 \l/4
Q
.z.l(__@-)

decay parameter of localized wave
function with distance R(e_OLR)

jos}
]

QR
]

k]3 = Boltzman's constant

‘N = bensity of states per an3 per ev.
No attempt has been made to pinpoint the exact mechanism, i)ecause as
discussed by Hill?®, a straight line fit to 1773 of 1,177 would be
equally possible. The trend of increasing slope B at lower HIT is
consistent with stronger localization (larger a) expected in the
structurally wbrse material.

The anamolous part.is found to became more pronounced as HIT is
lowered. Thus it is related to structural disorder. We believe that it
arises from the lath-like structure of the lower HIT materials. Whereas
at higher T the carriers are scatt_:ered at a distance, measured by La' at
low T the carrier motion is J_mpeded by the cufvature of these laths.

The curvature of these laths might present same sort of barrier increas-
ingly difficult to surmount as T is lowered. There might be same corres-
pondence between this anamolous part and the contact resistance C(T) in

6

Mrozowski ! 52 work.

The temperature dependence of g found in this work is similar to

24, 29, 20, 57

that seen previously in other studies , although the

analysis has never been as thorough. Buck'er58 found only a Tl/ 4
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dependence of Ing for a glassy carbon upto HIT = 1200°C. This might be
due to the poor crystallinity of his material.. It seems that his
material might have been like amorphous carbon filnlé which have crystal-
lites of size & 102°, and a o4 14 is abeyed over a long range of
temjgaeratures.59 A linear dependence of lo§ oconTor log T has been
found by some workers for amorphous carbon fi]_ms.60 It seems likely that
an analysis similar to ours might be appligable in these ,caées.

X. 4.2, _Magnetoresistance: The theories of negative magnetoresistance

have been summarized by Delhaes et al..28

Based upon our understanding
of the behavior of conductivity in GC, it-v is clear that the theories
applicable are those which describe the effect of magnetic field on
various scattering mechanisms. The magnetoresistance due to boundary
scattering,. scattering due to localized spins and hopping conduction v
mechanisms, is expected to be negative. Although the contribution of
localized spin scattering to ¢ has been neglected in our discussion of
the tenpe.fature dependence of ¢, it does not affect our separation of o
into 9, and a hopping part as discussed later in this section.

Negative magnetoresistance due to boundary scéttefing has been

37 2

shown™’ to be proporticnal to H for low fields. We have also shown

(see Appendix II) that this negativé ég— is a strong function of crystal-
lite size, and a La2 dependence is. expected. The estimated é% due to

this mechanism at the highest yalue of H = 50 kG is < .2%. ’I‘hus. it is not
expected to be importé.nt for our case.

There is no widely accepted theory for magnetoresistance in the |

6

hopping conduction regime. Mott 5 has suggested that a localized spin
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could form a self-trap energy for hopping conduction. Application of a.
magnetic field results in removing this extra activation energy giving
negative é% This effect would be expected to be largest at high fields
and low temperafures. Experimental studies indicate that maximum.é%-
abserved when conduction is solély by hopping is of the order of 1%.
Since in our case the magnetoresistance is largest at low temperatures -
where hoppipg conduction has negligible contribution - this nechaﬁism is
also not important in our case. |

It is clear than that the negative magnetoresistance observed for .
GC nmust come fram field dependent scattefing from localized spins. The

often quoted result is that é%-m - m?, where m is the magnetization of

the localized spins.39’ 73

We present a simple argument in termms of
Kondo spin~flip scattéring.* In this scattering mechanism a conduction
electron (or hole; the argﬁment is presented for electrons but is
equally applicable to both the carriers) interacts with a localized
anti-parallel spin resulting in spin reveréal for both the conduction
electron and the localized spin. If the total number of localized spins

is N, then the number of "up" spins

n_ =NxP
up T up

and similarly,

n'down =Nx Pdown

where P's are the respective probabilities. Since the conduction
electron interacts with a localized anti-parallel spin, the resistivity,

p, can be written as

*The author is grateful to Professor L. M. Falicov for pointing out
this simple agreement. '



Pup * "down
Paown * nup

The total conductivity o is given by,

In thé absence of the magnetic field (H = Q)
pup = Pdown
since
Pup * Paown —
In the presence of the field the total magnetization is given by
ME) = N@y, = Pggy)

Again, since the prcbabilities should add to 1,

pup=l'£m -where m = M/N
and
Pdown = 2 5 =
’Ihereforé,
P = 0) =
and

pH) « i\% (1 - %)
The magnetoresistance lS given by

bo _pWM) - p(0) 2
P p (0) '
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The cambination of the spin-flip scattering mecha.m.sm to ¢ is
expected to be temperature independent in this approximation, and the
affect is to change %% by at most a few percent.

Based upon similar ideas, ’I‘c:»yozawa38 analyzed the case of impurity
conduction on the metallic side of nonmetal-metal transition in semi-

conductors and concluded that if we define

1/2

then S has a linear dependence (T + 8) characteristic of antiferro-

6

magnetically coupled maments. Mott 2 disagrees with Toyozawa"s38

assumption of free maments in metallic inpurity conduction, but has

pointed out that antiferramagnetic coupling will persist on the metallic

side of the transition.62

Our cbservations indicate that m follows a f (H/Tl/ 2) dependence
1/2 _
over a large range of temperatures and fields. Plots of |éz—' with

1/2

H/Tl/ 2 show a linear region for small values of H/T as shown in

Fig. X. 22. This implies a 7 1/2 dependence of the susceptibility Y,

instead of the T T

expected. Before carpleting this discussion it is
appropriate to discuss metal-insulator tran31tlon in carbons and the band
model for GC and other carbons. These are deécribed in the next sub-
section , and this discussion will be concluded in the following one.

X. 4.3. Band Model for Carbons: . The earliest band model for carbons is
26

due to Mrozowski®~, who envisages a decreasing band gap ‘with HTT, eventu-

ally resulting in the overlap of the valence and conduction bands.
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A similar model has been suggested by Klein24 for pyrolytic graphites.
Recent work of Carmona, Delhaes et al61 suggested a nommetal-metal
transition in carbons around a HIT of 700°C. This is also seen in
Mrozowski's26 work and the study of Bucke:r58 on GC.

Whereas the possii)ility of nonmetal-metal transition in carbon seems
to be quite clearly demonstrated by the charige in conductivity by many
orders of magnitude, it should be pointed out that it differé strongly
from more cammon 'exaitlples of metal-insulator transition, e.g., V203.

‘For V203 the transition occurs as a function of temperature, T, and is
reversj_ble.77 The transition in carbons is an irreversiblé process.
Matters are further complicated by the inhamogeneous structure of carbons
heat treated at lower telrperatﬁres. These carbons ~have’ small cryStallite
sizes and the C-C b'onc.iing.v at the boundaries of these crystallites‘ is
different fram graphitic épz bonding.

We believe that nonmetal-metal transition does take place' in
carbons, althbugh considerably more work is needed to understand this
phenamenon. On the insulator side of the transition the fermi level is
expected to be in the middle of the energy gap (or at least a mobility
gap), and it does not seem necessary to assume it to lie in the localized
states as suggested in reference 61. On the metallic side of the
transition the fermi lewvel lies inside the‘ valencé band. That it is
indeed so is supported by the positive sign of Ry found in many studies
of transport properties of carbons.28' 30 |

On the metallic side an Anderson transition due to ﬁsoﬁa is also

expected. There would be localized states in the tails of valence and
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conduction band. Thus, a mobility gap would exist34, and these would be

the energy gaps observed by IVIrozcmskJ'..26

Based upon these ideas, the band model for carbons should be as
shown in Fig. X. 23. The fenni. level lies on the high mobility side of
the mobility shoulder inside the valence band. As heat treatment
progresses, the mability gap is reduced. The fermi level moves closer
to the center still situated near the top of the extended staﬁes inside
the valence band. For soft carbons the mobility gap finally closes,
the fermi level moves near the center, graphltlc overlapping band
structure is" formed, and the conductivity becomés metallic. For hard
carbons the structural disorder is preserved upto the highest HIT, and
the conductivity retains its semi-conducting néture.

We believe that the ‘fenni level is pinned down by defects charac-
teristic to the material. These defects act as traps and can also be
described ‘as localized states. These states are expected to lie in the
inhamogeneous part of the structure, mos£ likely on the boundary of the

crystallites. That E_ could be held down inside the valence band by

6

f

localized states is supported by the work of Ball 4 who contends that

localized and extended states are different in nature and could be in-
finitesimally apart in enerqy, and in the study of Inglis and Williams’S
where extended and localized states are found to exist in different
regions in space for an inhamogeneous system.

| These localized states trap electrons fram the valence band
leaving holes behind and would be responsible for the excess holes
postulated by M;t:ozcmski.26 Thus, there should be a close correspondence

between localized and conduction states, as can be seen in the ESR data -
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fram Ref. 32, replotted .Ln Fig. X. 24. Similar correspondence

between localized and conduction spins has been seen in the studies

of carbon films, and cne localized state per crystallite is suggested |
which could also be true in our case.59

X. 4.4. Magnetoresistance - Further Discussion: Fram the band model it

is clear that the magnetoresistance is closely related to the magnetic
behavior of the localized spins. Antiferramagnetic coupling between
these localized spins has been seen in the loW_temperature specific heat

studies of Mrozowski and Vagh67

on various carbons ihcluding Glassy
Carbon.. 68 They have also found a strong correlation between the
density of spins as seen in ESR experiments and the parameters charac-
terizing the excess specific heat.

On the metallic side', a strong 'antife;rcmagneﬁic interaction
between conduction electrons az.qd localized spins is expected.’’ The
spin susceptibility of this "highly correlated" electron system ié

expected to be large at low T. Mott?

has suggested-a schematic
dependence of the inverse of the spin susceptibility x—l on T which is
antiferramagnetic at high T, i.e. linear with (T + 8). However at low

T departure has been sketched and has been experimentally cbserved by

Quirty and Mark069

in Si:P. Their data when replotted gives a linear
dependence of ¥ © on T2 as seen in Fig. X. 25. | |
Heeger’® has discussed Anderson's arguments for a T L/2 dependence
of the change in the electronic sﬁsceptibility Xg due to correlations
which exist because of the Kondo effect and the experimental evidence

of such behavior. It is not clear whether or not this model is applic-
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able to our case until an estimate of the Kondo temperature T, can be

made. The exact behavior of Xo is still not totally clear in any case_.79
Thus, the magnetoresistance behavior for high HTT material can be
understood gualitatively in temrms of the highly correlatéd electron
system., For the lower HIT, GC departure has been ocbserved fram H/'I‘l/ 2
behavior. The situation here is camplicated by the presence 6f the |
anémolous term in ¢ at low teméeratures. |
The enhanced A_g with HTT, as the spin concentration reduces, is in

70 who found an

agreement with the experimental work of Ue and Maekawa
increase in x as the donor concentration reduces just an the metallic
side of the transition. Mott63 believes that this is possible in the o
Brinkman-Rice enhancement model..

X. 4.5. Camparison with Other Studies of -A%: Comparing with magneto-
31

resistance data on other carbons , we find that whereas Kamatsu's

8 Ao

numbers for negative ry are mach

data
are comparable» to ours, Delhaes
larger. This is thought to be due to an increased effect of boundary
scéttering (GEL2 a) , because their crystallite sizes are 200-300 2°

31 data for two soft

campared to L 50a° in our case. Kamatsu's
carbon are plotted in Fig. X. 26. The similarity to our data for

GC 1800-2 in Fig. X.20 is quite evident. His data on hard. carbon seem
to be more likesoft carbons. In the absence of structural information
it is difficult to reach ény definite conclusions. It should be pointed
out that glassy carbons have a wide range of properties, as seen in the

drastic difference between the two glassy carbons studied by Yamajuchj.29
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31

Our GC is rather like GC A of Yamajuchi.zg Kamatsu's™™ data have been

interpreted by Yugo7l in terms of Toyozawa's model and reasonable success

was cbtained. However, the positive camponent is taken to be H2 at all

temperatures which is not justified because, as pointed out by Komatsu3l,

the exponent decréases ‘at lower temperatures.
Komatsu'sBl data are replotted on a log-log plot in Fig. X. 27, and

the solid line corresponds to our 2700-2 data as shown in Fig. X. 28.

72 73

on InSb and Khosla and Fischer's'™ data

73

The data of Halbo and.Sladek

on CdS are replotted in Fig. X. 29. Although Khosla and Fischer's

1/2

data seem to have a H/T functional dependence, it is somewhat

' . 28 ' :
different fram ours. Fig. X. 27 also shows Delhaes' data of longitu-
dinal _A_g_ on a soft carbon heat treated at 23OOOC , where boundary scat-

tering should have less effect. (The mechanism gives rise to a negative .

Ao

Y for the transverse case, as shown in Appendix II, but in the longi- ,

tudinal case it should have a small effect, if any). The H/Tl/ 2.

functional dependence is quite clear, and the solid line is found to be

73

_ . 28
the same as for Khosla and Fischer's'~ data. Delhaes' data for

transverse A—% on the same sample do not give a clear H/’I‘l/ 2 dependence,
and the reason is thought to be the enhanced effect of the boundary

scattering mechanism on ég-

X. 5.° Charact‘eriz_ation of GC: The electrical properties point toward
separation of the heat treatment behavior of GC into two regions, above
and below HIT ca. 2000°C. Fram the study of x-ray structure parameters, -
a separation in the HIT range 2000~2300°C was indicated. The structuré

parameters also indicate a sepa.ration around a HTT of 1600°C. As seen
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in Fig. X. 15, the drop in ¢ at lower terrperaturé does became more
proncunced below 1500°C HIT. Our Hall Effect data (Fig. X. 2) also
confirm separation into three regions.

Fram our analysis of ¢, the temperature independent contribution
a5 should be directly related to the number of carriers and L. A
broad ma.xume:_s seen in our plot of O, Vs. HIT (Fig. X. 12). Division
of g by L., shown 1n Fig. X. 30, does nof reproduce the behavibréeen
in the ESR study of GC (Fig. X. ’24) . This could be due to errors in
the estimate of La’ but the decireasing concentration with HIT is not
inconsistent with the general picture. |

A paramei:er can be derived from the H/I‘l/ 2 behavior of ég- to
characterize the HIT behavior of GC. This is taken to be the.}slopé of

1/2 _
Vs H/Tl/ 2 curve at low values of H/'I'l/ 2.

the linear section of: ‘ég—l
In absence of an exact functional form with which to campare our data,
‘this parameter is expressed in arbitrary units. (We expect it to be
dlrectly related to an effective mament per site.) The HIT variation
is shown in Fig. X. 31. A gradual increase above 2000°C HIT is
- consistent with the Brinkman-Rice enhancement model as discussed in
X. 4.4 |

Although insufficient samples were studied to provide a reliable
value for the activation behayior of electrical properties, preliminary
data using the slope as the property P (see Chapter VII) indicate an
activation energy of V75 Kcal/mole. This is similar to values reported

59

for spin annealing in carbon films. The range of activation energies
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in carbon films is 35-90 Kcal/mole. The mechanism is supposed to be
irreversible clicking of defects at boundaries ﬁving rise to annealing

of spins. >9

X. 6. Conclusions: The sénéitivity of electrical properties to
stfuctural details is quite cle/arly demonstrated in our work. The

~ temperature dependence of ¢ has been separated into a temperature

B independent boundary écattering part and a hopping part va.tylng as
A.e.xp(-B/Tl/ 4) . An anamoloﬁs contribution to ¢ at lov} temperatures for
lower HIT material haé been found. The magnetoresiétance has been
analyzed in terms of a localized spin scatﬁei'ing model. An empirical

. functional dependence on H/I'l/ 2

has been found. A qualitative explana-
tion of the electrical properties in terms of a consistent model has been
presented.

X. 7. Recommendations: To camplete the understanding of the electrical
l/2)

propexties of carbons theoretical work is needed to explain the £ (H/T

dependence of % and the anamolous éontrib,ution to the conductivity.

Recent studies28 30

fail to analyze the temperature dependence of o.

The separation of ¢ into its camponents should be tried along the line
presented in this work. In carbons with large crystallite size the
effect of boundary scatteri._ng é% is large, and its dependence on Ly
should be studied to check whether or not it varies as L2a for small H.
For hopp:.ng conduction, it would be worthwhile to study ég— in C films,
where the conductivity cames ohly fram hopping condt_xcf.ion. The effec_:t,ofv
irradiation on tlﬁe properties of GC should be studied to understand the

nature of defects in GC.
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CHAPTER XI
" 'Conclusion

The major contribution of this work has been to provide a consistent
picture of the structure and electrical properties of Glassy Carbon (GC).
An activation energy for the graphitization behavior of GC, at_high heat
treatment temperatures, (>2300°C) has been deduced from the x-ray
parameters for the first time. The important new findings fram the study
of electrical properties are the demonstration of a f(H/Tl/z) functional
dependence of the negative magnetbresistance and a unique'separation of.
various contributions to explain the temperature_dependence of electrical
conductivity.

The scanning electron microscope stpdies indicate that the GC used in\
this work is comparable to the best naterial‘produced and is thus a good
representation of hard carbons. The carparison of the K-emission bands
of graphite, diamond and GC heat treated at different temperatures shows
that the expéxinental adbservations are best explained in terms of a
structure model of GC, which consists of both trigonally and tetrahe-
drally bonded C atams; the tetrahedrally bonded C content reducing with
heat treatment temperature. Single crystal patterns are seen in the
transmission electron microscope studies, and a new explanation_is pro-
posed to explain these observations. It is proposed that bulk GC does
not contain micron size single crystals and that these came about in the
process of specimen preparation as built-in stressés are relieved.

X-ray techniques have been used to characterize the structure of GC.
The interlayer spacing d002 is reduced only to 3.408° (campared to 3.35A9

for graphite) for heat treated at 2800°C for two hours (GC 2800-2),
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confiming the "hard to graphitize" nature of GC. The crystallite size
parameters Lc, La' ‘perpendicular and parallel to graphitic layers, grow
only to 28 and 50a° respectively for GC 2800-2. Based upon the heat

treatment variation of d o0 Ly ‘and L, of the isochronally heat treated

00
speciméns for two hours each, three .different regions of temperature are
found. Itv is suggested that the first region is over when dehydrogena-
tion is campleted. The second region is characterized by a constant
d00'2, and the increase in L, La in this region may be due to stress
relief. The kinetics of change in the third region can be analyzed
using the "superposition method" to give an activation energy of

200-225 (+ 30) K cal/mole. The decrease in d o the increase in Lc ’ La' .

00
and the familiar 'activation energy value found at high heat treatment
temperatﬁres in GC is usually seen at much lower heat treaﬁnent’
temperatures for graphitizing carbons. Thus the hard carbons 'a.r:e seen
not to be basically different fram soft carbons; the differences result |
fram the different precursors used for these two types of carbons The
, appf_opriate model of the structure of GC, exdept at high heat treatment
tenperatures, is the Jenkins' wound lath model. At high HIT a small
crystallite model can be used where tetrahedral C—C bonding at the
crystallite boundaries is expected. | i
The electrical properties studied extensively Vin this work are »
conductivity, ¢, and mgnetoresi'stance; ég- . The temperature dependence
of ¢ is explained as a sum ef a tenpe:;atu.re independent contribution due
to boundary SCaf:teriﬁg mechanism and a contribution due to the hopping

1/4)

conduction among localized states varying as A. exp (-B/T . For GC
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isochronally heat treated at HIT < 2000°C an anamolous contribution to
o is found. This drop in conductivity at low temperatures becomes more
pronounced for lower HIT material. It is suggested that tha‘.s may be due
to the lath like structure of lower HIT material. The nlagﬁitude of

negativé A_g_ increases with H and as T is reduced. For HHT > 2000°C the

1/ 2) functional ‘dependence .

negative —A-% is found to follow a £ (H/T
Prior to the present work the explicit form of this functional dependence
has not been recognlzed Analys:.s of the poss1ble mechanisms contribu-
ting to é—-_po:.nt out that the observed negative é% is due to scattering
of conductlon carriers fraom localized spins. The expected dependence of
Ag on the effective magnetic moment per site m for this mechanism is -

é—g— o« - m2. The discussion points out that anamolous vbehavi'or of
magnetic susceptibility is expected on the metallic side of the. I_tietal—
insulator transition, which is observed in carbons around the heat
treatment temperature of 700°C. Analysis of same published data of A—S—
in carbons and other materials reveals a f (H/Tl/ 2) functional dependence
-as well. The experimental evidence is quite strong and theoretical work
is now needed to camplete the understanding of negative magnetoresistance.
For HIT < 2000°C the behavior of ég_ becames more camplex, although the
general features remain the same. An energy band model is proposed to
explain the observed electrical properties which consists of a pséudo_-gap
(with mobility shoulders) arising fram localization of statés due to
.disorder. The fermi level is pinned down near the top of the extended
states 1ns:.de the valence band due to localized states in the :mhano—

- geneous part of the structure.
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APPENDIX I

Computer Program for X-ray Data Reduction
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APPENDIX II

' Negative é%Due to Diffuse Boundary ‘Scattering

Here we d\erive an expression for the negative magnetoresistance due:
to diffuse boundary scatbering for the simple model used by Eujita.37
In this model electrons are diffusely scattered at the crystallite |
boundaries.' That is, once electrons arrive at the boundary surface fram
any dire‘ci:ion within the crystallite, they may leave'the surface in all |
possible directions within the crystallite with equal pradbability.

Consider for »sj_mplicity, a rectangular thin 'layer , & two dJ'_.mensional
model in which an electron moves freely. Let's take an elecﬁron start—
ing from the point A in Fig. A. II.l, proceeding an the s’traighvt line AC
in the absence of the.magnetic field and hitting thé wall at C Thé .
length EC may be defined as the free path of the electron with respect to
the charge transport in the upward direction. If a constant magnetic
field of magnitude H is applied in the direction perpendicular to, and

into the paper, the electron will describe a circular orbit of radius

_ m*,v
e.H’

Thus, the same electron starting from the point A with the
same veldcity v will now travel on a circular arc AC' and hit the wall -
at C'.

| In the absence of the magnetic field, for every process in which Van
electraon leaves the surface with an angle 8 with respect to the horizon-
tal and hits the right wall, there exists a dorresponding process in
which an electron hits the left wall after leaving fram the samé angle 6

and covering the same distance. In general, correspondent pairs can be

found by locking at the reflexion symmetry with respect to the axis GG'
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which bisects the layer vertically. The two prbcesées indicated in -

Fig. A II.l are just those with this correé.ponde.nce. It is clear that

processes in which an electron hits the upper wall KL need not be con-

sidered because the free path with respect to the charge transport

remains E1 = FK in both the absence and the presence of a magnetic field.
The dhange in free path, when a magnetic field is applied is given

by DD'-CC' for these correspondent processes. Constructing perpendicular

CP and DQ as shown in F‘igurevA. I1.1,
cct = Cp. sec (8 - (50))
= 4. sin (60) . sec (6 - (58);)

where 2 = AC = A'Q

Similarly, -  DD' =DQ. sec (8 + (80),)

L. sin (86),. sec (8 + (66)2)

The angles (66) and (69)2 are angle CAC' and DA'D' respectively,
as shown in the figure. Since OA is perpendicular to AC and OB is
perpendicular to the line AC',

angle AOB = angle CAC! = _(66)1
Similarly, angle A'0'B' = angle DA'D' = (88)

We consider the situation for which R is large such that the
angles subtended by arcs AC' and A'D' are small. In the first approxi-

mation

(60), = (80), = 5. (&/R) = (d6), and

sin (§8) = (486)
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Then DD' - CC' = g. (60). (sec(® + (88)) - sec(P - (88)))

L. (86). sec & tan 6. 2 (66)

il

= 2.4, sec 6. tan 6. (_cSe)2
The free path, L, in the absence of a magnetic field is given by
| L=EC=RD=2{.sin6

The average increase in L is given by

: 2
Y 1 .
L=99-—TC.9—=2. sec 6. tan 0. &.2
4R
Since, as discussed by Fujita,
bo _ _ AL
P L
we find that
2
fo sec29. —%
e 4R

Averaging over angles 6 would give

<2>2

4R2

>

©

where <2; is an average of the order of the crystallite si_zé.
To estimate the magnitued of ég— due to boundary scattering in GC we
take |
v = 2.107 cm/sec
m* =0.5m
H = 50kG
<g> = 30A°

With these values R = 11402°, and 'ég: ~ .0015 = - 0.15%.
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___ Property
Density (g/cc)

Gas ability.
(cm”™/sec)

Tensile Strength
(1b/in?)

Cawpressive Strength |
(1b/in%)

Young's Modulus
(107° w/in®)

Thermal Expansion - -
(10~6/°c)

Thermal Conductivity
(Cal/an/°c/sec)

Electrical Resistivity -

(10~ chm-cm)

TABLE II. 1

Polycrystalline

Graphite GC 1000 GC 2000 GC 3000
1.5-2.0 1.54 1.47 1.36 - 1.42
10.10 1072 - 10744 10710 - 10712 1077 - 107
440-2000 113,000 - 14,000 17,000 - 29,000 15,000 - 29,000
1800-8500 110,000 130,000-200,000 86,000 - 150,000
0.5-1.8 | 4.0 4.0 3.4

3.0 9.0 4.2 5.0

0.19 - .010 .012

60 40

3.0 —

0

¢

SL



Time. (mJ.ns)

12
18
24
30
36
42
57
77
102

TABLE IV. 1

Power

(KW) x 30

.05
.10
.15
.20
.25
.30
.35
.40
.45
.50
.55

76

1100
1700
2100
2500



TABIE VI. 1

Camparisan of K-emission Band Parameters for Various Forms of Carbon

(c)

Fram Reference 50

Poziilj{.m Half Width Index of Shift in Peak Positian
Material ° 2° (ev) Asymmetry fram PG A(eV
pc(® 44.90 1.375 (8.8) 0.75 0
ac(2800) ® 44.80 1.5  (9.6) 0.75 0.64
GC (1800) 44.75 1.5  (9.6) 0.95 0.96
GC(1000) 44.70 1.5  (9.6) 1.00 1.28
Diamond 44.45 1.28 (8.0) 1.35 2.90
Diamend (& 44.52 (8.1) 1.25 2.10
(@)p¢ = pyrolytic Graphite
®lee = Glassy Carbcn '

LL

,,,,,,,



Figure

IT. 1.
II. 2.

I1. 3.

II. 4.
II. 5.
II. 6.

II. 7..

III. 1.
III. 2.
III. 3.
III. 4.

. la.

78

- FIGURE CAPTIONS

The structure of hexagonal graphite -

The structure of rhambohedral graphite

Quinoidal vs. resonating bonds layer structure

in graphite

The struéture of diamond

The structure of hexagonal diamond

Jenkins' model for the structure of Glassy Carbon
Density of states in non—crystalline materials
(schematic). is the Fermi energy at the absolute
zero of temperature; localized states are shaded.
(a) Liquid or amorphous metal. (b) Semi-metal.

(c) Semi-metal with deep pseudogap. (d) Insulator
or intrinsic semiconductor. (e) Impurity band in
heavily compensated n-type .semi-conductor.

(Fram Ref. 34.).

Typical fracture. surface of Tokai GC

Typical fracture surface of Beckwith GC

Typical fracture surface of Lockheed GC

Typical fracture surface of Poly Carbon GC
Schematic diagram of the graphlte furnace

Photograph showing v.the graphite furnace, the top
assembly, the optical pyrameter and the power- supply

Photograph showing the rayo-tube heat-eye.
Photograph showing the top assembly (Plate A is
directly below the prism), the graphite crucible and
the crucible elip. ' '

Diffuse SAD ring pattern from GC 2800-1

BF picture corresponding to Fig. V. 1

DF picture corresponding to Fig. V. 1



Figure

V. 11.
V. l2a.

V. 12b.

. VII‘ 5.

VII. 6.

79

Typical BF microstructure - GC 1800-1

. Spotty SAD ring pattern fram GC 1000-1

BF picture corresponding to Fig. V. 5
Single crystal SAD pattern fram GC 1000-1
BF picture corresponding to Fig. V. 7 |
bouble crystal SAD pattern fram GC 1000-1
BF picture corresponding to Fig. V. 9
Multiple crystal SAD pattern fram GC 1800-1
BF picture corresponding to Fig. V. 1l
Enlargement of Figure V. 12a showing Moire' fringes
Normalized K-emission bands |
1-Diamond

2-GC 1000-1

3-GC 1800-1

4-GC 2800-1
5-Pyrolytic graphite

~ Superimposed K-emission bands

X~ray diffraction intensity profile obtaJ.ned frcxn
GC 2000-2

Oorrected form of the x-ray dlffractlon data of
Fig. VII. 1.

The variations of d o0 L, and Lé with HIT for the

, 00 ,
isochronally heat treated samples for two hours each

d002 vs L, Li showing the separation into three

regions

Variation of L with Int for f:Lve heat treatment
temperatures.

Cawposite plot for variation of L. with 1nt with
L, for GC 2700-2 as the reference point



Figure

VII.

VII.

VII.:

VIII.

VIII.
VIII.

VIII.

VIII.

3a. .

3b.

la.

80

Plot of shifts vs 1/T for L

Canposite plot for variation of d

with Int using
the shifts fram Fig. VII. 6 :

002

Camposite plot for the variation of L‘; with Int.
Plot of shifts vs 1/T for L'a
Schamatic diagram of the cryostat

Schematic diagram of the cryostat associated
vacuum system

Photograph of the cryostat and the associated
vacuum system

Photograph of the sample prabe

Photograph of the sample mount showing various
temperature sensors and the sample configuration

Schematic diagam of the electronics involved in
the measurement of the electrical properties

Photograph of the electronics set-up

Typical magnetic fleld and temperature dependence
of the Hall coefficient

The variation of the saturation Hall coeeficient
value with HTT

The variation in the number of carriers with HTT.

Typical temperature dependegce of the electrlcal
conductivity for HIT > 2000°C

. Typical temperature dependence of the electrical

conductivity for HIT < 2000°C

The variation of the negative magnetoresistance
(H = 50KG) with HIT for a few temperatures.

Typical magnetic field and temperature dependence
of the negative magnetoresistance

Typical plot of lnc vs. 1/T



Figure

81

X. 9. Plot of Ing vs l/TJ‘/4-for the data of Fig. X. 8

10.
11.
12.
13.
14.

15.

, 160

17.

18,

. 19.

20.

21.

22,
23.

24.
25,
26.

27.

Typical plot of Ing vs T for HIT > 2000°C

Typical plot of lng vs T for HIT < 2000°C

The variation of
value with HTT

Plots of 1n (c—co)

Plots of l.n_(c-co)

saturation electrical conductivity

Vs l/Tl/ 4

vs 1/T

for HIT > 2000°C

Y4 eor mrT < 2000°C

Plots of Ind vs T for HIT < 2000°C

The HTT, T dependence of the magnetores:.stance

exponent n

Typical variation of 'Ag_| ? vith log (H/T)

The data of Fig.
A(T)

Typical plot of |
_ Ao 1/2
Plot of ’Tl

'Ocmparison of log '_A_p_i vs log (H/T
Brillouin function '

Typlcal plot of !

‘X. 17 replotted with a parameter

1/2

1o M2 | o
“b‘lv vs log (H/T” %) for HIT > 2000°C

vs log (H/Tl/ 2) for GC 1800-2

1/2 :
l/2) plot. to the
J=1/2, :

1/2 :
ép—l vs /T2 for HIT > 2000°C

The energy band model for caxbons

The variation in
(fran Ref. 32)

The variation Qf
with T and Tﬁ}/9

Plots of -49-1
(fram Ref.P31)

Log-log plot of '
reference 28 and

the number of carriers with HIT

the inverse of the spln susceptlblllty

(fram Ref. 69)

‘Vs log (H/T ) for two soft carbons

é%—l for two sets of data fram
3 .



Figure X. 28.

X. 29.

X. 30.

Figure A. II.l.
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a2 |
Log-log plot of ‘ég-' Vs H/Tl/ 2'for GC 2700-2
a1 1/2
log-log plot of ‘é%‘ vs H/I‘l/ 2 for two sets of
data fram References 72 and 73.
The variation of o O/La with HIT

The variation of the magnetoresistance parameter with
HTT :

The simple two dimensional diffuse boundary scattering
model : o
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LEGAL NOTICE

This report was prepared as an account of work sponsored by the
United States Government. Neither the United States nor the United
States Energy Research and Development Administration, nor any of
their employees, nor any of their contractors, subcontractors, or
their employees, makes any warranty, express or implied, or assumes
any legal liability or responsibility for the accuracy, completeness
or usefulness of any information, apparatus, product or process
disclosed, or represents that its use would not infringe privately
owned rights.
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