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With an emphasis on achieving ideal multigrid solver performance, this paper ex-
plores the design of local discontinuous Galerkin schemes for multiphase elliptic
interface problems. In particular, for cases exhibiting coefficient discontinuities
several orders in magnitude, the role of viscosity-weighted numerical fluxes on
interfacial mesh faces is examined: findings support a known strategy of harmonic
weighting, but also show that further improvements can be made via a stronger
kind of biasing, denoted herein as viscosity-upwinded weighting. Applying
this strategy, multigrid performance is assessed for a variety of elliptic interface
problems in 1D, 2D, and 3D, across 16 orders of viscosity ratio. These include
constant- and variable-coefficient problems, multiphase checkerboard patterns,
implicitly defined interfaces, and 3D problems with intricate geometry. With the
exception of a challenging case involving a lattice of vanishingly small droplets,
in all demonstrated examples the condition number of the multigrid V-cycle
preconditioned system has unit order magnitude, independent of the mesh size h.

1. Introduction

In this work, we consider the design of local discontinuous Galerkin schemes
for multiphase elliptic interface problems containing large discontinuities in the
ellipticity coefficient. In particular, we explore the possibility of altering certain
aspects of the discretization to benefit both multigrid solver performance as well
as solution accuracy. The prototype problem considered here consists of solving
for a function u :�→ R such that

−∇ · (µi∇u)= fi in �i ,

[[u]] = gi j on 0i j ,

[[(µ∇u) · n]] = hi j on 0i j ,

u = g∂ on 0D,

(µ∇u) · n= h∂ on 0N ,

(1)
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where � is a domain in Rd divided into two or more subdomains �i (denoted
“phases”), 0i j := ∂�i∩∂� j is the interface between phases i and j , and 0D and 0N

denote the components of ∂� on which Dirichlet and Neumann boundary conditions
are imposed. Here, [[ · ]] denotes the jump in a quantity across an interface and n is
to be understood from context — on ∂�, n denotes the outward unit normal to the
domain boundary, whereas for an interface 0i j , n denotes the unit normal to 0i j ,
oriented consistently with the definition of the jump operator [[ · ]]. In the general
elliptic interface problem (1), µi is a phase-dependent ellipticity/viscosity coeffi-
cient; throughout this work, µi is taken to be a (continuous) positive-valued scalar
function1 µi :�i→R+. Finally, f , g, and h provide the data to the elliptic interface
problem, and are given functions defined on �, its boundary, and internal interfaces.

Our motivation in this work is to develop local discontinuous Galerkin (LDG)
[22] methods capable of handling interfacial jumps in viscosity of several orders
in magnitude. To design an LDG scheme for (1), one must choose appropriate
numerical fluxes for the primary unknown u and its associated auxiliary flux variable
q = µ∇u. On a typical mesh face, the numerical fluxes u? and q? are chosen as
some convex combination of the trace values of their associated polynomials on
either side of the face. The focus of this study is to develop a suitable weighting
strategy on interfacial faces. On these faces it is often beneficial to bias the numerical
flux towards one phase or the other, depending on the local values of the viscosity
coefficient µi or µ j , which could differ by several orders of magnitude. Doing so
may not only improve solution accuracy, but can also markedly improve conditioning
and multigrid performance — in the next section we provide a physical motivation
for why this may be. Following the motivational example, previous work in this
area is reviewed.

1.1. Weighted numerical fluxes. To physically motivate the possible merits of
viscosity-weighted fluxes, we consider here a simple two-phase elliptic interface
problem and examine the case of a vanishingly small viscosity ratio. In particular,
suppose the domain is divided into two phases,�1 and�ε , with viscosity coefficients
1 and 0< ε� 1, respectively. Rewriting (1) for this case, we have

−∇
2u1 = f1 in �1,

−ε∇2uε = fε in �ε,
u1− uε = g on 0,

n · ∇u1− εn · ∇uε = h on 0,

where 0=∂�1∩∂�ε , subject to boundary conditions on ∂� (which are unimportant
in this motivational setting). We assume the data f , g, and h are such that the

1Comments concerning the more general case that µi may be matrix-valued are provided in the
concluding remarks.
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solution u and its gradient near the interface is O(1) as ε is made vanishingly small.
In this limit, the second term in the flux jump condition vanishes, resulting in
phase �1 (approximately) having the Neumann boundary condition n · ∇u1 ≈ h
on 0. Thus, the solution u1 can (almost) be determined in isolation and essentially
decouples from the other phase. Once u1 is found, the elliptic problem in phase �ε
essentially reduces to a Dirichlet boundary condition on 0, i.e., uε |0 = u1|0 − g.
Therefore, for ε�1, the two-phase elliptic interface problem (nearly) decouples into
two separate single-phase elliptic problems; the phase with unit viscosity coefficient
“sees” a Neumann boundary condition on 0 whose data is (nearly) independent
of the solution in the other phase, and the phase with vanishingly small viscosity
coefficient “sees” a Dirichlet boundary condition on 0 whose data depends on the
solution on the other side of the interface.

This simple example is predicated on the assumption that, near the interface, the
solution u and its gradient have magnitude independent of ε�1. Naturally, this may
not hold in practice owing to potential boundary layers in the exact solution; however,
the above observation, that the two phases might nearly decouple and see different
types of interfacial boundary conditions, illustrates that an apt choice of numerical
flux could improve accuracy and conditioning of a numerical discretization. In
particular, for an LDG scheme, the numerical flux for u? on an interfacial face
should bias towards the phase �1 — doing so effectively recasts the numerical
flux for phase �1 as it would appear for a Neumann boundary, and for �ε as it
would appear for a Dirichlet boundary (wherein the interfacial jump data g is also
incorporated). In addition, the numerical flux for q? should bias towards phase�ε —
doing so is consistent with specifying Dirichlet boundary conditions for the problem
in �ε , and also effectively sets boundary conditions q · n≈ h for phase �1.

The same example can be used to provide an indication of an appropriate penalty
parameter choice for interfacial faces. Penalty stabilization is often used in DG
methods to weakly enforce solution continuity, to weakly impose Dirichlet boundary
conditions, and to ensure overall well-posedness of the discrete problem. Generally
speaking, penalty parameters should scale with the local ellipticity coefficient —
a simple argument for this is that a (single-phase) Poisson problem −µ∇2u = f
results in a linear system−µ1hu+τ E = f , where1h is the discrete Laplacian and
E is a penalty operator with its dependence on the penalty parameter τ made explicit;
since scaling both sides by µ−1 should result in exactly the same discrete solution, τ
should therefore scale proportionally with µ. Returning to the above two-phase ellip-
tic interface problem, from the perspective of the Dirichlet problem in phase �ε , we
observe that the difference between uε and its effective Dirichlet data of u1−g should
be penalized with a parameter that is proportional to ε, its effective local viscosity.

In summary, and to generalize this intuition to the case of an interface 0i j between
two phases of arbitrary (positive) viscosity, (i) the numerical flux for u? should bias
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towards the phase with (locally) largest viscosity, (ii) q? should bias towards the
phase with (locally) smallest viscosity, and (iii) DG penalty stabilization parameters
should scale proportionally with the smaller of the two viscosity values. Note that,
along the extent of an interface, the biasing direction could switch between phases
whenever the viscosity ratio changes from less than unity to greater than unity. In
the context of LDG methods, the goal of this paper is to determine an ideal strategy
for the specific amount of biasing/weighting, as a function of the viscosity ratio.

1.2. Previous work. The purpose of the above motivation was to make plausible
the possible merits of viscosity-weighted fluxes — this idea is not new and viscosity-
weighted discretization schemes have been used in a variety of different settings.
The most common technique also refers to the particular strategy used to choose
the weights, i.e., harmonic weighting.2 Among the first to apply this technique,
Dryja [24] used harmonic averaging in a DG-based multilevel additive Schwarz
method to derive optimal error bounds for an elliptic interface problem, while
Burman and Zunino [17] considered domain decomposition methods for advection-
diffusion-reaction problems in a Nitsche finite element setting. Later, Zunino [56]
derived a weighted interior penalty DG scheme using harmonic weights; this work
was then extended in [28; 18] to general viscosity tensors. The particular choice
of harmonic weighting, as well as biasing of penalty parameters, has often been
suggested by theoretical error analyses, e.g., for discontinuous Galerkin methods
[19; 15], nonconforming finite element methods [27], and unfitted Nitsche methods
[35; 16]. Application areas of harmonic weighting include multimaterial Stokes
problems [52], Helmholtz problems in which the weighting depends on sound speed
[55], as well as incompressible two-phase flow and fluid structure interaction [47].
In cut cell finite element methods, the weighting strategy is sometimes adapted to
account not only for differing viscosity coefficients, but also for the measure of the
cut element (and in the case of penalty parameters, also the measure of the cut face),
as carefully analyzed by Annavarapu et al. [6] (see also [10; 50]); applications of
this idea include Stokes problems [33] and two-phase incompressible flow [30], the
latter work also suggesting that the weights could take into account the viscosity-
to-density ratio of the two fluids. Methods which weight based on viscosity as well
as cut element size have recently been adapted to handle extreme cases of these
combinations by Gürkan and Massing [32]. Besides the aforementioned works,
which mainly consider finite element methods, harmonic weighting has also found
applications in finite difference and finite volume methods to treat discontinuous or
nonsmooth diffusion coefficients; see, e.g., [13; 37; 3; 23].

In addition, considerable work on high-contrast/large-jump elliptic interface prob-
lems has focused on designing efficient solvers, including domain decomposition,

2The precise definition of harmonic-weighted numerical fluxes is given later in Section 4.2.
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multilevel, and multigrid methods. Generally, the numerical discretization method
is fixed ahead of time and the task concerns the design of a solver or preconditioner
with the best possible performance. One possibility is to take advantage of the weak
decoupling suggested in the above motivational example to solve the elliptic problem
in each subdomain, and then assemble into a global solution; see, e.g., [41; 36].
Generally, better performance can be obtained with multilevel or multigrid methods.
For example, Dryja et al. [26] considered multilevel Schwarz preconditioners for
conforming finite element methods having interpolation operators that bias towards
more viscous subdomains. Two- or multilevel domain decomposition and additive
Schwarz methods have been developed with convergence rates independent or nearly
independent of the viscosity ratio; see, e.g., [24; 54; 53; 31; 25; 7]. A wide array of
geometric multigrid methods have also been devised for elliptic interface problems,
some of which take into account interface geometry when building the hierarchy [20;
23; 44; 29; 51], including those operating on DG and cut finite element methods
schemes derived with harmonic weighting [39; 12], and methods which apply
direction-dependent coarsening of the diffusion coefficient using a combination
of arithmetic and harmonic averaging; see, e.g., [4; 5; 48]. As an alternative to
geometric multigrid methods, algebraic multigrid methods can automate some of
the process; these operate through identification of ellipticity-dependent connec-
tions in the matrix so as to inform the choice of aggregation procedure; see, e.g.,
[2; 3; 14; 11]. Other kinds of solvers have been devised according to the particular
physics application at hand. For example, “bubbly” geometry problems involve a
domain with many small, dispersed subdomains of markedly different ellipticity
coefficient (one may think of tiny gas bubbles rising in a liquid); for these problems,
it can be beneficial to isolate problematic subdomains and remove them from a
Krylov-based solver, e.g., by using deflated conjugate gradient methods [40; 49].

In comparison, this work considers viscosity-weighted fluxes in a LDG frame-
work, with a particular focus on altering the discretization to obtain ideal multigrid
performance. Prior work on weighting in DG methods has suggested connections to
LDG specifically, e.g., the weighted symmetric interior penalty method [56; 28] and
Nitsche methods [35]; however, these works did not explore weighted fluxes in a
purely LDG framework. As far as the author is aware, no prior work has considered
weighted fluxes in the context of tuning associated geometric multigrid solvers. In
particular, the presented results suggests that the best accuracy and conditioning can
be obtained by using weighted fluxes that bias even more strongly than harmonic
weighting.

1.3. Outline. The remainder of the paper is organized as follows. In Section 2,
a local discontinuous Galerkin framework is outlined for the multiphase elliptic
interface problems under consideration. Section 3 describes the construction of
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the associated multigrid methods and the specific choice of V-cycle preconditioned
conjugate gradient algorithms. A one-dimensional investigation is then presented
in Section 4 showing the effect of weighted fluxes on solution accuracy, multigrid
behavior, and condition numbers of the preconditioned systems. Section 5 follows
with a variety of test problems in two and three dimensions, ranging from simple
two-phase problems to multiphase variable-coefficient problems, and challenging
cases with bubbly geometry. In particular, the presented tests examine ellipticity
coefficients ranging across 16 orders of magnitude. Concluding remarks are then
given in Section 6.

2. Local discontinuous Galerkin methods

To derive a discontinuous Galerkin method for (1), a standard approach is to
introduce an auxiliary variable q = µ∇u and rewrite the system as{ q = µi∇u in �i , [[u]] = gi j on 0i j , u = g∂ on 0D,

−∇ ·q = fi in �i , [[q ·n]] = hi j on 0i j , q ·n= h∂ on 0N .
(2)

In this work, we consider discretizations wherein the corresponding meshes arise
from Cartesian grids as well as quadtree/octree-based implicitly defined meshes
of more complex curved domains. In this setting, it is natural to adopt a tensor-
product piecewise polynomial space. Let E =

⋃
i Ei denote the set of elements

of the mesh; we assume in particular the mesh is interface-conforming, i.e., the
multiphase interface does not cut through any element. Let p ≥ 1 be an integer
and define Qp(E) to be the space of tensor-product polynomials of degree p on the
element E . For example, Q2 is the space of biquadratic (in 2D) or triquadratic (in
3D) polynomials having dimension 9 or 27, respectively. Define the corresponding
spaces of discontinuous piecewise polynomials and vector fields on the mesh as

Vh(E)= {v :�→ R | v|E ∈ Qp(E) for every E ∈ E},

V d
h (E)= {ω :�→ Rd

| ω|E ∈ [Qp(E)]d for every E ∈ E}.

Our focus in this work is on a local discontinuous Galerkin (LDG) [22] discretiza-
tion of (2). The particulars of the discretization are relatively standard except for
two aspects: (a) interfacial faces have a multivalued numerical flux, and (b) the weak
form for qh and uh is defined carefully to account for the possibility of quadrature
schemes which may not exactly preserve the identity of integration-by-parts for
polynomial integrands. This consideration is important in the case of implicitly
defined meshes which have curved element geometry specified by one or more
level set functions — in this setting, high-order accurate quadrature schemes are
used to implement the weak form, but integration-by-parts may only hold up to a
high-order truncation error. For extended details, the reader is referred to [44; 45];
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these references, however, only consider constant-coefficient elliptic problems,
whereas in the present work the possibility of variable µ is considered. A brief
description of the extension of these LDG methods to variable µ is provided here.

To establish some notation, regarding the faces of the mesh, we denote intraphase
faces as those shared by two elements of the same phase, interphase faces as those
shared by two elements of differing phases (and thus are situated on 0i j for some
i, j), and boundary faces as those situated on ∂�. Each face has a corresponding
unit normal vector n; in this work, intraphase faces are always flat and lie in a
particular coordinate plane so that n is defined to point from “left-to-right”, e.g., for
vertical faces in 2D, n= x̂ and, for horizontal faces, n= ŷ. Interphase faces adopt
the same normal vector as the interface 0i j on which they coincide, defined to point
from the phase i with smallest phase index into the phase with largest index j > i .
Boundary faces adopt the natural outwards-pointing normal to the domain boundary.
The notation [[ · ]] denotes the jump of a quantity across an interface or face and
is defined consistent with its orientation; in particular, [[u]] := u− − u+ where
u±(x)= limε→0+ u(x± εn) denotes the left u− and right u+ trace values. Last, for
an element E ∈E, define χ(E) to be the phase of that element, such that E ⊆�χ(E).

In the first of four steps in formulating the LDG method, we define a discrete
approximation of ∇u via a “strong-weak form”; given u ∈ Vh , η ∈ V d

h is defined
such that ∫

E
η ·ω =

∫
E
∇u ·ω+

∫
∂E
(u?χ(E)− u)ω · n (3)

holds for every element E ∈ E and every test function ω ∈ V d
h . Here, u?χ is a

numerical flux function which could carry a variety of forms; in this work, we use
one-sided fluxes for all intraphase faces and a multivalued interphase flux which
takes into account the jump data gi j on 0i j in (2):

u?χ :=



u− on any intraphase face,
λu−+ (1− λ)(u++ gχ i ) on 0χ i if χ < i,
λ(u−− giχ )+ (1− λ)u+ on 0iχ if χ > i,
u− on 0N ,

g∂ on 0D.

(4)

(See Figure 1 for a schematic illustration.) Note that the flux is multivalued on
interphase faces — on these faces, the interfacial jump condition [[u]] = gi j on 0i j

is taken into account as follows: when an element “reaches across” the interface
to evaluate the trace of u on the other side, the trace value is compensated by the
jump data to correctly account for the intended discontinuity in the solution. Note
also that interfacial fluxes are weighted through a convex combination parameter
λ ∈ [0, 1], which can vary from face to face. If λ = 0, then the numerical flux is
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Intraphase face Interphase face on 0i j , i< j Neumann boundary face Dirichlet boundary face

− + − + − −

n n

n n

0N

χ = i χ = j

0D

u? = u−

q? = q+
u?i = λu−+ (1− λ)(u++ gi j )

q?i = (1− λ)q
−
+ λ(q++ hi j n)

u?j = λ(u
−
− gi j )+ (1− λ)u

+

q?j = (1− λ)(q
−
− hi j n)+ λq+

u? = u−
q? = h∂n

u? = g∂
q? = q−

Figure 1. Schematic of the numerical flux functions u? and q? defined by (4) and (6).
Except for interphase faces, the flux is single-valued; on interphase faces, the flux is
multivalued so as to incorporate the interfacial jump conditions [[u]]= gi j and [[q ·n]]= hi j
on 0i j , i < j . A plus or minus sign denotes the elemental value on the right or left of the
face, respectively; e.g., for a point x on the face, u±(x)= limε→0+ u(x ± εn).

sourced solely from the right element’s trace u+; if λ= 1, it is sourced solely from
the left element’s trace u−. Choosing the correct value of λ is the essential subject
of this work, and we will return to this topic shortly. Note also that the numerical
flux u? equals g∂ on all Dirichlet boundary faces, and equals the boundary trace on
all Neumann boundary faces.

Second, we define a discrete approximation to q ∈ V d
h , which is essentially η

multiplied by the local ellipticity coefficient µ. To do so, we define q as the L2

projection of the function µη, i.e., q ∈ V d
h is the unique piecewise polynomial

function such that ∫
E

q ·ω =
∫

E
µη ·ω (5)

holds for every element E ∈ E and every test function ω ∈ V d
h . In the case that µ is

piecewise constant, calculating this L2 projection is a particularly simple matter
of multiplying η by a scalar. When µ is variable, one possible simplification is
to avoid the L2 projection and replace it with a symmetry-preserving interpolant
operator approximating µη; this approach, however, may fail to attain optimal
high-order accuracy, especially when µ is not particularly smooth. In this work, q
is always computed through an L2 projection using sufficiently high-order accurate
quadrature schemes to evaluate the product of the three functions on the right-hand
side of (5).

In the third step, we consider the weak formulation for computing the divergence
of q. This proceeds similarly to defining the discrete gradient of u, except numerical
fluxes act in the opposite direction. (For simplicity of presentation, the following
numerical flux for q is vector-valued; however, only the normal component of the
flux is used.) Given q ∈ V d

h , define w ∈ Vh as the discrete divergence of q such that∫
E
wv =−

∫
E

q · ∇v+
∫
∂E
vq?χ(E) · n
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holds for every test function v ∈ Vh and every element E ∈ E with phase χ(E).
Here, the numerical flux is defined by (see also Figure 1)

q?χ :=


q+ on any intraphase face,
(1− λ)q−+ λ(q++ hχ i n) on 0χ i if χ < i,
(1− λ)(q−− hiχn)+ λq+ on 0iχ if χ > i,
h∂n on 0N ,

q− on 0D.

(6)

As in the numerical flux for u?, the interfacial jump condition [[q · n]] = hi j on 0i j

is taken into account via the multivalued interfacial flux, such that whenever an
element reaches across the interface, the neighboring element’s trace is compensated
by hi j to correctly put it in the context of the source element.

Finally, it is often necessary to add penalty stabilization terms to ensure the
well-posedness of the discrete problem [9; 34]. These terms weakly impose con-
tinuity between neighboring element polynomials and weakly impose Dirichlet
boundary conditions. We classify them according to three types: boundary (τD),
intraphase (τi ), and interphase (τi j ) penalization parameters. Let Eg : Vh→ Vh be
the operator such that, for each u ∈ Vh ,∫
�

Eg(u)v=
∑

i

∫
0i

τi [[u]][[v]]+
∑
i< j

∫
0i j

τi j ([[u]]−gi j )[[v]]+

∫
0D

τD(u−−g∂)v− (7)

holds for every test function v ∈ Vh ; here, 0i denotes the set of intraphase faces in
phase i . The penalization operator Eg is added to the discrete Laplacian to define
the final linear system discretizing (1). In general, the values of τi , τi j , and τD

could vary from face to face. Generally speaking:

• Strictly positive parameters are sufficient to ensure well-posedness of the final
linear system (i.e., it has trivial kernel, or a one-dimensional kernel in the case
0D is empty). However, this is not a necessary condition. For example, on a
regular Cartesian grid, with purely one-sided intraphase numerical fluxes for u?

and q? (as used here), one can set the intraphase penalty to zero, τi = 0 [21].
On the other hand, a penalty parameter which is too large in value can impact
discretization accuracy as well as conditioning and multigrid performance.

• If 0D is nonempty, then τD should be positive to ensure well-posedness.

• Although LDG schemes do not require any particular lower bound on τ , for
consistent discretization behavior, a variety of different methods can be used
to show that a nonzero penalty parameter should scale inversely proportional
to the mesh size h, i.e., τ = O(h−1) as h→ 0. Such a scaling is consistent with
other forms of DG methods for elliptic problems, such as symmetric interior
penalty methods which require τ ≥ C/h for well-posedness. For anisotropic
meshes, one can be more precise and say the value of τ on a particular mesh
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face should scale proportionally to the measure of the face divided by the
measure of the elements on either side.

• To ensure correct scaling with ellipticity coefficient, penalty parameters should
also scale with the local value of viscosity. For example, τD ∼µ

− and τi ∼µi .
For interphase penalty parameters, τi j should scale linearly with an appropriate
function of µ− or µ+, i.e., the trace values of µi or µ j on either side of the
interface.

• One can also choose to scale τ with the polynomial degree (see, e.g., [11]),
which can be important for studying DG methods with very high-degree poly-
nomials; however in this work, we consider only moderate-order polynomials
and neglect this effect.

Further details on the precise values of the penalty parameters are deferred to the
presented results in Section 4.

To summarize the steps of the LDG construction, one (i) computes the discrete
gradient of u ∈ Vh to find η, (ii) finds the L2 projection of µη to define q, (iii)
computes the discrete divergence of q, (iv) adds penalty stabilization terms, and
finally (v) sets the result equal to the L2 projection of the right-hand side, f . We
refer the reader to [44] for an in-depth derivation3 and instead state the final result
wherein the auxiliary variable q is eliminated: u solves the linear problem( d∑

i=1

GT
i MµGi

)
u+M E0u = MPVh ( f )+ Jh(hi j , h∂)+ Jg(gi j , g∂) (8)

where:

• G = (G1, . . . ,Gd) : Vh→ V d
h is the discrete gradient operator that implements

the construction of η in (3) and (4) assuming homogeneous source data.

• M is the symmetric positive definite block-diagonal mass matrix and Mµ is
its µ-weighted counterpart such that

uT Mµv =
∑

i

∫
�i

uµiv

holds for all functions u, v ∈ Vh . (Here, we are slightly abusing notation by
consider u and v as both functions in Vh and as coefficient vectors in the
chosen basis.4) In particular, we note that the L2 projection of µu for u ∈ Vh

is given by M−1 Mµu.

3The cited work mainly considers the case of piecewise constant µ, but its results can be straight-
forwardly generalized to applications using the L2 projection of µη.

4A tensor-product Gauss–Lobatto nodal basis is employed in this work, suitable for low-to-
moderate degree DG methods. The analysis presented in this paper holds for any chosen basis,
provided it is understood that every basis-dependent matrix (e.g., the mass matrix M or its µ-weighted
counterpart Mµ) are defined consistently relative to the chosen basis.
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• E0 is the matrix implementing the penalty stabilization terms in (7), assuming
homogeneous Dirichlet boundary and jump data.

• PVh ( f ) is the L2 projection of f onto Vh , which in many applications could
simply be approximated by a nodal interpolant of f .

• The terms Jh and Jg collect the entire influence of the jump data gi j , hi j and
boundary data g, h, including that which is incorporated in penalization in (7)
and the numerical fluxes (4) and (6).

One can show the linear system (8) is symmetric positive semidefinite (positive
definite if 0D is nonempty and τD > 0) and is amenable to conjugate gradient
methods preconditioned by multigrid algorithms. The subject of this paper is to
determine how to choose the value of λ on interfacial faces so as to optimize
multigrid performance for the cases of large jumps in ellipticity coefficient.

3. Multigrid methods

The multigrid algorithms used in this work follow the operator-coarsening schemes
presented by Fortunato et al. [29], except with two important modifications: (i) the
methods are generalized to handle variable viscosity, and (ii) penalty parameters
are halved in strength each level down the mesh hierarchy. (Further details on these
modifications are provided shortly.) These multigrid methods are based on the idea
of separately coarsening the discrete gradient operator G and discrete divergence
operator D=− adj(G) across each level of the multigrid hierarchy; these coarsened
operators are then multiplied together to find the discrete Laplacian operator on each
level. Through this approach, one obtains a multigrid scheme which is equivalent
in function to a purely geometric multigrid method — i.e., one in which the mesh is
explicitly built, and the LDG discretization is explicitly formulated, on every level
of the hierarchy. In particular, the approach automatically constructs coarsened
operators which are consistent with the chosen numerical fluxes on the finest mesh;
for example, if weighted numerical fluxes are used on the finest mesh, the same
weighting is automatically inherited by the coarse-mesh operators.

3.1. Operator-coarsening multigrid. Here, a brief description of the multigrid
algorithms is given; for further details and motivation, the reader is referred to [29].
The essential components of the multigrid methods are as follows:

• Mesh hierarchy. In this work, quadtrees and octrees are used to define the
finest mesh or the background grid in the case of implicitly defined meshes
(see Section 5). The tree structure naturally defines a hierarchical procedure
for agglomerating elements to create a hierarchy of nested meshes for use in
h-multigrid; generally, the mesh is spatially coarsened by a factor of two in
each dimension on each level. Importantly, element agglomeration is only
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permitted between elements of the same phase — as such, the interface of an
elliptic interface problem is sharply preserved throughout the entire multigrid
hierarchy. (An example is shown in Figure 4.8 of [29].)

• Interpolation operator. The interpolation operator I h
2h transfers a piecewise

polynomial function on a coarse mesh to a piecewise polynomial function
on the fine mesh. In the present setting, I h

2h is naturally defined by injec-
tion: (I h

2hu)|E f = u|Ec , where E f is a fine mesh element and Ec ⊇ E f is its
corresponding coarse mesh element.

• Restriction operator. The restriction operator R2h
h is defined to be the adjoint of

the interpolation operator. Equivalently, for a piecewise polynomial function u
on a fine mesh, R2h

h u is defined as the L2 projection of u onto the coarse mesh.
It is related to the interpolation operator via R2h

h = M−1
2h (I

h
2h)

T Mh where Mh

and M2h are the mass matrices on the fine and coarse meshes, respectively,
and (I h

2h)
T is the transpose of the interpolation operator matrix.

• Coarsening of a general operator. Given an operator A : Vh→ Vh defined on
a fine mesh, its coarsened counterpart on a coarse mesh is defined variationally,
such that C(A) : V2h→ V2h satisfies

(C(A)u, v)V2h = (AI h
2hu, I h

2hv)Vh

for all u, v ∈ V2h; here ( · , · )Vh denotes the standard inner product on Vh .
Equivalently, as a matrix acting on coefficient vectors in the chosen basis,
C(A)= R2h

h AI h
2h .

In [29], operator-coarsening multigrid methods are derived for single-phase Poisson
problems −∇2u = f as follows. On the finest mesh, the LDG discretization results
in the linear system (−DG + τ E)u = PVh f , where G is the discrete gradient
operator, D = − adj(G) = −M−1GT M is the discrete divergence operator, and
E is a penalty stabilization operator. The coarse-mesh operator, e.g., as would be
used in a multigrid V-cycle, is then defined as −C(D)C(G)+ τC(E). In particular,
it is shown that this coarse-mesh operator is identical to the one which would be
obtained if an LDG discretization with the same numerical fluxes was directly
applied to the coarse mesh problem. However, one advantage to constructing the
coarse-mesh operator via the C functional is that doing so does not require the
coarse mesh problem to be explicitly discretized; i.e., the coarse mesh does not need
to be explicitly found (instead, it is implicitly formed via the interpolation/element
agglomeration hierarchy), quadrature schemes for coarse mesh elements do not
need to be computed, coarse lifting and penalty operators and L2 projections do not
need to be constructed, and so forth. Two modifications to the operator-coarsening
approach are made in the present work:
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(1) In addition to coarsening the discrete gradient and penalty operators, the
viscosity-weighted L2 projection operator is also coarsened. Let2µ : Vh→ Vh

be defined such that2µu is the L2 projection of µu onto Vh , i.e., (2µu, v)Vh =

(µu, v)Vh holds for all v ∈ Vh . Then, the fine mesh discrete elliptic interface
problem derived in (8) essentially reads as

(−D2µG+ Eτ )u = PVh f + J (h)+ J (g).

Here, Eτ is the penalty operator with penalty parameters for intraphase, in-
terphase, and boundary faces, baked inside its definition. The coarse-mesh
operator is defined as

−C(D)C(2µ)C(G)+ 1
2 C(Eτ ). (9)

Using similar methods as was shown in [29], one can show that this coarse-
mesh operator is equivalent to that which would be obtained if the coarse-mesh
problem was explicitly discretized with LDG. In particular, the coarsened µ-
weighted identity operator C(2µ) effectively coarsens the influence of µ on the
fine mesh to larger and larger elements throughout the hierarchy, consistently
with performing an L2 projection of µ multiplied by piecewise polynomial
functions on the coarse meshes.

(2) The second modification concerns the choice of penalty parameters on coarse-
level meshes. In [29], penalty parameters were chosen for the finest-level mesh
and these were left unaltered throughout the entire hierarchy. However, in the
present work it was found that this is a suboptimal strategy and can lead to
worsening V-cycle performance as the fine mesh problem is refined. Instead,
a simple fix is to appropriately adjust the value of the penalty parameters τ
on each level to reflect the observation that the effective h value entering the
guideline penalty parameter scaling of τ ∼ µ/h is doubling every time the
mesh is coarsened. This modification is implemented via the factor5 of 1

2 in (9).

Algorithm 1 summarizes the essential construction of the coarse-mesh operators, to
be applied recursively down the mesh hierarchy; here Mh is the mass matrix on a
fine mesh, Mµ,h is its µ-weighted counterpart, Gh is the discrete gradient operator,
Ẽh := Mh Eh is the penalty operator premultiplied by the mass matrix, and A2h

defines the final overall operator for the elliptic interface problem on the coarse
mesh (corresponding to the discretization of the operator −∇ · (µ∇) on the coarse
mesh, left-multiplied by the coarse-mesh’s mass matrix).

3.2. Multigrid preconditioned conjugate gradient. The V-cycle preconditioned
conjugate gradient method employed in this work is outlined in Algorithm 2. In
particular:

5In more sophisticated settings using adaptive mesh refinement, the factor of 1
2 would take into

account the possibility elements may change size by differing factors.
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M2h := (I h
2h)

T Mh I h
2h

Mµ,2h := (I h
2h)

T Mµ,h I h
2h

G2h := M−1
2h (I

h
2h)

T MhGh I h
2h

Ẽ2h :=
1
2 (I

h
2h)

T Ẽh I h
2h

A2h := GT
2h Mµ,2hG2h + Ẽ2h

Algorithm 1. Construction of coarse-mesh operators, given fine-mesh operators Mh ,
Mµ,h , Gh , and Ẽh .

if Eh is the bottom level then
Solve Ah xh = bh with bottom solver

else
Apply smoother ν times
r2h := (I h

2h)
T (bh − Ah xh)

x2h := V (E2h, 0, r2h)

xh← xh + I h
2h x2h

Apply smoother (in reverse ordering) ν times
return xh

Algorithm 2. Multigrid V-cycle V (Eh , xh , bh) on a mesh Eh with ν pre- and postsmooth-
ing steps.

• A multicolored block Gauss–Seidel iteration is used as the relaxation/smoothing
method. In a setup phase, a graph-coloring algorithm is applied to the element
connectivity graph defined by the blockwise sparsity of the operator A on each
level of the hierarchy. The algorithm approximately finds the minimum number
of colors needed using a DSATUR algorithm [38]; on a standard Cartesian grid,
with one-sided intraphase fluxes, this approach recovers the optimal red-black
ordering associated with a standard 5-point (2D) or 7-point (3D) Laplacian
stencil. The primary reason for coloring the Gauss–Seidel method is to achieve
parallel speedup in a multithreaded environment, wherein all elements of the
same color can be processed in parallel.

• In the case of large, three-dimensional studies, in addition to multithreading, a
standard domain decomposition approach using MPI is used. In this case, each
subdomain applies Gauss–Seidel with a ghost layer of elemental values which
are frozen at the beginning of each iteration — as such, the relaxation method is
a processor-block Gauss–Seidel method [1], which in the limit of one element
per processor decays to a block-Jacobi iteration. Since block-Jacobi relaxation
is not convergent for DG methods, a small amount of damping is applied. In
brief, for the presented three-dimensional studies, the relaxation method is
a processor-block, damped, elementwise-block Gauss–Seidel iteration with
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damping parameter ω = 0.875, chosen through experiment so as to ensure
reliable convergence using approximately the smallest damping possible.

• Three pre- and postsmoothing steps are applied in the V-cycle. By reversing the
ordering of the Gauss–Seidel sweep in the postsmoothing phase, the associated
V-cycle linear operator is symmetric.

The application of one V-cycle to approximately solve the system Ax = b with
initial guess zero results in a linear operator acting on b; the corresponding matrix
is denoted in the following by V . To solve the linear systems arising from the
multiphase elliptic interface problems considered in this work, a single V-cycle is
used as a preconditioner in the conjugate gradient method. According to standard
convergence theory, the two-norm condition number of V A can be used to bound
the number of iterations required to reduce the residual by a given tolerance. Con-
sequently, the primary metric used in this work to assess the efficacy of multigrid
performance is κ(V A); for an optimally performing multigrid method, κ(V A)
should be reasonably close to unity and bounded as h→ 0.

4. One-dimensional analysis

In this section, we examine the role of weighted interfacial fluxes on multigrid
performance for a one-dimensional, two-phase, constant-coefficient elliptic interface
problem. Although only in one spatial dimension, the observed behavior in accuracy,
conditioning, and convergence rates is reflective of what also occurs in two- and
higher-dimensional problems with more complex interface geometry.

Throughout this section, let �= (0, 1) be the unit interval divided into a middle
interior phase �1 =

( 1
4 ,

3
4

)
and an exterior phase �2 =

(
0, 1

4

)
∪
( 3

4 , 1
)
, and let

0 =
{1

4 ,
3
4

}
denote the interface between �1 and �2. We consider the elliptic

interface problem with Dirichlet boundary conditions
−µi∇

2u = fi in �i ,

[[u]] = g on 0,
[[µ∇u · n]] = h on 0,

u = g∂ on ∂�,

(10)

where µ1 shall in the following have small (� 1), unit, and large (� 1) values,
while µ2 is always held fixed at µ2 = 1. The discretization employs the LDG
schemes of Section 2 with the following characteristics:
• a mesh consisting of n = 1/h equal-sized elements, with n divisible by four

so as to ensure the interface is situated between elements,

• polynomial degree6 p = 3,

6For simplicity of presentation, results in one dimension are shown solely for p = 3; similar
behavior is observed for other tested values of p between 1 and 10.
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• boundary faces on ∂� carry a penalty parameter τD = µ2(p+ 1)h−1,

• following the motivation in Section 1.1, interfacial faces on 0 carry a penalty
parameter τ12 =min(µ1, µ2)(p+ 1)h−1, and

• all other faces have zero penalty parameter.

4.1. General behavior and smoothing performance. In the following set of tests
we fix the number of elements n = 16 and consider a smooth test problem in which
the source data f , g, h, and g∂ in (10) are generated by the exact solution

u(x)=
{

sin 4π(x − 0.1) in �1,

cos 4π(x − 0.1) in �2.
(11)

In the following two test cases, the interior phase’s viscosity coefficient is set equal
to µ1 = 10−5.

First, we consider a case in which the weighting on interfacial numerical fluxes is
chosen suboptimally. Specifically, for the two interfacial faces located at 0=

{ 1
4 ,

3
4

}
,

the convex combinations in (4) and (6) use equal weighting with λ= 0.5, reflecting
a central flux. This choice results in an extremely inaccurate discrete solution, poor
multigrid performance, and poor conditioning of the V-cycle preconditioned linear
system, as examined in Figure 2. In particular, Figure 2, top row, illustrates the
piecewise-cubic discrete solution and its error, showing a pronounced numerical
boundary layer.7 The condition number of the preconditioned system V A is approx-
imately 5200; inspection of the spectrum of V A, consisting of n(p+1)= 64 eigen-
values (see Figure 2, center left) shows that the smallest eigenvalue λmin≈8.5×10−4

is the main contributor to the poor condition number; the corresponding piecewise-
cubic eigenfunction is essentially identical (up to normalization) to the error profile
shown in Figure 2, top right. Thus, in this particular example, the mode which
contributes to poor accuracy happens to be the same mode which multigrid most
ineffectively handles.

To examine multigrid performance, one possible approach is to assess whether
the associated relaxation method exhibits ideal smoothing properties. Let S denote
the action of three iterations of the block Gauss–Seidel relaxation method, such
that Su approximately solves Ax = b with initial guess u and right-hand side equal
to zero. S should have at least three desirable properties: (i) all of its eigenvalues
should have absolute value not greater than one, (ii) modes which are spatially high-
frequency should be damped quickly (i.e., eigenvalue close to zero), and (iii) modes
which are damped slowly (i.e., eigenvalues with magnitude close to 1) should be
spatially low-frequency so that they can be effectively handled by coarser grids. For

7The boundary layer is more pronounced on one of the interfaces owing to the asymmetry
introduced by the one-sided intraphase face fluxes; if these are switched in direction, the boundary
layer moves to the right interface.
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Figure 2. Solution accuracy and characteristics of multigrid performance for a two-phase,
constant-coefficient elliptic interface problem in one dimension, wherein �1 =

( 1
4 ,

3
4
)

has
viscosity coefficient µ1 = 10−5 and �2 =

(
0, 1

4
)
∪
( 3

4 , 1
)

has coefficient µ2 = 1, using
the suboptimal choice of central flux weighting on interphase faces. In the plots of the top
row and center right, the piecewise-cubic polynomial functions are graphed in addition to
dashed/solid vertical lines indicating the boundaries between the n = 16 elements; solid
lines indicate the interface.

the present test problem, the largest8 n eigenvalues of S are displayed in Figure 2,
bottom left, and show that all eigenvalues are real and lie in the unit interval. To
examine whether an eigenfunction is spatially low-frequency, a simple method is to
test how similar the function is to its projection onto a coarse mesh. This can be
accomplished by examining the relative error in u ∈ Vh versus R2h

h u ∈ V2h where

8In one dimension, experiments indicate that at most n eigenvalues of S are nonzero, while the
remaining np eigenvalues are exactly zero. This is in part attributed to the elementwise block action
of the smoother.
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R2h
h is the restriction operator used by multigrid. Ideally, the eigenfunctions of S

with large eigenvalue should have very small relative errors in their coarse-mesh
projections; however, the results in Figure 2, bottom right, show that the fourth,
eighth, and especially first mode are outliers in this regard. In fact, the eigenfunction
of S with largest eigenvalue is the same one encountered before, identical in profile
to Figure 2, top right. This function is clearly not smooth. As another example,
mode 4, i.e., the eigenfunction of S with fourth-largest eigenvalue, is shown in
Figure 2, center right. Once more we see a high-frequency mode, which is not
effectively damped by the smoother.

In summary, we see that an unwise choice of weighting in the numerical flux
results in discrete solutions of unacceptable accuracy as well as poor multigrid
performance. In this case, the poor multigrid performance can be attributed to an inef-
fective smoother wherein particular high-frequency modes are damped very slowly.

Next, we examine precisely the same problem, except now the weighting on in-
terfacial numerical fluxes is chosen to bias as motivated in Section 1.1. In particular,
we set the convex combination in (4) and (6) to be such that λ= 0. Figure 3 presents
a similar analysis as was shown in Figure 2, and demonstrates significantly improved
behavior. The discrete solution is now four orders of magnitude more accurate,
and the condition number of the V-cycle preconditioned system is approximately
1.4 (compared to the value of 5200 in the previous case). Comparison of Figure 3,
bottom right, with Figure 2, bottom right, shows that the smoother performance
has also markedly improved. Indeed, the first four modes of the smoother (those
with largest eigenvalues) are illustrated in Figure 3, center left, all of which are
relatively smooth modes for this problem having a mesh of n = 16 elements.

4.2. Optimal choice of weighting. To investigate the role of weighted interfacial
fluxes across a range of ellipticity coefficient jump ratios, we examine two metrics
as a function of λ: (i) the maximum-norm error in the discrete solution, and (ii) the
condition number of the V-cycle preconditioned system. Using the same two-phase,
constant-coefficient elliptic interface problem of the previous section, and the same
exact solution given in (11), Figure 4 shows results for five different values of µ1,
specifically 10−8, 10−4, 1, 104, and 108. In the graphs, the convex combination
is varied from one-sided in one direction, λ= 0, to central, λ= 0.5, to one-sided
in the other direction, λ = 1. Specifically, λ takes on values 10−k and 1− 10−k

for k =∞, 10.5, 10, 9.5, 9, . . . , 1.5, 1 along with the central value λ= 0.5; in the
plots, these are shown on a quasilogarithmic scale. A number of conclusions can
be drawn from Figure 4:

• Optimal errors and conditioning can be attained provided the weighted fluxes
are sufficiently biased in the appropriate direction. If the viscosity ratio is
less than one, λ should be chosen closer to zero, which corresponds to the
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Figure 3. Solution accuracy and characteristics of multigrid performance for a two-phase,
constant-coefficient elliptic interface problem in one dimension, wherein �1 =

( 1
4 ,

3
4
)

has viscosity coefficient µ1 = 10−5 and �2 =
(
0, 1

4
)
∪
( 3

4 , 1
)

has coefficient µ2 = 1,
using an ideal choice of weighting for interfacial numerical fluxes. In the plots of the top
row and center right, the piecewise-cubic polynomial functions are graphed in addition to
dashed/solid vertical lines indicating the boundaries between the n = 16 elements; solid
lines indicate the interface.

numerical flux for u? biasing towards phase �2 and q? biasing toward �1 (see
(4) and (6)). If the viscosity ratio is greater than one, λ should be chosen closer
to unity, thereby biasing in the opposite direction. In both cases, the direction
of weighting is consistent with the motivation given in Section 1.1, i.e., the
numerical flux for u? should bias towards the more viscous phase, and that for
q? should bias towards the less viscous phase.

• The condition number of the V-cycled preconditioned operator is minimized
when λ/

√
µ1/µ2 if µ1/µ2 < 1, or λ' 1−

√
µ2/µ1 if µ1/µ2 > 1.
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Figure 4. Solution accuracy and multigrid performance as a function of interfacial flux
weighting for a two-phase, constant-coefficient elliptic interface problem in one dimension,
wherein�1 =

( 1
4 ,

3
4
)

has viscosity coefficient µ1 and�2 =
(
0, 1

4
)
∪
( 3

4 , 1
)

has coefficient
µ2, with the viscosity ratio as indicated. Here, the λ parameter is varied corresponding to
a one-sided flux (λ= 0), to a central flux (λ= 0.5), and to a one-sided flux in the opposite
direction (λ= 1); note the quasilogarithmic scale of λ values on the horizontal axis.

• The maximum norm error in the discrete solution is minimized when λ /
µ1/µ2 if µ1/µ2 < 1, or λ' 1−µ2/µ1 if µ1/µ2 > 1. In fact, the results for
µ1 ∈ {104, 108

} show that one can do slightly better by biasing slightly more
by requiring λ' 1−Cµ2/µ1 where C ≈ 0.1.

• In all cases, a purely one-sided weighting strategy matches the best possible
solution error and condition number, i.e., if µ1/µ2 < 1, then set λ= 0, and if
µ1/µ2 > 1, then set λ= 1.

These observations closely match the strategy of harmonic weighting used in a
variety of prior work, as surveyed in Section 1.2. In particular, harmonic weighting
chooses λ in (4) and (6) such that

λ=
µ−

µ−+µ+
, (12)

where µ± denotes the trace values on either side of an interphase mesh face.
Other possibilities suggested in prior work include the weaker biasing choice of
λ≈

√
µ−/

(√
µ−+

√
µ+
)

[19]; however, as shown above, and although this attains
near-optimal preconditioned condition numbers, markedly better solution errors
can be obtained with stronger biasing. According to our results (and also those
observed in Figure 7 below), one can attain marginally better results by biasing
the weights stronger than a harmonic weighting. To this end, one could choose a
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Figure 5. Multigrid performance under the action of mesh refinement for a two-phase,
constant-coefficient elliptic interface problem in one dimension, wherein �1 =

( 1
4 ,
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)

has
viscosity coefficient µ1 and �2 =

(
0, 1

4
)
∪
( 3

4 , 1
)

has coefficient µ2, with the viscosity
ratio as indicated. Here, n denotes the number of equal-sized elements that mesh the unit
interval domain. In these experiments, the viscosity-upwinded weighting strategy is chosen.

strategy of

λ=
(µ−)α

(µ−)α + (µ+)α
(13)

where α > 1 is a user-chosen parameter controlling the biasing strength. The limit
α→∞ corresponds to pure one-sided biasing, denoted in this work as viscosity-
upwinded weighting,

λ=


0 if µ− < µ+,
0.5 if µ− = µ+,
1 if µ− > µ+.

(14)

In applications involving variable ellipticity coefficient, wherein the ratio may
change between less-than-unity to greater-than-unity along an interface, it may
be beneficial to smoothly vary λ from less than half to greater than half. If so, a
finite value of α could be more appropriate, e.g., α = 2. This possibility is not
investigated here; instead, for the results presented in this work, the viscosity-
upwinded weighting has been uniformly effective, and so the strategy in (14) is
hereon adopted throughout, unless otherwise stated.

4.3. Multigrid performance under mesh refinement. In the last set of results for
the one-dimensional test problem, we examine multigrid performance under the
action of mesh refinement. Figure 5 shows the condition number of the V-cycled pre-
conditioned system (using the viscosity-upwinded weighting strategy) for different
values of the viscosity ratio, specifically 10−8, 10−4, 1, 104, and 108, as a function
of the grid size, ranging from n = 16 to 4096 elements. Note that, in all cases,
the condition number remains in the interval κ ∈ (1.35, 1.60), which for practical
purposes can essentially be considered a well-conditioned system, independent
of h. Thus, as used in a multigrid preconditioned conjugate gradient method, for
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example, we expect a bounded number of iterations for a fixed reduction in residual
norm, and this is indeed observed in experiments.

5. Two- and three-dimensional results

In this section, we assess the efficacy of viscosity-upwinded weighted fluxes for a
variety of elliptic interface problems in two and three dimensions, ranging from
two-phase constant-coefficient problems, to multiphase problems with variable
viscosity coefficients, to a set of challenging “bubbly” geometry problems.

5.1. Rectangular interface. First, we consider 2D and 3D analogues of the two-
phase, constant-coefficient problem given in the previous section. Let �= (0, 1)d

be divided into an interior phase �1 =
( 1

4 ,
3
4

)d and exterior phase �2 = � \�1.
The elliptic interface problem given in (10) is considered, with source data f , g, h,
and g∂ generated by the exact solution

u(x)=
{∏d

i=1 sin 4π(xi − 0.1) in �1,∏d
i=1 cos 4π(xi − 0.1) in �2,

where x1 = x , x2 = y, and x3 = z. A uniform Cartesian grid mesh with n ele-
ments in each direction is employed, with polynomial degree p = 3 in 2D (i.e., a
piecewise-bicubic polynomial space), and p= 2 in 3D (i.e., piecewise-triquadratic);
boundary faces carry a penalty parameter τD = µ2(p + 1)h−1, interfacial faces
τ12 =min(µ1, µ2)(p+ 1)h−1, and all other faces zero penalty parameter.

Fixing µ2 = 1 and µ1 = 10−5, Figure 6 illustrates the differences between a
suboptimal choice of central interfacial flux along with a more optimal, viscosity-
upwinded strategy. In the case of an interfacial central flux, the condition number
of the V-cycle preconditioned system is approximately 508 and the discrete solution
error shown in Figure 6, top center, exhibits significant numerical boundary layers.
Inspection of the spectrum of the Gauss–Seidel relaxation operator S reveals that,
although all eigenvalues lie in the unit interval, the eigenfunction with largest
eigenvalue (approximately 0.991) is identical in profile to the function shown
in Figure 6, top center, which is clearly not spatially smooth. Another example
is shown in Figure 6, top right, which displays the eigenfunction of S having
ninth-largest eigenvalue (approximately 0.965), which is also nonsmooth. As in
Section 4.1, we see that the multigrid relaxation method exhibits slowly damped
modes that are spatially high-frequency in profile, thereby preventing ideal multi-
grid behavior. However, with a viscosity-upwinded interfacial flux strategy, the
preconditioned system has condition number approximately 1.55; Figure 6, bottom
center, shows a significant improvement in the accuracy of the discrete solution;
and the corresponding eigenfunction of S (now with eigenvalue 0.944) is vividly
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Figure 6. Solution accuracy and example eigenfunctions of the multigrid relaxation
operator for a two-phase, constant-coefficient elliptic interface problem in two dimensions,
wherein�1 =

( 1
4 ,

3
4
)2 has viscosity coefficient 10−5 and the exterior phase�2 = (0, 1)2 \

�1 has coefficient 1. Top row: using a suboptimal central-flux weighting strategy. Bottom
row: using the more optimal, viscosity-upwinded weighting strategy.

smoother. Similar conclusions hold for the two flux weighting strategies when the
viscosity ratio is reversed.

To confirm that a viscosity-upwinded weighting strategy is ideal across a range
of viscosity ratios, the experiments of Section 4.2 are repeated here for the 2D and
3D cases, corresponding to fixed 16× 16 and 16× 16× 16 meshes, respectively.
In particular, for five different values of µ1 ∈ {10−8, 10−4, 1, 104, 108

}, the convex
combination for the numerical flux of interfacial faces is varied from one-sided
in one direction (λ = 0) to one-sided in the opposite direction (λ = 1). Figure 7
illustrates the behavior of the maximum norm error in the discrete solution and the
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Figure 7. Solution accuracy and multigrid performance as a function of interfacial flux
weighting for a two-phase, constant-coefficient elliptic interface problem in 2D and 3D,
wherein �1 =

( 1
4 ,

3
4
)d has viscosity coefficient µ1 and �2 = (0, 1)d \�1 has coefficient

µ2, with the viscosity ratio as indicated. Here, the λ parameter is varied corresponding
to a one-sided flux (λ= 0), to a central flux (λ= 0.5), to a one-sided flux in the opposite
direction (λ= 1); note the quasilogarithmic scale of λ values on the horizontal axis.

condition number9 of the V-cycle preconditioned system as a function of λ. Similar

9In higher dimensions, it can be computationally expensive to calculate an exact two-norm
condition number of the preconditioned operator V A, especially for highly resolved meshes. In this
paper, the condition number for 2D and 3D problems is approximated via eigenvalue estimation
methods derived from the Lanczos iteration of the preconditioned conjugate gradient (PCG) algorithm
[42]; in essence, these techniques compute the spectrum of the linear system’s projection onto
the underlying Krylov subspace. To apply these estimators, a randomly generated right-hand side
vector is given to PCG which, with high probability, samples both large and small eigenmodes.
Experiments indicate the condition number estimate is highly accurate (at least two digits) for
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Figure 8. Multigrid performance under the action of mesh refinement for a two-phase,
constant-coefficient elliptic interface problem in two and three dimensions, wherein �1 =( 1

4 ,
3
4
)d has viscosity coefficient µ1 and �2 = (0, 1)d \�1 has coefficient µ2, with the

viscosity ratio as indicated. Here, n denotes the number of elements in the corresponding
uniform Cartesian n× n(× n) mesh.

to the conclusions found in the one-dimensional case, we see that the solution
error is minimized when λ/ 0.1(µ1/µ2) if µ1/µ2 < 1, or λ' 1− 0.1(µ2/µ1) if
µ1/µ2 > 1; meanwhile, the condition number is minimized when λ/

√
µ1/µ2 if

µ1/µ2 < 1, or λ' 1−
√
µ2/µ1 if µ1/µ2 > 1.

In the remainder of this article, we cease examination of the influence of λ on
accuracy and conditioning. Instead, the viscosity-upwinded interfacial flux strategy
is automatically applied, and attention is focused solely on multigrid performance
under the action of mesh refinement. Figure 8 shows the condition number of the V-
cycled preconditioned system for the elliptic interface problem with the rectangular
interface geometry currently under consideration. In two dimensions, the mesh is
refined from 8× 8 to 512× 512, while in three dimensions, the mesh is refined
from 8×8×8 to 256×256×256 (representing a maximum of almost half a billion
degrees of freedom in the solution u). In 2D, the condition number remains in the
interval (1.35, 1.60), while in 3D it remains in the interval (1.8, 2.2), independent
of h, for all viscosity ratios.

5.2. Multiphase checkerboard. In the next example, we consider a multiphase
elliptic interface problem exhibiting a checkerboard pattern of different viscosity
coefficients, as shown in Figure 9, left. The largest jump in viscosity ratio across
any one interface is 108, and the largest ratio across all phases is 1012. Boundary
faces in phase i carry the penalty parameter τD = µi (p+ 1)h−1 and interphase
faces on 0i j carry a penalty parameter τi j = 2 min(µi , µ j )(p+ 1)h−1. Figure 9,
right, shows the condition number of the multigrid preconditioned system in 2D and

reasonably conditioned systems, and becomes inaccurate only for badly conditioned systems with
κ � 104. However in these ill-conditioned cases the precise value of κ is not of concern. Regarding
the results in this work, if PCG fails to converge within 1000 iterations, the last estimate of the
condition number is taken; if the system is so severely ill-conditioned that PCG reports the matrix is
not symmetric positive definite, the condition estimate is set to∞ and does not appear in the graphs.
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Figure 9. Left: a multiphase domain divided into a 4 × 4 array of subdomains with
viscosity coefficient µi as indicated. Right: multigrid performance under the action of
mesh refinement for the corresponding multiphase, constant-coefficient elliptic interface
problem in two dimensions and a 3D analogue. Here, n denotes the number of elements in
the uniform Cartesian n× n(× n) mesh.

an analogous 3D case of the checkerboard problem. Bounded condition numbers
as h→ 0 are observed in all cases.

5.3. Variable ellipticity coefficient. In the results presented so far, only constant-
coefficient elliptic interface problems have been investigated. In the following
problem, we consider a variable-coefficient problem wherein the jump in µ across
the interface varies in space over several orders of magnitude. Specifically, in
two dimensions, the domain is the unit square divided into an interior channel
�2= (0, 1)×

( 1
4 ,

3
4

)
and an exterior phase �1= (0, 1)2 \�2, such that µ=µ(x, y)

is given by

µ=

{
10−4+8 sinπx/2 in �1,

104−8 sinπx/2 in �2.
(15)

Figure 10, left, illustrates the domain and µ on a base-10 logarithmic scale; note
that the maximum viscosity jump is eight orders in magnitude. In 3D, an analogous
configuration is chosen consisting of the unit cube divided into an interior channel
�2= (0, 1)×(0, 1)×

( 1
4 ,

3
4

)
and exterior phase�1= (0, 1)3\�2, withµ=µ(x, y, z)

given by

µ=

{
10−4+8 sinπx/2 sinπy/2 in �1,

104−8 sinπx/2 sinπy/2 in �2.

In these examples, the viscosity-upwinded weighting strategy switches between
the two phases �1 and �2 depending on the location on the interface. In addition,
interphase faces carry a penalty parameter τ12 = 2 min(µ1, µ2)(p+ 1)h−1, which
also varies from face to face. Figure 10, right, shows the condition number of the
multigrid-preconditioned system in 2D and 3D. We see that optimal behavior is
obtained, i.e., κ remains bounded as h→ 0.
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Figure 10. Left: a two-phase domain with variable ellipticity coefficient given by (15);
the interface separating the two phases is 0 =

{
(x, y) : y = 1

4 or y = 3
4
}
. Right: multigrid

performance under the action of mesh refinement for the corresponding two-phase, variable-
coefficient elliptic interface problem and its associated 3D analogue. Here, n denotes the
number of elements in the uniform Cartesian n× n(× n) mesh.

5.4. Spherical geometry. In the remaining set of examples, we consider curved
interface geometry and make use of a recently developed discontinuous Galerkin
framework for computing high-order accurate multiphase multiphysics using implic-
itly defined meshes [44; 45]. Briefly, an implicitly defined mesh uses one or more
level set functions, describing the domain geometry and interface, to cut through
the cells of a background quadtree or octree; tiny cut cells are then merged with
neighboring cells to create a mesh in which the shapes of interfacial or boundary
elements are defined implicitly by the level set functions. In particular, the mesh is
interface-conforming and sharply represents its implicitly defined geometry. For the
elements and faces of the mesh whose geometry is implicitly defined, high-order
accurate quadrature rules are computed using the schemes detailed in [43; 46];
these quadrature schemes are then used in the LDG methods for computing mass
matrices, discrete gradient operators, L2 projections, and so forth. For details on
the implicit mesh DG framework, see [44; 45]; for illustrations of the associated
multiphase interface-preserving h-multigrid hierarchy, see [29].

In the first example of curved geometry, we consider a circle and sphere of radius
0.3, i.e., �1 = {x : ‖x‖< 0.3} and �2 = (0, 1)d \�1. An example of the implicitly
defined mesh for a background Cartesian 16× 16 grid is shown in Figure 11, left;
note that away from the interface, the mesh consists of standard rectangular elements,
whereas near the interface, the cell merging procedure results in a nonconforming
mesh, with some mesh faces shared between more than two neighboring elements.
Because of the increased complexity of the mesh topology, as compared to a standard
Cartesian grid, with a larger variety of mesh face sizes, multigrid performance using
implicitly defined meshes benefits from a slightly increased penalty stabilization in
the LDG schemes. As such, in the remainder of these examples, penalty parameters
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Figure 11. Left: an implicitly defined mesh corresponding to the two-phase circular
interface test problem of Section 5.4 generated with a background 16× 16 grid. Right:
multigrid performance under the action of mesh refinement for the associated two-phase,
constant-coefficient elliptic interface problem. Here, n denotes the number of cells in the
uniform Cartesian n× n(× n) grid underlying the employed implicitly defined meshes.

for interfacial faces are set to τ12 = 2d min(µ1, µ2)(p+1)h−1 in d dimensions and
penalty parameters for boundary faces remain equal to µ−(p+ 1)h−1 (where µ−1

is the coefficient of the element attached to the boundary face), while all remaining
faces carry a penalty parameter of τ = µF (p+ 1)h−1 (where µF represents the
coefficient value local to the face in question), where h is the cell size of the back-
ground Cartesian grid.10 These penalty parameters were chosen experimentally so
as to approximately optimize for both solution accuracy and multigrid performance.

Using the spherical interface geometry, Figure 11 displays results for a variety
of coefficient ratios (in this example, each phase has constant ellipticity coefficient).
As compared to the simpler meshes used in previous test problems, the condition
number of the V-cycle preconditioned system is slightly larger. This is attributed to
both the increased mesh complexity, as well as the influence of the chosen nodal
polynomial basis on curved, implicitly defined elements (see [44] for details). We
also observe a minor trend upwards in condition number as the mesh is refined from

10Nonuniform quadtree and octrees can also be used with implicitly defined meshes, and corre-
sponding multigrid algorithms have been devised [44; 29]; however, adaptive mesh refinement is not
considered in the present work.
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Figure 12. Left: a two-phase domain divided into the indicated shaded phase �1, con-
sisting of a thin sheet, a long thin filament, and three droplets; the secondary phase �2
fills the exterior region. Right: multigrid performance under the action of mesh refinement
for the geometry depicted in the left. Here, n denotes the number of cells in the uniform
Cartesian n× n× n grid underlying the employed implicitly defined meshes.

the coarsest level; this trend starts to plateau for the finest meshes and is expected
to plateau for ultrarefined meshes. For the presented results, the condition numbers
of the preconditioned system remain in the interval (1.4, 2.4) in 2D and (1.8, 3.0)
in 3D, across 16 orders of ellipticity coefficient ratio.

5.5. Thin sheets, filaments, and droplets. To examine multigrid performance in
the case of more challenging interface geometry, in the next test problem we consider
a 3D example exhibiting a thin sheet, a thin filament, and three small, dispersed
phase components, as illustrated in Figure 12, left. Here, the shaded phase (�1) is
composed using multiple level set functions describing a spherical shell, a cylinder,
and three spheres, and �2 denotes the exterior phase. Figure 12, right, shows the
condition number of the multigrid preconditioned system for a variety of viscosity
ratios. For this test geometry, the condition number is in some cases about two
times bigger than witnessed in previous three-dimensional problems; the increased
conditioning is attributed to the more challenging geometry; however, bounded
condition numbers are still attained as h→ 0.

5.6. Bubbly geometry. In the last set of examples, we consider two kinds of prob-
lems involving “bubbly” interface geometry. These are representative of the kind
of challenging multimaterial problems in which small interfacial features are in
some sense never resolved by the mesh, e.g., dispersed gas bubbles in a liquid with
diameter only a few mesh elements. The first problem considers a lattice of 4× 4
droplets (in 2D) or 4× 4× 4 droplets (in 3D), each of radius 0.8h, where h is the
cell size of the background Cartesian grid. The second problem considers a lattice
of k× k(× k) droplets of the same size, where k = 1/(4h)= n/4; in particular, the
number of droplets increases as the mesh is refined. Figure 13, top and bottom,
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h = 1/16 h = 1/32 h = 1/64 1/h = 128

Figure 13. Illustration of the “bubbly” geometry of the elliptic interface problems consid-
ered in Section 5.6 where h= 1/n is the cell size of the background uniform Cartesian grid
used to define the corresponding implicitly defined meshes. Top: fixed lattice of vanishing
droplets. Bottom: growing lattice of vanishing droplets.

illustrates the two-dimensional case for these two problems. To emphasize, the
droplet curvature length scale is tied to the element size of the mesh in such a
way that the resulting elliptic interface problem contains ever-decreasing small
geometric features — as such, we do not necessarily expect a multigrid method to
attain optimal efficiency, i.e., bounded κ(V A) as h→ 0, as the relaxation operator
may not exhibit the usual scale-separated smoothing behavior across the full grid
hierarchy.

Figure 14 shows the multigrid preconditioned condition numbers κ(V A) for
both bubbly problems in 2D and 3D. A number of observations can be made:

• For viscosity ratio less than one, i.e., when the droplets are less viscous than
the surrounding medium, well-behaved multigrid performance is obtained in
all tested cases, with condition numbers bounded as h→ 0 and close to unity.

• For unit viscosity ratio, we see a small upwards trend in the condition number
in all cases.

• For viscosity ratio greater than one, a stronger upwards trend in condition num-
ber is seen. In particular, the problem with an ever-increasing lattice of vanish-
ingly small droplets exhibits larger condition numbers than the case of a fixed-
size lattice; the former case generally has better conditioning in 3D than in 2D.

• In 2D, on the finest and second-finest meshes, some of the test cases with
viscosity ratio 104 or 108 failed to converge by 1000 PCG iterations. Exper-
iments indicate the condition number of A for these cases exceeds 1015; it is
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Figure 14. Multigrid performance under the action of mesh refinement for the two-phase
elliptic interface problems with “bubbly” geometry shown in Figure 13, consisting of a
k× k(× k) lattice of droplets of vanishing size. In the top row, the lattice size is fixed at
k = 4; in the bottom row, the number of droplets increases as the mesh is refined, with
k ∝ n = 1/h. The droplets have viscosity coefficient µ1 whereas the surrounding medium
has viscosity µ2. Here, n denotes the number of cells in the uniform Cartesian n× n(× n)
grid underlying the employed implicitly defined meshes.

not surprising therefore that multigrid fails to precondition stably when κ(A)
exceeds limits of double-precision arithmetic (as used in this work).

A possible explanation for the above observed behavior is as follows. When the vis-
cosity ratio is less one, the droplets are less viscous than the surrounding medium —
one may think of gas bubbles in water. As intuited in the motivation of Section 1.1,
this case reduces to a Dirichlet problem for the gas bubbles and a Neumann problem
for the surrounding medium; as seen in the results, the condition number remains
bounded as h→ 0. In effect, the liquid medium solves a Neumann problem for the
bulk domain, and transmits Dirichlet boundary conditions to individual droplets. On
the other hand, when the viscosity ratio is much greater than one, the droplets are
more viscous than the surrounding medium — one may think of liquid droplets sur-
rounded by gas. In this circumstance, the individual liquid droplets (nearly) solve a
Poisson problem with a (nearly) pure Neumann boundary condition, whose solution
is therefore (almost) defined up to an arbitrary constant. Thus, each droplet solves a
Poisson problem that is nearly decoupled from all others. In actuality, each droplet’s
constant is uniquely defined by the solution across the entire domain. Thus, in effect,
the liquid droplets are very weakly coupled to each other via the surrounding gas
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phase medium. In an incompressible fluid flow problem, this could be interpreted
through the physical intuition that each droplet’s viscous stress is essentially unaf-
fected by distant droplets, owing to the fact the gas phase has weak viscous forces.

A different perspective comes from the multigrid mesh hierarchy. Owing to the
property that elements are never agglomerated across interfaces, as the hierarchy
coarsens, larger and larger elements for the surrounding medium �2 are created,
having relatively smaller and smaller punctured discs. If the viscosity ratio is much
less than one, the surrounding medium (nearly) solves a Neumann Poisson problem
that is largely decoupled from the Poisson problem on each droplet; according
to the presented results, in this circumstance, multigrid performance through the
coarsening mesh hierarchy is unaffected by tiny punctures in the mesh. If the
viscosity ratio is much greater than one, the surrounding medium (nearly) solves a
Dirichlet Poisson problem, whose Dirichlet boundary conditions are determined
by the (nearly) Neumann problem on each individual puncture. On coarse grids,
neighboring droplets are agglomerated into a single element having many connected
components (see, e.g., Figure 4.8 in [29]). Here it is apparent the multigrid method
does not get a chance to effectively solve the Poisson problem on each individual
droplet; the geometry is simply too complex for a fixed-degree piecewise polynomial
solution to accurately solve.

As seen, elliptic interface problems with vanishingly small geometry can pose
difficulties for efficient multigrid performance, depending on the configuration
of ellipticity coefficients. A variety of techniques could be used to tackle these
problems — one possibility may be to prevent neighboring droplets from being
agglomerated together (which comes at the cost of increased degrees of freedom),
or to design solvers that identify specific geometric components and exclude them
from normal treatment, e.g., by using a deflated conjugate gradient algorithm; see,
e.g., [40; 49]. These possibilities in combination with viscosity-upwinded LDG
operator-coarsening multigrid schemes could be pursued in future work.

6. Concluding remarks

In this paper, we discussed the design of local discontinuous Galerkin methods
for multiphase elliptic interface problems, with a central focus on obtaining good
multigrid solver performance through an apt choice of weighting in the numerical
fluxes for interfacial mesh faces. In particular, across interfaces exhibiting jumps in
viscosity of several orders in magnitude, a simple physical argument showed that
the more viscous phase sees a predominantly Neumann-like boundary condition
on the interface, whereas the less viscous phase sees a predominantly Dirichlet-like
boundary condition. As such, one may expect better discretization characteris-
tics or multigrid relaxation/smoothing behavior if the numerical fluxes are biased
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appropriately. This was indeed observed here — findings support the commonly
used strategy of harmonic weighting, but also show that results can be improved
further by using a viscosity-upwinded strategy, wherein the numerical fluxes for the
unknown u and its flux q =µ∇u are biased entirely so as to obtain one-sided fluxes.

The test problems presented in this study examined simple constant-coefficient
elliptic interface problems as well as problems with variable viscosity, multiphase
checkerboarding, and intricate curved geometry. In particular, viscosity coefficient
ratios ranged across 16 orders in magnitude. The primary metric used to test
multigrid efficacy consisted of the two-norm condition number of the associated
multigrid V-cycle preconditioned system, κ(V A); with the exception of a challeng-
ing elliptic interface problem involving bubbly geometry, the results showed that,
using viscosity-upwinded numerical fluxes, κ(V A) is unit order in magnitude and
bounded as h→ 0. The exception to the result concerns the very challenging case
of a lattice of vanishingly small droplets; see the discussion in Section 5.6. We
note that this metric examining κ(V A) is relatively stringent — for example, in
establishing convergence results for the conjugate gradient method, κ leads to an
upper bound on the number of iterations needed to reduce the residual by a given
factor; the number of iterations which (preconditioned) conjugate gradient may
actually take could be fewer and depends on the clustering of the spectrum of V A.
Our results predominantly examined the case of p= 3 in two dimensions and p= 2
in three dimensions. Experiments show that optimal multigrid behavior as h→ 0 is
seen with other polynomial degrees as well, with tested values ranging from p = 1
up to p = 9. In all cases, the derived LDG schemes for elliptic interface problems
are optimal order accurate, showing p+1 convergence rates in the maximum norm.

A variety of aspects could be studied in future work. Extension of viscosity-
upwinded LDG schemes to matrix-valued diffusion coefficients is one possibility;
here, the work of Ern et al. [28] suggests that in this case, one could upwind based
on the normal component of the viscosity tensor, e.g., apply (12), (13), or (14) to
n ·µ± · n, where n is the normal to the interface. Meanwhile, although the focus
was not on minimizing κ(V A) as best as possible, a few remarks can be made in
this regard. In this work a one-sided intraphase flux is used, which leads to a more
compact stencil for the final discrete Laplacian operator; according to some tests, a
central intraphase flux can lead to 10–20% better condition numbers, but at the cost
of increased stencil size. In addition, for the presented three-dimensional results, a
domain decomposition MPI implementation with a processor-block damped Gauss–
Seidel relaxation method was used; owing to the damping used, the resulting condi-
tion number is about 25% larger than what could be obtained if no damping was used.
One could also investigate different damping strategies or relaxation methods; for ex-
ample, polynomial relaxation algorithms or additive Schwarz smoothers, which have
been shown effective for other DG schemes involving agglomeration procedures [8].
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