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A Windowed Mean Trajectory Approximation for Condensed Phase Dynamics

Kritanjan Polley1, 2, ∗

1Chemical Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
2Department of Chemistry, University of California, Berkeley, CA 94720, USA

We propose a trajectory-based quasiclassical method for approximating dynamics in condensed
phase systems. Building upon the previously developed Optimized Mean Trajectory (OMT) approx-
imation that has been used to compute linear and nonlinear spectra, we borrow some ideas from
filtering trajectory methods to obtain a novel semiclassical method for the dynamical propagation of
density matrices. This new approximation is tested rigorously against standard multistate electronic
models, spin-boson model, and models of the Fenna-Matthews-Olson complex. For dissipative
systems, the current method is significantly better or as good as many other semiclassical methods
available, especially at low temperatures and for off-diagonal density matrix elements, whereas for
scattering models the current method bears similar limitations as mean-field propagation schemes.
All results are tested against the numerically exact Hierarchical Equations of Motion method. The
new method shows excellent agreement across various parameter regimes with numerically exact
results, highlighting the robustness and accuracy of our approach.

I. INTRODUCTION

Trajectory-based quasiclassical methods have been pop-
ular in computing dynamics and spectra in condensed
phase systems due to computational cost comparable to
a classical mechanical calculation while providing signifi-
cantly accurate results. [1–5] There are mostly two major
categories for excited state dynamics propagation with
trajectory-based methods, one based on surface hopping
approaches [6–11] and the other based on Ehrenfest-like
propagation schemes. [12–14] Surface hopping type ap-
proaches choose the force to be decided by only one poten-
tial at a given time whereas, in Ehrenfest-type methods,
the force is determined by the population-averaged poten-
tial. Most mixed quantum classical approaches treat the
electronic degrees of freedom quantum mechanically or
semiclassically, while the nuclear degrees of freedom are
evolved classically. Although ab initio methods can be
easily combined with many quasi-classical approaches. [15–
17] Fewest-switches surface hopping [6] based approaches
suffer from ‘overcoherence’ problem as the stochastic
jumps make these methods time-irreversible. [18]

The description of nonadiabatic quantum dynamics in
terms of mapping Hamiltonian methods has found success
in weak to moderate system-bath coupling regions. In
most cases, like major semiclassical approaches, mapping
Hamiltonian methods produce exactly correct result at ini-
tial time and then becomes only approximate. Quantum
mechanically exact simulation of a general anharmonic
Hamiltonian for a large system is still prohibitively expen-
sive and limited to only a few degrees of freedom. [19, 20]
Semiclassical approximations shine in that area as they
can be applied to large and biologically relevant systems.
Many approaches have been successful in this area, like
the initial-value representation method [21, 22] where time
propagator is usually expressed as an average over initial

∗ kpolley@lbl.gov

phase-space conditions of classical trajectories. Other
approaches, such as the Forward-Backward Trajectory
Solution [23, 24], the quantum classical Liouville equation
(QCLE) [25, 26], and various flavors of linearized semiclas-
sical initial value representation [27–31] have been tested
on open quantum systems. Gao and Geva [32] have shown
that the accuracy of the linearized semiclassical methods
can strongly depend on the choice of the zero point energy
parameter, whose choice depend on the system and hence
not general. Most QCLE based approaches fail at longer
times for both strong and intermediate coupling. [33]
Recently, Mannouch and Richardson [34] proposed com-
bining the spin-mapping approach with surface hopping
dynamics called Mapping Approach to Surface Hopping
(MASH) which applies to a two-state system. Runeson
and Manolopoulos [35] extended that method for multiple
electronic degrees of freedom and tested for several exciton
energy transfer models. To distinguish this method from
the original MASH approach, the method by Runeson
and Manolopoulos will be referred as ‘MISH’ (mapping
inspired by surface hoppin) following Ref. 36.

Optimized mean trajectory (OMT) approximation was
developed for the computation of linear and nonlinear
spectroscopy for condensed phase systems. [37, 38] The
OMT approximation for vibronic systems is based on
Meyer-Miller-Stock-Thoss (MMST) mapping [14, 39–42]
of the electronic levels and treating the nuclear degrees
of freedom classically. OMT imposes specific rules on the
treatment of radiation-matter interaction to mitigate the
‘sign problem’ [43, 44] in semiclassical mechanics. The
propagation scheme in OMT is Ehrenfest-like, and the
initial electronic population starts from a delta function
distribution of classical action values. For the evolution
of density matrix elements, OMT is equivalent to MMST
mapping propagation.

The symmetrical quasi-classical (SQC) approximation
is another trajectory based approximation proposed by
Cotton and Miller. [45–48] It makes use of the MMST
mapping to obtain a classical limit of the quantum Hamil-
tonian and applies window functions for the initial and
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2

final trajectories to determine the dynamics of the system.
The difference with Ehrenfest approach is the selection of
the zero point energy parameter and application of filters
to the final and initial trajectories to classify which elec-
tronic state they belong to. The judicious use of filters in
SQC removes some of the drawbacks of MMST mapping
and makes it an attractive candidate for application in
condensed phase systems. [49–52]

Many mapping Hamiltonian based approaches tend to
break down in the regions of strong system-bath cou-
pling, or at low temperatures, and at longer times. This
motivates us to develop new semiclassical methods that
does not suffer in strong coupling regions while producing
reasonably accurate results at a cost comparable to a
classical molecular dynamics simulation. In this article,
we utilize some of the ideas from SQC methodology and
combine them with MMST mapping for the dynamical
propagation of condensed phase system. The new method
is formulated in detail in Sec. II for a general nonadiabatic
Hamiltonian. In Sec. III, we apply the current method
to the spin-boson model and the FMO complex mod-
els. We demonstrate that this method agrees nicely with
the numerically exact Hierarchical Equations of Motion
(HEOM) [53–55] approach. We summarize the findings
of this article in Sec. IV. The exactness of the present
method for bare electronic levels is shown in Appendix A
and application on Tully models are presented in Ap-
pendix C.

II. THEORY

Here we consider a general nonadiabatic Hamiltonian
with F electronic degrees of freedom,

Ĥ(P̂ , Q̂) =
P̂ 2

2m
+

F∑
j=1

F∑
k=1

|j⟩⟨k|Ĥjk(Q̂), (1)

where the first term is the nuclear kinetic energy and
Ĥjk(Q̂) is the diabatic electronic Hamiltonian that para-

metrically depends on nuclear coordinates, Q̂, |j⟩ is the
jth electronic state in diabatic basis, and P̂ are nuclear
momenta.

In MMST mapping, F electronic levels are mapped to a
F -dimensional coupled singly excited harmonic oscillator
following Schwinger’s theory. [56] The resulting Hamilto-
nian has a well-defined classical limit. The Hamiltonian
in Eq. (1) with classical phase space variables is written
as

H(P ,Q,p, q) =
P 2

2m
+

F∑
j=1

(
1

2
p2j +

1

2
q2j − γ

)
Hjj(Q)

+

F∑
k′=1

F∑
k<k′

(qkqk′ + pkpk′)Hkk′(Q), (2)

where {p, q} are the momenta and coordinate associated
with electronic degrees of freedom and γ is the zero point

energy parameter. The classical equation above can be
rewritten in terms of action-angle (n,ϕ) variables, [57–59]

H(P ,Q,n,ϕ) =
P 2

2m
+

F∑
j=1

F∑
k=1

MjkHjk(Q), (3)

where

Mjk =

{√
(nj + γ)(nk + γ)ei(ϕj−ϕk) j ̸= k

nj j = k
, (4)

qj =
√
2(nj + γ) cosϕj , (5)

pj = −
√

2(nj + γ) sinϕj . (6)

The mean action values are obtained for the population
elements by relating the classical action (Inω) with energy
of a single harmonic degree of freedom (En = (n+1/2)ℏω).
This mean action can be obtained for any elements of the
density matrix analogously, |nL⟩⟨nR| ⇒ In = (n+ 1/2)ℏ,
with n = (nL + nR)/2. The action values Mjk can be
taken as a semiclassical analog of the dipole moment
operator. They can also be used to extract density matrix
elements directly. In the original OMT approximation
the zero point energy parameter, γ, was taken to be
1/2 and the initial conditions as delta function in action
variables and uniform angle variables which is exact for
bare electronic systems. [37] In the presence of nuclear
degrees of freedom, that are treated as classical degrees
of freedom and coupled to the electronic modes, OMT
is an approximation as are all other trajectory based
semiclassical methods. [60–62]

A. Equations of Motion

One can choose arbitrary Mjk variables, with a min-
imum number of F , to propagate the dynamics of the
system. We add a dummy ground state and add label
0 that is uncoupled to any other states. For a system
with F electronic degrees of freedom, we choose the pre-
ferred variables as {M01,M02, . . . ,M0F }. The equations
of motion can be obtained from,

Ṁjk = {Mjk, H(P ,Q,n,ϕ)}, (7)

where

{Mab,Mjk} =iδjb (Mak + γδak)

− iδak (Mjb + γδjb) . (8)

As the dummy ground state is uncoupled to all other
states, n0 remains constant at all times. Using Eqs. (3)
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and (7), we obtain the equations of motion following

Ṁ0j = i

F∑
k=1

Hjk(Q)M0j(t), (9)

Q̇ =
∂H

∂P
= P /m, (10)

Ṗ = −∂H

∂Q
= −

F∑
k,j=1

∂Hkj(Q)

∂Q
Mkj(t). (11)

This particular choice of Mjk variables produces a unitary
dynamics according to Eq. (9). The equations of motion
used in OMT and wOMt are the same, they only differ
how the initial action values are sampled. Following the
definition in Eq. (4), any elements of the electronic density
matrix can be obtained as

Mab(t) = M0b(t)M
∗
0a(t)/(n0 + γ), (12)

Maa(t) = |M0a(t)|2/(n0 + γ)− γ, (13)

where n0 is constant for a given trajectory. Like OMT,
wOMT is also exact for bare electronic levels which is
shown in Appendix A. The population and coherence
variables in the wOMT are computed as the phase space
average of the Mjk quantities,

⟨nk(t)⟩ =
∫∫∫

dn(0)dϕ(0)dP (0)dQ(0)

×Mkk(t;n,ϕ,P ,Q|n(0),ϕ(0)), (14)

⟨Mjk(t)⟩ =
∫∫∫

dn(0)dϕ(0)dP (0)dQ(0)

×Mjk(t;n,ϕ,P ,Q|n(0),ϕ(0)) (15)

where Mjk variables are obtained from Eqs. (9)-(13).The
conditional average in Eqs. (14)-(15) reflects the proper
choice of initial conditions while averaging over trajec-
tories. The choice of initial action and angle values are
detailed in Sec II B.
The use of the dummy ground state is not strictly

necessary for the dynamical calculations presented in this
article. The equations of motion produced by the current
choice of Mjk variables with a dummy ground state are
equivalent to time-dependent Schrödinger equation in the
absence of bath variables. But it will be useful for the
computation of spectra for the model systems considered
here.

B. Initial Conditions

The choice of zero point energy parameter (γ) in MMST
mapping has been shown to improve the accuracy of the
Ehrenfest dynamics. [60] An unfortunate consequence
of inclusion of the zero point energy parameter is that
electronic populations can become negative. Application
of filters to trajectories in this context has been successful,
as in the SQC approximation. The SQC approximation

uses an optimum value of the zero point energy parameter
for most cases that mitigates the unphysical behavior. In
OMT approximation, the initial condition for the action
variables are chosen from a delta function distribution,

ρk(n) = δ(nk − 1)
∏
j ̸=k

δ(nj). (16)

The SQC approximation replaces the delta function for
action variables with window functions of width γ. The
window function is applied to both the initial and final
time of the trajectory in SQC keeping the propagation is
Ehrenfest type. Here we adopt the idea of replacing delta
function distributions for initial action values from SQC
approximation and combine it with previous OMT approx-
imation. We do not filter the trajectories at the final time
and average over all trajectories without discarding any of
them. We call this new method windowed-OMT (wOMT)
approximation. So Eq. (16) in OMT approximation is
replaced by

ρk(n) = δ

 F∑
j=1

nj

− 1

Wk(1, γ)
∏
j ̸=k

Wj(0, γ),

(17)

Wj(s, γ) = nj ∈ rand uniform(s− γ, s+ γ), (18)

where 2γ is the window size and s is the center of the
window for jth action value.A pseudo-code for generating
the initial condition is presented in Appendix B.
We add an extra constraint to the window function

distribution of the initial action values to ensure that at
time t = 0, the initial population adds up to 1. We choose
the zero point energy parameter to be (

√
3 − 1)/2 ≈

0.366 as in the SQC method with a square window unless
otherwise mentioned. This particular value for γ have
some theoretical justification as it minimizes the zero
point energy leakage while providing reasonably correct
result. [45] The initial angles are sampled from a uniform
distribution between 0 and 2π.

C. Difference with SQC, Ehrenfest, OMT

The classical Hamiltonian in OMT approximation is
from MMST mapping of the electronic variables. Ehren-
fest dynamics is similar to MMST but without the zero
point energy correction. The SQC approximation is built
on MMST mapping but replaces the fixed initial actions
with a window of width 2γ and uses γ close to 1/3. It
also filters the final trajectory using the same filter and
counts how many trajectories end up in the desired final
window. SQC normalized the total population at the end
of propagation to conserve probability, whereas, in the
current method, the initial distribution and the unitary
propagation ensure the probability is conserved.
wOMT uses similar initial conditions for action vari-

ables as in SQC, with an additional constraint that they
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must add up to a fixed value. For the dynamical propa-
gation of all the model systems in this article, the total
initial population is set to 1. Unlike SQC, wOMT does
not filter the final trajectories, and no trajectories are
discarded from the averaging procedure.

III. RESULTS

We have applied the present method to the spin-boson
models and the Frenkel-exciton model for energy trans-
fer in FMO [63, 64] complex. Several trajectory based
methods, as well as surface hopping methods, have previ-
ously been applied to these problems. At low tempera-
tures and strong system-bath coupling regions, many of
these approximate methods struggle to recover correct
dynamics at long times although they remain correct ini-
tially. [8, 41, 65–67] All the calculations are averaged over
106 trajectories. The initial conditions for the electronic
states are uncoupled with the bath modes. A simple
Verlet algorithm [68] was used for the propagation of elec-
tronic and nuclear variables as given in Eqs. (9)-(11). The
timestep was chosen such that at the end of wOMT prop-
agation, less than 0.01% trajectories had a deviation in
the total population of 1% or less from their initial value,
otherwise the timestep was lowered and run again. All
results are compared with a recently developed method,
multistate mapping for MISH [34–36], original OMT, SQC
with a square window [69] as used in the initial condition
for wOMT, and numerically exact benchmark HEOM
method. For MISH, we have used the approach described
in Ref. 35.

A. Application to Spin-Boson Model

First, we consider a spin-boson model. The quantum
Hamiltonian is described as

Ĥ =
∑
α

(
P̂ 2
α

2mα
+

1

2
mαω

2
αQ̂

2
α

)
+∆

(
|1⟩⟨2|+ c.c.

)
+

(
ϵ+

∑
α

cαQ̂α

)(
|1⟩⟨1| − |2⟩⟨2|

)
, (19)

where α is the index for bath modes, ϵ is the energy bias
between two levels, ∆ is the coupling constant between
them, and cα and ωα are the system-bath coupling con-
stants and the bath frequencies, respectively. cα and ωα

are sampled by discretizing an Ohmic spectral density
with Lorentzian cutoff at high frequency, [70, 71]

J(ω) =
π

2

N∑
α

c2α
mαωα

δ(ω − ωα) ≃
Λ

2

ωωc

ω2 + ω2
c

, (20)

ωα = ωc tan

(
α

N
tan−1

(
ωN

ωc

))
, (21)

cα = ωα

√
Λmα

2N
, (22)

where J(ω) is the spectral density, Λ is the bath reorgani-
zation energy, and ωc is the peak frequency in spectral den-
sity. N is the total number of bath modes and ωN is the
maximum oscillator frequency. We have used ωN = 15ωc,
and N = 100. The electronic population was initialized
in the first diabatic state. The initial conditions for the
bath oscillators were chosen from a Wigner-transformed
Boltzmann distribution,

ρ(P ,Q) =

N∏
α=1

ξα
πℏ

exp

[−2ξα
ℏωα

(
P 2
α

2mα
+

mαω
2
αQ

2
α

2

)]
,

(23)

where ξα = tanh(βℏωα/2) and β = 1/kBT is the inverse
temperature, with kB the Boltzmann constant and T
absolute temperature.
For population dynamics, both MISH and wOMT do

reasonably well at high temperatures, although wOMT
does better job at capturing the initial oscillations, as
shown in the top panel in Fig. 1. At low temperatures,
one would expect a large nuclear quantum effect, but
wOMT still compares better than other two approximate
methods in getting the nature of the oscillations in pop-
ulation dynamics. For the normal Marcus regime and
the inverted Marcus regime, wOMT and MISH perform
nicely, compared to the benchmark HEOM results. OMT
dynamics tend to agree nicely at shorter times but pro-
duce large errors at larger times irrespective of parameter
choice. For coherence dynamics, similar trends are ob-
served as for population dynamics in Fig. 1. Interestingly,
in the Marcus inverted regime, wOMT is in better agree-
ment with coherence dynamics than population dynamics.
SQC performs reasonably well, although predicts the am-
plitude of the initial oscillations in population dynamics
to be slightly different. This is specially true for the low-
temperature coherent dynamics. The spin linearized semi-
classical (spin-LSC) method [34, 72, 73] results for these
models are shown in Ref. 34 which shows that for popula-
tion dynamics in two-level-system models, wOMT bears
a close resemblance with spin-LSC method. OMT uses
the value of the zero-point energy parameter as 0.5 while
the focused sampling in spin-LSC used γ = (

√
N − 1)/N .

Similar trends are observed in the dynamics of off-
diagonal elements of the reduced electronic density matrix.
The real part of the 1,2 element of the density matrix is
shown in Fig. 2. wOMT can predict the oscillations and
decay in coherence dynamics almost perfectly, except at
lower temperatures where at larger times the it predicts a
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FIG. 1. Population dynamics of the first diabatic state are
shown above. The relevant parameters are mentioned in the
panels. In the top panel, the results show coherent dynamics
at high and low temperatures. In the bottom panel, the
left side presents activationless electron transfer in the normal
Marcus regime and on the right, electron transfer in the Marcus
inverted regime. Similar parameters are sampled in Ref. 34
and 35. wOMT method (blue) is compared with MISH (red),
numerically exact HEOM (black, solid), OMT (orange), and
SQC (green) results.
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FIG. 2. Real part of the 1,2 coherence dynamics with the
same parameters and models as used in Fig. 1

less oscillatory behavior. Like in population dynamics for
the spin boson models, MISH deviates from HEOM, espe-
cially in low temperature cases. Deviation from HEOM
results in SQC are more prominent for off-diagonal ele-
ments, especially for normal and inverted Marcus regimes.
For asymmetric spin-boson models, triangular-SQC have
shown to perform similar to the square-SQC while at
stronger system-bath coupling regions, triangular-SQC
outperforms square-SQC. [74] OMT shows a similar devia-
tion for coherence dynamics as in the population dynamics.
wOMT performs much better than OMT, highlighting
the significance of the initial window sampling for the
trajectories.

B. Exciton Energy Transfer

Now, we apply the wOMT method for propagating a
model for the FMO complex. Generally, the FMO com-
plex is comprised of seven pigments, and for comparison
purposes, we use two, three, and seven site/pigment mod-
els. In all cases, the approximate results are compared
with HEOM calculations. SQC results with different win-
dows for these systems have been extensively studied in
Refs. 45–48, and 75. Unless stated otherwise, 100 bath
modes per site were used. The bath frequencies and cou-
pling constants were discretized the same way following
Eqs. (20)-(22) as in the spin boson model. The initial
bath phase space variables were sampled from a Winger-
transformed Boltzmann distribution, following Eq. (23).
The model Hamiltonian is given by

Ĥ =
∑
j

ϵj |j⟩⟨j|+
∑
j ̸=k

Vjk|j⟩⟨k|

+
∑
j,α

cjαQ̂jα|j⟩⟨j|

+
∑
j,α

(
P̂ 2
jα

2mjα
+

1

2
mjαω

2
jαQ̂

2
jα

)
, (24)

where Vjk are reduced electronic density matrix elements,
and ϵj are diabatic energy levels of the electronic density
matrix. Rest of the symbols carry similar meaning as in
Eq. (19)

1. Two Site Model

For the two-site system we choose the energy gap be-
tween two pigments ϵ2 − ϵ1 = 100 cm−1, the coupling
between them equal to 100 cm−1, and the reorganization
energy, Λ (as in Eq. (20)), to be 200 cm−1. This two
state model has been extensively studied with various
semiclassical approximations. [31, 62, 74]

Fig. 3 shows the population and coherence dynamics for
different parameters for the two-site model. The left col-
umn presents the population dynamics in the two states
and the right column displays the real and imaginary
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FIG. 3. Population and coherence dynamics for the two-site
system are displayed. The top row is for temperature 300K,
and the remaining two are for T = 77K. Two values of peak
bath frequency, ωc = 1/τc, were used. Top and middle row
are for ωc = 53.07 cm−1(τc = 100 fs) and the bottom row uses
ωc = 106.14 cm−1(τc = 50 fs). In the left column, the dashed
lines are the population of the second diabat, and the solid
lines are the population of the first diabat. In the right column,
the dashed and solid lines are the real and imaginary parts of
the 1,2 element of the electronic density matrix, respectively.

parts of the off-diagonal element of the electronic density
matrix. wOMT performs well in most cases, with its
accuracy deteriorating at longer times. It gets the initial
oscillations in population and coherence dynamics almost
perfectly. The efficiency of MISH deteriorates at lower
temperatures and higher bath frequencies, especially at
large times. Even at higher temperatures, MISH fails
to get the correct value for the imaginary part of the
off-diagonal elements in the electronic density matrix. In
all three cases, wOMT is closer to the benchmark results
than MISH. The first and the third row in Fig. 3 shows
that the accuracy of wOMT decreases only slightly on
going to a lower temperature. Similar to the spin-boson
model, wOMT does not deviate a lot even when the tem-
perature (T = 77K ≡ 53.5 cm−1) is much smaller than
peak phonon frequency. MISH predicts the trends cor-
rectly but gets the long time values incorrect, especially
at lower temperatures. SQC predicts the long time val-

0 2 4 6 8 10
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0.4

0.6

0.8

1.0

ρ11

ρ33

ωc = 53.07 cm−1, T = 300 K

wOMT

HEOM

MISH
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SQC
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0.0
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0.8
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ρ11

ρ33

ωc = 106.14 cm−1, T = 77 K

ωct

FIG. 4. Population dynamics of a 3 site model of the FMO
complex for wOMT method is compared with MISH, OMT,
and HEOM at 300K (left) and at 77K (right). The electronic
population was initialized in the first pigment. The populations
are in site basis. Solid and dashed lines illustrate populations
of the first and third diabat, respectively.

ues in population dynamics almost perfectly and close
to wOMT. But like spin-boson models, SQC produces
incorrect amplitudes for initial oscillations that becomes
more evident in low-temperature regions. This is even
more true for off-diagonal elements. OMT results are
less accurate than wOMT for dynamics of both diagonal
and off-diagonal elements, although OMT can predict
the trends correctly in all cases. All semiclassical meth-
ods predict the oscillations and the subsequent decay of
the imaginary part almost perfectly. For the real part
of coherence dynamics, wOMT can approximate HEOM
propagation best and near perfect at smaller bath peak
frequency.

2. Three and Seven Site Model

In the site basis, the 7-site electronic Hamiltonian for
the FMO model [76] is given by

200.0 −87.7 5.5 −5.9 6.7 −13.7 −9.9
−87.7 320.0 30.8 8.2 0.7 11.8 4.3
5.5 30.8 0.0 −53.5 −2.2 −9.6 6.0
−5.9 8.2 −53.5 110.0 −70.7 −17.0 −63.3
6.7 0.7 −2.2 −70.7 270.0 81.1 −1.3

−13.7 11.8 −9.6 −17.0 81.1 420.0 39.7
−9.9 4.3 6.0 −63.3 −1.3 39.7 230.0


,

(25)
where the quantities are in cm−1 unit and, for the three-
site model, the upper left 3× 3 submatrix is used. The
energy values along the diagonal were shifted to set the
minima at 0. The reorganization energy, Λ, was cho-
sen to be 140 cm−1 with 100 bath modes per pigment
for the three site model. Other relevant parameters are
mentioned in figure panels.
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FIG. 5. Dynamics of off-diagonal elements (real (solid lines)
and imaginary (dashed lines) part of 1,2 element) in the three
site model is demonstrated above for T = 77K. Same param-
eters and initial conditions as in the right panel of Fig. 4 are
used.

A decoherence-corrected surface hopping scheme was
applied to the 3-site model by Sindhu and Jain. [77] Cot-
ton and Miller tested SQC on both 3-site and seven-site
models [69, 75]. Various other linearized semiclassical
methods based on mapping Hamiltonian have also been
applied to these systems. [65, 78–80] The population dy-
namics with the current method are depicted in Fig. 4.
The left panel shows the dynamics at 300 K while the right
panel is for dynamics at 77 K. wOMT predicts the dynam-
ics accurately at high temperature. Although its accuracy
declines slightly at lower temperatures and larger charac-
teristic bath frequency, it is still close to the benchmark
HEOM result. It can reproduce the trend in oscillations
right, even at later times. The accuracy of MISH, as seen
for the spin-boson model and two-site model, decreases a
lot at lower temperatures. One would expect a significant
nuclear quantum effect, but they seem to be small. At
300 K, OMT is as good as wOMT for population dynam-
ics. With a larger characteristic bath frequency, OMT
can predict the trend correctly but absolute values devi-
ate from HEOM results. Similar trends are observed for
the dynamics of 1,2 off-diagonal element. SQC has the
largest mismatch for room temperature simulation, then
it predicts the long-time dynamics nicely. Both MISH
and wOMT capture the oscillations for imaginary part
nicely, although they deteriorate for the real part of the
off-diagonal element. MISH deviates a bit more compared
to wOMT, especially at larger times. Like in two-site
model, the imaginary part of the coherence dynamics,
Fig. 5, is reproduced well and all three methods have
similar accuracy. Again for the real part, they all predict
the early dynamics nicely and deviates at later times. Al-
though, SQC incorrectly predicts a lower long time value
for the real part of the off-diagonal element.

Results for the seven-site model are shown in Figs. 6
and 7. For seven-site models, we have used 60 bath modes
for each site. At high temperatures, in Fig. 6, the initial

population is in site 6. Cotton and Miller [81] have shown
that time propagation of the electronic states is far more
complex if the initial electronic population is located in
pigment 6 than in pigment 1. MISH, although, does not
get the initial oscillation of sites 5 and 6 perfectly, its
long time predictions are close. OMT grows a negative
population for sites 6 and 2 at larger times, and as a
consequence population at sites 3 and 4 are much larger
than HEOM results. The corresponding spin-LSC results
can be found in Ref. 82 and it agrees nicely with the
benchmark HEOM results. SQC, like in 2- and 3-site
models, predicts the correct long time dynamics for sites.
wOMT follows the trends of HEOM closely at shorter
times and gets the oscillatory dynamics of sites 5 and 6
almost perfectly (∼ 400 fs), although wOMT predicts the
long-time dynamics for sites 3 and 6 incorrectly as the
population of site 6 decays more than the HEOM result.
Similarly, the population of site 3 grows more, especially at
longer times consistent with keeping the total population
constant at all times. Other site populations are in close
agreement with HEOM.
Fig. 7 shows the dynamics at cryogenic temperature

and a higher characteristic bath frequency. As in Fig. 6,
the initial population is in pigment 6. MISH predicts a
lower long-time value for state 3 and a higher long time
value for state 6. wOMT predicts the early dynamics
of sites 5 and 6 nicely at earlier times, especially the
oscillatory behavior. It describes the rise of population
in pigment 1 to be larger than the HEOM result, and the
population of pigment 6 is negative at larger times, which
can be a manifestation of zero point energy leakage. SQC,
like the room temperature simulation, predicts the large
time dynamics correctly and closest to the HEOM results
among the approximate methods used here. spin-LSC
results for this model are shown in Ref. 82 which negative
population for state 6 at large times but its agreement is
worse than the high temperature situation in Fig. 6. OMT
yields more negative results in the low temperature model
for population dynamics. wOMT results for population
dynamics of other pigments matches closely with the
HEOM result.

C. Limitations

Being a method whose propagation scheme is Ehren-
fest type, it carries similar drawbacks as observed in a
normal Ehrenfest propagation. It is unable to predict
the wavepacket branching in a single avoided crossing
model (Tully model I) [83]. Based on MMST mapping,
wOMT naturally allows the population operators to be
negative due to the presence of zero-point energy param-
eters. This phenomenon is generally known as the zero
point energy leakage that permits populations to go neg-
ative, [84], although the presence of the correction has
generally improved the accuracy of MMST mapping over
the Ehrenfest method. This problem is relevant for the
seven-site FMO problem at low temperatures, as shown
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FIG. 6. Population dynamics of the 7 site FMO complex model is shown above. These figures are for the same parameters as in
the left panel in Fig. 4, ωc = 53.07 cm−1, T = 300K, and Λ = 140 cm−1. The electronic population was initiated in site 6.
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FIG. 7. Population dynamics of the 7 site FMO complex model with parameters same as in the right panel in Fig. 4,
ωc = 106.14 cm−1, T = 77K, and Λ = 140 cm−1. The electronic population was initiated in site 6.

in Fig. 7. One way to treat this issue in MMST mapping
is to use γ as a variable and find an optimum value where
it produces more physical as a value of γ allows the pop-
ulation variables to be negative up to −γ. In the current
implementation, decreasing the zero point energy removes
the unphysical negative populations; but the dynamics at
later times become less accurate as can be seen in Fig. 8.
For a system with many electronic levels, one can fur-

ther filter the trajectories by setting individual popula-
tions that would not exceed certain thresholds. Although
it improves the accuracy of wOMT slightly, the improve-
ments for the model systems studied here are not signif-
icant. Similar situations can arise even for a two level
system where the the diabatic coupling is low as be seen in
Fig 9. wOMT erroneously predicts a negative population
for the lower diabatic state at large times. Making the
zero point energy energy parameter remedy the issue of
negative populations, but the dynamics at early times
deviates from the numerically exact HEOM result.

IV. CONCLUDING REMARKS

In this article, we presented a straightforward yet im-
pactful modification of the initial sampling in the original
OMT approximation and applied that to the computation
of population dynamics of multi-state systems. The orig-
inal OMT is equivalent to MMST evolution for density
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FIG. 8. Comparison of the wOMT method with the HEOM
method for population dynamics of the seven-site FMO com-
plex with different zero point energy parameters. Choosing a
smaller value of γ removes the negative population but makes
the earlier time population dynamics less accurate. Other
parameters and initial conditions are the same as in Fig. 7
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FIG. 9. Population dynamics of the first diabatic state is
shown for a spin-boson model with parameters βωc = 0.05,
∆/ωc = 5, ϵ/ωc = 25, and Λ/ωc = 50.

matrix propagation. This simple modification demon-
strated significant improvement in performance for spin-
boson models, even in the Marcus inverted regime and low
temperatures compared with OMT. It works admirably
for models of the FMO complex and agrees nicely with
numerically exact HEOM calculations. It reproduces dy-
namics for both population and coherences effectively.
The seven-site model at low temperatures, does predict
negative population at large times, but it captures the
early time dynamics effectively. All the calculations pre-
sented here employed a diabatic Hamiltonian. However,
as the propagation scheme is Ehrenfest-like, it can also be
used in adiabatic representation. For a detailed descrip-
tion of the adiabatic version of Meyer-Miller mapping,
one can follow Ref. 85.

As pointed out by Lawrence et al. [36], the version of
MISH used in this article is likely to suffer when the nuclei
are more strongly coupled to the electronic coordinates.
We did find that to be true, especially at low temperatures.
SQC predicts the long time dynamics well, although it
gets the amplitudes of the early oscillations slightly wrong.
The detailed balance in wOMT is not hold rigorously as
the propagation scheme is Ehrenfest like. [60, 86] While
SQC does not guarantee to obey detailed balance, numeri-
cally it is close to that limit. wOMT preforms in a similar
way, although it fails to maintain detailed balance when
it produces negative population. Lowering the zero point
energy parameter imroves on the long time behavior but
the early time dynamics deviates a lot from numerically
exact reslt as can be seen in Fig. 9.

The better performance of wOMT for computing off-
diagonal elements originated from the fact that windowing
procedure allows only a poor averaging for the highly oscil-
latory phase factor. Removing the final window improves
the wOMT results. Sampling initial action values from
a window region and hence allowing negative action val-
ues is certainly an ad-hoc approximation. In the MMST
formalism, the zero point energy parameter γ allows any
value between n(0)− γ and n(0) + γ, where n(0) is the

initial action of the given state, to be a valid value for the
action variables. The SQC formalism explicitly rejects
these trajectories by applying a filter at the final time. By
allowing a initial window for the action values reduces the
probability of the maximum action value of an individual
state.

Finally, we comment on the convergence of these meth-
ods with the number of trajectories used. Although the
primary aim of this paper was to evaluate the accuracy
of this current approach, and we used 106 trajectories
to generate the figures here, a rough qualitatively simi-
lar result can be obtained with approximately 104 − 105

trajectories. The results obtained with 106 trajectories
exhibited trends consistent with the ones using 104 trajec-
tories. The averaging gets better with more trajectories,
leading to better-converged curves. This is similar to
other trajectory based methods applicable to the problem
studied here. [49, 81] Computational costs for wOMT
and OMT are similar as same equations of motion are
propagated in both cases, just with different initial con-
ditions, although wOMT requires almost 5 times less
trajectories to obtain a converged result than OMT. The
present implementation of MISH is slightly costlier than
the other two as it is performed in adiabatic basis and
switch between adiabatic and diabatic potential on every
time step makes it slightly more expensive. Although
wOMT method simulated in an adiabatic basis will have
similar cost.

A simple modification in the initial sampling of elec-
tronic states vastly improves the accuracy of the OMT
method. It can certainly be extended for the computation
of linear and nonlinear spectra, which will be an inter-
esting future study. Also, inspired by the development
of MISH methods [34–36], a surface hopping propagation
scheme implementation in the current method is likely
to overcome the limitations it inherits due to Ehrenfest
dynamics like failure with a single avoided crossing model.
It is interesting that nuclear quantum effects were not
very large, even at low temperatures. In cases where the
nuclear quantum effects are significant, one way to incor-
porate that would be to combine ring polymer molecular
dynamics [87, 88] scheme with the current method as
it was done with the surface hopping approach. [89, 90]
Continued inspection and refinement of these techniques
will provide us with important tools for exploring and
understanding the condensed phase dynamics.

ACKNOWLEDGEMENT

This work was supported by the Condensed Phase and
Interfacial Molecular Science Program (CPIMS) of the
U.S. Department of Energy under Contract No. DE-
AC02-05CH11231. The author thanks David Limmer,
Roger Loring, Eric Heller, and Amr Dodin for providing
useful comments on the manuscript.

   
    

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t. 

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I:

10
.10

63
/5.

02
34

65
3

 07 January 2025 21:32:52



10

0 5 10 15 20
t

0.0

0.2

0.4

0.6

ρ11 ρ22 ρ33

0 5 10 15 20
t

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

<ρ12

=ρ23

FIG. 10. Exactness of wOMT for bare electronic
levels is shown above. The initial density matrix
is [[0.7,0,0],[0,0.3,0],[0,0,0]], the Hamiltonian is
[[1,0.3,1.7],[0.3,2,0.1],[1.7,0.1,-0.6]], and ℏ is set
to 1. The darker dashed curves are exact results while the
lighter solid curves are wOMT results. The left panel displays
the diagonal elements of the density matrix and the right col-
umn shows the real and the imaginary part of one off-diagonal
element.

DATA AVAILABILITY

All the codes and data to reproduce the figures in
this paper are available at https://github.com/kritanjan-
polley/wOMT.git

Appendix A: Exactness of wOMT for Bare Electronic
Levels

In the absence of nuclear degrees of freedom, the equa-
tion of motion for the M variables in Eq. (7) would have
the form

Ṁ = iHelM , (A1)

where M = {M01,M02, . . . ,M0F } and Hel is the bare
electronic Hamiltonian consisting electronic energies in
the diagonal and electronic coupling in the off-diagonal.
The Formal solution of Eq. (A1) is given by

M(t) = eiHeltM(0), (A2)

which is equivalent to time-dependent Schrödinger equa-
tion for an observable. A numerical comparison with the
exact result for a three level system is shown in Fig. 10.

Appendix B: Initial Sampling of Electronic Action
Values in wOMT

The following Fortran code snippet can be utilized to
sample initial electronic action values for wOMT method.
To initiate the simulation with a coherence condition
between states j and k, one need to set the location the
center of windows pop(j)=pop(k)=1/2.

Algorithm 1 Initial Sampling of Electronic Action

! ! c en te r o f the windows f o r ac t i on va l u e s
pop = ze ro s (F+1)
! ! i n i t i a t e a t i n i t i a l s t a t e
pop ( i n i t i a l s t a t e + 1) = 1 .0

γ = ( sqrt (3 ) − 1)/2

! ! one random popu la t i on index
f i x i n t = rand in t (2 ,F+1)

l o o p n i n i t i a l : do
! ! a c t i on va l u e s from window
n = ze ro s (F+1)
! ! sample a l l a c t i on s excep t the f i x i n t
do i =1,F+1

i f ( i /= f i x i n t ) then
n( i ) = rand uni form (pop ( i )−γ ) , &

pop ( i )+γ )
end i f

end do
! ! a l l o f them add up to one
n( f i x i n t ) = one − sum(n ( 2 :F+1))
! ! check i f the f i x e d one
! ! s a t i s f y window cond i t i on
i f ( ( n( f i x i n t ) >= pop ( f i x i n t )−γ ) .and . &

(n( f i x i n t ) <= pop ( f i x i n t )+γ ) ) then
! ! i f so , then e x i t loop
exit l o o p n i n i t i a l

end i f
end do l o o p n i n i t i a l

Appendix C: Application to Tully Models

The Tully models were introduced in Ref. 6. The first
model is a simple avoided crossing system defined by the
diabatic potential

V11(Q) = −V22(Q) =

{
A(1− e−BQ) Q > 0

−A(1− eBQ) Q < 0
, (C1)

V12(Q) = V21(Q) = Ce−DQ2

, (C2)

where A = 0.01, B = 1.6, C = 0.005, and D = 1.0. Model
II, known as the dual avoided crossing, is described by
the dibatic potential

V11(Q) = 0, (C3)

V22(Q) = −Ae−BQ2

+ E0, (C4)

V12(Q) = V21(Q) = Ce−DQ2

, (C5)

with the parameters A = 0.1, B = 0.28, E0 = 0.05,
C = 0.015, and D = 0.06. The third model (Tully model
III) has the diabatic potential

V11(Q) = −V22(Q) = A, (C6)

V12(Q) = V21(Q) =

{
BeCQ Q < 0

B(2− e−CQ) Q > 0
, (C7)
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FIG. 11. The position distribution with Tully model I at 150
fs is shown for two different initial conditions. The solid lines
represent the exact result and the dashed lines are wOMT
results. Atomic units are used in this plot.
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FIG. 12. The expectation value of the Pauli matrices for the
Tully model II in diabatic basis. Atomic units are used in this
plot.

where A = 6 × 10−4, B = 0.1, and C = 0.9. For the
third model the state levels have been swapped, following
Ref. 83. Atomic units are used in all calculations for
Tully models with mass, m = 2000 a.u. All the results for
wOMT are obtained with 106 trajectories, although the
correct trend can be seen with ∼ 104 trajectories.

For wOMT calculations, the initial values of the nu-
clear degrees of freedom are sampled from the following
distribution

ρ(Q,P ) ∝ exp

{
−σ(Q−Q0)

2 − 1

σ
(P − P0)

2

}
, (C8)

and initial electronic variables in the ground state.

Fig. 11 shows the final position distribution at 150 fs for
the Tully’s single avoided crossing model. For the initial

low energy wavepacket, wOMT fails to predict the split-
ting of position distribution (left panel in Fig. 11). For
the high initial energy situation (right panel in Fig. 11),
wOMT misses the shoulder in near the peak in final po-
sition distribution, although predicts the overall shape
correctly. This is a known consequence of Ehrenfest dy-
namics as shown in Ref. 83. Similar position distribution
for a slightly different model [30] for various mean field
methods and MISH are shown in Refs. 34 and 83.
For the dual avoided crossing model, the coherence

elements of the diabatic electronic density matrix are

0.0

0.1

0.2

ρ
11

(t
)
·ρ

22
(t

)

Exact

wOMT
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|ρ
12
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FIG. 13. The product of adiabatic population terms for Tully
model III are shown above. The bottom plot shows the abso-
lute value of the adiabatic off-diagonal term. The exact results
are displayed in solid black lines and the wOMT results are in
dashed lines.

plotted in Fig. 12. The initial condition was P0 = 15,
Q0 = −15, and σ = 0.5. The wOMT method nicely
reproduced both the real and the imaginary part of the
coherence element. It underestimates the amplitude of
the second peak for the imaginary part (⟨σy⟩) slightly.
The adiabatic off-diagonal elements of the electronic

density matrix for Tully model III are shown in Fig. 13,
following Fig S4 in Ref. 83 with same initial condition.
The second crossing is captured nicely by wOMT method,
which would not be captured Ehrenfest (or OMT), but
it does not predict the amplitude correctly. Decoherence
corrected MASH or spin-LSC can predict the trends nice
for this model. [34]
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