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Abstract

Most current methods for detecting natural selection from DNA sequence data are limited in

that they are either based on summary statistics or a composite likelihood, and as a conse-

quence, do not make full use of the information available in DNA sequence data. We here

present a new importance sampling approach for approximating the full likelihood function

for the selection coefficient. Our method CLUES treats the ancestral recombination graph

(ARG) as a latent variable that is integrated out using previously published Markov Chain

Monte Carlo (MCMC) methods. The method can be used for detecting selection, estimating

selection coefficients, testing models of changes in the strength of selection, estimating the

time of the start of a selective sweep, and for inferring the allele frequency trajectory of a

selected or neutral allele. We perform extensive simulations to evaluate the method and

show that it uniformly improves power to detect selection compared to current popular meth-

ods such as nSL and SDS, and can provide reliable inferences of allele frequency trajecto-

ries under many conditions. We also explore the potential of our method to detect extremely

recent changes in the strength of selection. We use the method to infer the past allele fre-

quency trajectory for a lactase persistence SNP (MCM6) in Europeans. We also infer the

trajectory of a SNP (EDAR) in Han Chinese, finding evidence that this allele’s age is much

older than previously claimed. We also study a set of 11 pigmentation-associated variants.

Several genes show evidence of strong selection particularly within the last 5,000 years,

including ASIP, KITLG, and TYR. However, selection on OCA2/HERC2 seems to be much

older and, in contrast to previous claims, we find no evidence of selection on TYRP1.

Author summary

Current methods to study natural selection using modern population genomic data are

limited in their power and flexibility. Here, we present a new method to infer natural

selection that builds on recent methodological advances in estimating genome-wide gene-

alogies. By using importance sampling we are able to efficiently estimate the likelihood
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function of the selection coefficient. We show our method improves power to test for

selection over competing methods across a diverse range of scenarios, and also accurately

infers the selection coefficient. We also demonstrate a novel capability of our model, using

it to infer the allele’s frequency over time. We validate these results with a study of a lactase

persistence SNP in Europeans, and also study a SNP at EDAR, as well as a set of 11 pig-

mentation-associated variants.

Introduction

Direct observation of the change in allele frequency over time (the allele frequency trajectory)

allows one to make powerful inferences regarding whether selection acted on the allele [1, 2].

However, outside of certain contexts such as experimental evolution of viruses or bacteria [3–

6] or analyses of ancient DNA samples [7, 8], in most cases such direct observations of allele

frequencies at multiple points in the history of a population are unavailable. Instead, selection

must be inferred from contemporary, modern data. A wide variety of methods have been

developed to detect selection based on patterns observed from modern DNA sequences (e.g.

[9–11]).

The hitch-hiking effect provides a key signature of selection in modern datasets [12, 13].

Hitch-hiking causes aberrations in the spatial pattern of genetic diversity, including the site

frequency spectrum (SFS) [14, 15] and the pattern of haplotype homozygosity [9]. Methods

designed to detect these aberrations are particularly useful in the setting where a single popula-

tion is surveyed, and the only information available is variation within this single population.

The most familiar methods for detecting selection are based on linear functions of the SFS,

such as Tajima’s D, Fu and Li’s D, or Fay and Wu’sH [14, 16, 17]. An advantage of SFS-based

methods is that they do not require the data to be phased. However, these methods have sev-

eral limitations: they tend to confound selection with other non-equilibrium conditions, such

as a fluctuating population size [10, 18]; they are not suitable for estimating parameters such as

the value of the selection coefficient s; significance can usually only be established using an

empirical null distribution; and crucially, these methods do not incorporate any features of the

haplotype structure.

To make fuller use of information provided by phased sequence data, a number of methods

have incorporated summary statistics based on haplotype structure. In a broad sense, these

methods are based on calculations of haplotype similarity in a window around some core site

of interest [9]. Several methods have adapted this general concept to specifically detect ongoing

selection [11, 19, 20]. More recently, [21] showed that the density of singletons surrounding a

focal SNP can be a powerful signal of extremely recent selection in large cohorts. In addition

to recent and ongoing selection, it has been demonstrated that these methods have compelling

advantages to detecting selection from standing variation [20–22]. However, these methods

share the major limitation of SFS-based method in that they are not suitable for parametric

inference and it is unclear how to establish significance without use of an empirical null

model.

Recently, supervised machine learning methods have been proposed as an alternative to tra-

ditional summary-statistic based methods (see e.g., [23]). Standard machine learning tech-

niques applied to population genomic data afford some major advantages over methods based

on summary-statistics: standard techniques can produce accurate classifiers based on summa-

ries of the data that live in much higher-dimensional space than the aforementioned summary

statistics, and these techniques often encompass a wide space of classification functions that

Approximate full-likelihood inference of selection and allele frequency trajectories
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are often non-linear (see e.g. [24, 25]). Some studies have demonstrated these methods can

have improved robustness to demographic model mis-specification [22, 26]. Although these

methods can potentially detect complex patterns left by selection, they demand training on

large data sets which typically are simulated using models that may not accurately correspond

to the empirical data.

In contrast to the aforementioned methods, one might aim to develop a full likelihood

method which would take into account the full data set, rather than merely summary statistics.

A common strategy for obtaining the full likelihood has been to find the distribution of the

genealogy under selection. For example, Krone and Neuhauser described the distribution

of the coalescence tree of a locus under weak selection and no recombination [27]. Alterna-

tively, one can describe how the genealogy depends on the trajectory of the derived allele (first

described by [28]), and in turn how the trajectory depends on selection. To this end, Coop and

Griffiths [29] developed a sampling method for approximating the full likelihood of the selec-

tion coefficient. Their method uses sampling to marginalize out two layers of latent variables:

the allele frequency trajectory and genealogy of the locus. To estimate the likelihood function,

they perform random sampling of both the trajectory, and the genealogy conditioned on the

trajectory. Unfortunately, selection likelihood methods that consider the both coalescence and

recombination are generally considered computationally intractable.

Composite likelihood methods (see e.g. [10, 30]) are able to approximate the likelihood

function using tractable expressions for the frequency distribution of a neutral site linked to

the selected site [15, 31]. These methods approximate the joint distribution of frequencies

observed at linked sites as the product of their marginals. These approaches can be applied

to test for selection, and estimate the strength of selection. The approximations made by com-

posite likelihood methods are more accurate under strong selection (arguably beyond the

strength of most recent selection in humans), and thus have less power to detect weak selec-

tion—although to some extent low power to detect weak selection is a natural outcome of any

selection method.

Approximate Bayesian computation (ABC) and rejection sampling methods approximate

the likelihood function by simulation. One advantage over the composite likelihood approach

is that ABC can capture dependencies between linked neutral sites. For example, methods

have been used to jointly infer the strength and timing of selection acting on a locus and deter-

mine whether a sweep occurred from a de novo vs standing variant [32–35]. However, a major

disadvantage of such approaches is that the amount of simulation necessary to obtain an accu-

rate estimate grows dramatically with the dimensionality of the model parameters. There is an

additional tradeoff between information utilized from the data and computational burden; as

the number of the summary statistics used increases, the number of simulations required to

approximate the likelihood at a fixed parameter value also increases (for a discussion, see e.g.

[36]).

The method we present in this paper draws inspiration from the Coop & Griffiths method

[29], and has several key similarities: our method produces a likelihood; involves integrating

out the allele frequency trajectory and genealogy, i.e., the aforementioned two hidden layers;

and both methods account for selection by modeling how allele frequency changes depend on

selection. However, there are several key differences between this method and our approach:

while Coop and Griffiths assume no recombination of the locus, our method is based on the

coalescent with recombination (i.e. the ancestral recombination graph or ARG) [37]. Also,

whereas Coop & Griffiths simulate random trajectories, we use dynamic programming algo-

rithms similar to those used in Hidden Markov Models (HMMs) to completely marginalize

the latent trajectory. The hidden states represent allele frequencies and the emission probabili-

ties are coalescence probabilities. While the framework is not a traditional HMM because the

Approximate full-likelihood inference of selection and allele frequency trajectories
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process is time-inhomogenous and the emission space changes with time, the similarities with

traditional HMMs are, nonetheless, so significant that we will refer to this as an HMM. Lastly,

our method uses a novel importance sampling scheme that allows us to sample ARGs assum-

ing a neutral prior, and find the likelihood function at arbitrary values of s; this drastically

reduces the amount of ARG sampling necessary.

Furthermore, the new method is, to our knowledge, the first that is capable of inferring the

allele frequency trajectories for models with recombination and selection using only modern

data. We are able to accomplish this task using the aforementioned Markovian structure of

both coalescence and the trajectory, forming a HMM over these two hidden states and solving

for the posterior marginals of each hidden allele frequency state over time. Recently, Edge &

Coop proposed a method to reconstruct changes to polygenic scores over time via such esti-

mates of the local trees, but their method is not suitable for estimating allele frequency changes

or selection at individual loci [38].

Materials and methods

Overview

We begin with an overview of our method for jointly inferring selection and the allele fre-

quency trajectory, which we summarize in Fig 1. Our method begins with input in the form

of phased SNP data from a linked genomic region (Fig 1A), although technically, it is also pos-

sible to use unphased data, and sample possible phasings. While the method generalizes to

arbitrary sample size, we recommend using n = 25 − 100 diploid individuals when using ARG-

weaver as done in this study, as ARGweaver runtime increases quadratically with sample size.

The method also generalizes to arbitrarily long regions, although we recommend using regions

of 102 − 103 kb, roughly the size of many LD blocks in the human genome [39].

Next, we sample the genealogy at the selected site from its posterior distribution, assuming

a neutral model (Fig 1B). By sampling over this distribution, we marginalize out the hidden

coalescence events, the first of two latent variables or “hidden layers” in our model. Specifi-

cally, we sample the full ancestral recombination graph (ARG) of the input haplotypes. The

ARG is a graph that summarizes all of the common ancestry and recombination events that

have occurred within the sample. We sample ARGs rather than gene trees in order to account

for recombination, and to incorporate information from sites in long-range linkage disequilib-

rium with the selected site. Then we extract the genealogy at the site of interest (the “local

tree”) and from here on, this is the only component of the ARG that goes into our subsequent

calculations. To perform ARG sampling, we choose to use ARGweaver [37], which is the only

currently available method to sample the posterior ARG. In practice, it is possible and straight-

forward to adapt this method to other ARG inference methods designed for larger samples,

but sampling the posterior yields beneficial statistical properties (see “Importance Sampling”

under Materials and methods).

Then, for each local tree we have sampled, we form a hidden Markov model (HMM, Fig

1C) indexed in time according to the discretization chosen for ARGweaver; in this HMM,

observed states are coalescence times in this local tree and hidden states are the selected allele’s

frequency trajectory over time (i.e., the second hidden layer of our overall model). We use a

discrete-time model of the coalescent process to match the model used by ARGweaver, so that

the length of the HMM is of manageable, finite length. Emission probabilities (i.e., coalescence

probabilities) depend both on the allele frequency and the current coalescent state. Hence,

the model is time-inhomogenous as the coalescent state changes through time. However, the

dependence structure is otherwise identical to traditional HMMs and all the usual dynamic

programming algorithms apply. The transition probabilities of allele frequencies depend on

Approximate full-likelihood inference of selection and allele frequency trajectories
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Fig 1. A: To apply our method for inferring selection, we begin by sampling the posterior ARG of a set of recombining

chromosomes. B: For each sample ARG, we extract local trees at the site of interest (blue). C: For each sample local tree, we run

an HMM to calculate the likelihood of selection, marginalizing out the hidden allele frequency trajectory based on coalescence

in the sample tree. We later use the recursions performed in this step to calculate the posterior allele frequency trajectory. D: An

example of the estimated likelihood function for an allele under neutrality (top) and selection (bottom). E: An example of the

Approximate full-likelihood inference of selection and allele frequency trajectories
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the selection coefficient s, the parameter we are ultimately interested in estimating. Marginaliz-

ing out the allele frequency trajectory from the HMM yields the probability of the sample local

tree as a function of s. To obtain the likelihood function of s, we perform importance sampling

over all sample trees, reweighting their coalescent probabilities and summing them up. This

approach allows us to use trees sampled exclusively under a prior of selective neutrality (s = 0)

to calculate the likelihood function at arbitrary values of s. In other words, this approach allows

us to minimize the amount of ARG sampling necessary to estimate the likelihood function,

which is notable because ARG sampling is generally the most computationally intensive step

of our method.

Finally, we can analyze the results to test for selection or estimate the selection coefficient

(Fig 1D). Additionally, we show that we can decode the HMMs depicted in Fig 1C and use

them to obtain a posterior estimate of the allele frequency trajectory (Fig 1E).

A glossary to accompany the following derivations and description of the method is avail-

able in S1 Text.

Coalescent model for a site under selection

First, let us consider how the distribution of the local tree T at a site under selection depends

on the frequency trajectory of an allele at that site. We assume that the tree is labeled, i.e. we

know which branches subtend each allele. We also assume the tree to be compatible with the

infinite sites assumption, i.e. that there is at most one mutation event that has occurred at the

focal site, and thus the site is bi-allelic. We model the likelihood of the tree using a structured

coalescent; moving backwards in time from the time of sampling until the time of the muta-

tion, lineages can only coalesce with other lineages that subtend the same allele, and the

coalescence rate within the derived and ancestral classes depends on both the derived allele fre-

quency X(t) and the effective population size N(t), both indexed by the time t� 0 in coalescent

units before the present day. Proceeding back in time, lineages coalesce freely after the time of

mutation, and the coalescence rate depends only on N(t). In the rest of this section we treat the

trajectory X(t) as known, but in practice the trajectory is hidden and highly stochastic; in a

later section we develop a hidden Markov model to efficiently integrate out X(t).
We use a discrete-time model of the coalescent employed also by ARGweaver [37]. That is,

we only observe the coalescent process at a set of K discrete timepoints {t1, . . ., tK}, and also

make the additional assumption that all lineages must coalesce by tK. (Typically tK is set to

�100 × Ne, implying coalescence would be extremely unlikely to occur after tK, and hence this

assumption is very reasonable). Henceforth, using this discretization we also discretize X and

N; we assume X(t) = Xi for t 2 (ti, ti+1], and N(t) = Ni for t 2 (ti, ti+1].

We use C to track the number of lineages remaining at these timepoints leading back into

the past; as long as we keep track of the number of lineages belonging to each of the allelic clas-

ses, by exchangeability of lineages within an allelic class, we can model the likelihood function

in the usual way, as independent of the topology given the waiting times. Hence, we define

three simultaneous, related processes C = (Cder, Canc, Cmix). The processes Cder and Canc refer

to coalescence within the derived and ancestral classes during the time going back from the

time of sampling to the time of the mutation. The mixed process Cmix refers to coalescence

going backwards from the time of the mutation. We call it the mixed process because it

includes un-coalesced lineages from Canc, as well as the lineage ancestral to all derived lineages.

inferred allele frequency trajectory compared to the ground truth trajectory under neutrality (top) and selection (bottom). Both

(D) and (E) are inferred from data simulated under a European demographic model with n = 50 haplotypes, conditioning on

the derived allele segregating at 75% in the present day with s = 0 and s = 0.003, respectively.

https://doi.org/10.1371/journal.pgen.1008384.g001
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Assuming the infinite sites model, Cmix will have one additional lineage relative to Canc at the

time of the mutation, and will eventually reach Canc = Cmix once that lineage coalesces with

one of the other lineages in the ancestral class. In Fig 2 and Table 1, we illustrate the lines-of-

descent process in the these three classes.

We model the probability of transitioning from Ci! Ci+1 lineages during some time inter-

val [ti, ti+1] using a simple variation of Tavare’s formula for the exact distribution of the num-

ber of lines of descent remaining after t generations [40]. We use Tavare’s formula in order to

model the coalescent at discrete timepoints, allowing multiple coalescences at each epoch.

We write the probability of C given the trajectory X (note this is distinct from the full likeli-

hood of s) as

PðC j X;NÞ ¼
YK� 1

i¼0

PðCiþ1 j Ci;Xi;NiÞ ð1Þ

More precisely, in terms of the derived, ancestral, and mixed processes,

PðC j X;NÞ ¼
Yi�� 1

i¼0

PðCder
iþ1
j Cder

i ;Xi;NiÞPðC
anc
iþ1
j Canc

i ;Xi;NiÞ �
YK� 1

i¼i�
PðCmix

iþ1
j Cmix

i ;NiÞ ð2Þ

where i�≔ max{i: Xi> 0} denotes the index of the epoch during which the allele arose via

mutation. Naturally, the mixed process—which we only keep track of while the derived allele

Fig 2. (Companion to Table 1) Coalescence conditioned on the allele frequency trajectory (dashed line). Blue

lineages subtend the derived allele, whereas black lineages do not. Black lineages belong to the ancestral class while the

derived allele has Xt> 0, and they belong to the mixed class while Xt = 0.

https://doi.org/10.1371/journal.pgen.1008384.g002

Table 1. (Companion to Fig 2) The numbers of derived, ancestral, and mixed lineages at each time point. Numbers

with unshaded cells factor into the likelihood calculation, whereas numbers with shaded cells do not.

Time 0 1 2 3 4 5

Cder 4 3 2 1 1 1

Canc 3 3 2 2 2 1

Cmix 4 4 3 3 2 1

https://doi.org/10.1371/journal.pgen.1008384.t001
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is nonexistent—does not depend on X. We can write the transition probabilities using a varia-

tion of Tavare’s formula for the transition probabilities of the number of lines of descent [40];

in place of the effective population size, we substitute the size of a allelic class zclass in order to

reflect the coalescence rate within an allelic class:

P Cclass
iþ1
¼ b j Cclass

i ¼ a;Zi ¼ z
class
i

� �

¼
Xa

k¼b

exp
� � ð k

2
Þ

2zi
ðtiþ1 � tiÞ

�
ð2k � 1Þð� 1Þ

k� b

b!ðk � bÞ!ðkþ b � 1Þ

Yk� 1

l¼0

ðbþ lÞða � lÞ
ðaþ lÞ

8
<

:

9
=

;
ð3Þ

where

zclassi ¼

NiXi : class ¼ der

Nið1 � XiÞ : class ¼ anc

Ni : class ¼ mix

8
>>><

>>>:

ð4Þ

We note that this formula is known to be computationally unstable for large values of C,

large values of N, and/or small values of Δti = ti+1 − ti; under such conditions, the asymptotic

distribution of Cclass
iþ1
j Cclass

i ¼ a (where a is, e.g., the number of derived lines of descent present

at ti) takes on a normal distribution [41]:

Cclass
iþ1
j Cclass

i ¼ a � N ðmðDtÞ; s2ðDtÞÞ ð5Þ

where

mðDtÞ ¼
2Z

Dt
ð6Þ

and

s2ðDtÞ ¼ 2Z=DtðZþ bÞ
2
ð1þ Z=ðZþ bÞ � Z=a � Z=ðaþ bÞ � 2ZÞb

� 2 ð7Þ

and

Dt ¼ Dt=ð2zclassi Þ ð8Þ

where α = aΔτ/2, β = −Δτ/2, and η = αβ/[α(eβ − 1) + βeb] [41]. In practice, for samples of

n = 50 haplotypes under constant Ne = 104, we find this approximation is unnecessary; how-

ever, for the same sample size under a European demographic model, which exhibits very

large recent Ne, we find it necessary to use this approximation during the roughly 103 genera-

tions preceding the present day, prior to which Δt is sufficiently large that we change over to

Tavare’s exact formula [42].

Marginalizing the hidden allele frequency states

In the previous sections we showed how we obtain PðC j XÞ and PðX j sÞ. Here we illustrate

how to model coalescence in the two allelic classes when the trajectory X is as a random latent

variable. The probability of C given s is thus

PðC j sÞ ¼
X

x2X

PðC j X ¼ xÞPðX ¼ x j sÞ: ð9Þ

Naively, this involves a prohibitively large sum over dK−1 terms in X , the space of possible

trajectories, where d represents the number of possible values that the allele frequency can

Approximate full-likelihood inference of selection and allele frequency trajectories
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take. But due to the conditional independence of the likelihood, we can calculate the likelihood

much faster using a recursion similar to the forward and backward algorithms commonly

deployed on HMMs; we show the derivations of these recursions in S1 Text. In essence, this

algorithm works by iteratively marginalizing out the allele frequency in each epoch; the back-

ward recursion marginalizes frequency during earlier epochs first and later epochs last, and

the forward recursions marginalizes in reverse order. At each epoch i the recursions yield

bi(xi) and fi(xi); these correspond to PðC1:i j Xi;Ni� 1Þ and PðCiþ1:K� 1;Xi j Xi;NiÞ, where Ca:b =

Ca, Ca+1, . . ., Cb.
Consequently, the two recursions can be used together to obtain the the posterior probabil-

ity of the allele frequency during the ith epoch Xi,

PðXi ¼ xi j C; sÞ ¼
biðxiÞfiðxiÞP
x0i
biðx0iÞfiðx0iÞ

ð10Þ

which gives the posterior marginal of Xi using the familiar forward-backward algorithm.

Importance sampling to estimate the likelihood function

The above formulas pertain immediately only to the case in which the local tree is observed

directly and without noise. In practical settings, the local tree is hidden to us and we must inte-

grate over the space of possible local trees using sampling methods. Here we describe a novel

importance sampling method to reweight posterior samples of the ARG to approximate the

likelihood function of selection. Although we use s to express the argument of the likelihood

function, we use this as shorthand for estimating the likelihood function of arbitrarily complex

parameters; for example, one could estimate the selection coefficient s, as well as the time of

selection’s onset, ts, before which the allele behaved neutrally.

We are given haplotype data D representing n haplotypes with l segregating sites. We wish

to use D to infer the maximum-likelihood value of s for some site k 2 {1, 2, . . ., l}, where l is the

number of sites in the region, assuming that all other sites are selectively neutral (i.e. sj = 0 8j 2
{1, 2, . . ., k − 1, k + 1, . . ., l}). In other words, we restrict ourselves to testing simple hypotheses

of the form “site k has selection coefficient sk and all of its flanking sites are selectively neutral.”

The likelihood of s under the data can be expressed as the expected value of the likelihood

of the ARG G given the data D, with respect to the distribution of G given s:

LðsÞ ¼ EGjs½PðD j G; sÞ� ð11Þ

At this stage, we introduce G, the discrete-time approximation of G (discussed in more

detail by [37]), and we assume

LðsÞ ¼ EGjs½PðD j G; sÞ� ð12Þ

By importance sampling, we are able to express the expectation over an alternative distribu-

tion q(G), as long as PðG;D j sÞ > 0) qðGÞ > 0. Notice that this implies we can conduct

sampling under q(G) once, and reweight these samples for arbitrary values of s without having

to conduct additional sampling. In other words, approximating L(s) using importance sam-

pling does not require sampling under each value of s at which you want to approximate L(s).
In this paper we specifically consider the importance sampling proposal distribution

qðGÞ ¼ PðG j D; s ¼ 0Þ, which corresponds to the posterior ARG assuming a neutral model.

Later, we evaluate the performance of the estimator using the Markov chain Monte Carlo

method ARGweaver, which samples from the posterior [37]. One can obtain the importance

sampling estimate of the full likelihood L(s) by expressing Eq 12 as an expectation over a

Approximate full-likelihood inference of selection and allele frequency trajectories
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different distribution, i.e. the posterior distribution of the ARG (assuming selective neutrality):

LðsÞ ¼ EGjs½PðD j G; sÞ� ¼ EGjD;s¼0

PðD j G; sÞPðG j sÞ
PðG j D; s ¼ 0Þ

� �

ð13Þ

We can express Eq 13 using the Monte Carlo approximation

L̂ðsÞ ¼
1

M

XM

m¼1

PðD j GðmÞ; sÞ
PðGðmÞ j sÞ

PðGðmÞ j D; s ¼ 0Þ
! LðsÞ ð14Þ

where GðmÞ � PðG j D; s ¼ 0Þ; m ¼ 1; 2; . . . ;M, and “!”, here and in the following, means

that the left-hand side converges almost surely to the right-hand side asM goes to infinity,

assuming that a Law of Large Numbers for ergodic processes holds (the Birkhoff–Khinchin

theorem).

Hence, if we sample genealogies from the posterior under selective neutrality, that is,

GðmÞ � PðG j D; s ¼ 0Þ; m ¼ 1; 2; . . . ;M (whereM is the number of ARGs sampled), then

the right-hand side of Eq 14 can be used as a Monte Carlo estimator of the likelihood function.

However, in practice this estimator is highly unstable. However, a more stable estimator of the

likelihood ratio
LðsÞ

Lðs¼0Þ
can be derived. We can divide through Eq 13 by Lðs ¼ 0Þ ¼ PðD j s ¼ 0Þ

to get

LðsÞ
Lðs ¼ 0Þ

¼ EGjD;s¼0

PðD;G j sÞ
PðD;G j s ¼ 0Þ

� �

ð15Þ

Because we assume the data are conditionally independent of selection given the full ARG,

we can simplify this as

LðsÞ
Lðs ¼ 0Þ

¼ EGjD;s¼0

PðD j GÞPðG j sÞ
PðD j GÞPðG j s ¼ 0Þ

� �

¼ EGjD;s¼0

PðG j sÞ
PðG j s ¼ 0Þ

� �

ð16Þ

A key development in our method is that although we sample the ARG of the entire

sequence, we only calculate likelihoods using the marginal tree at the selected site, which we

will call Gk. First, let us define G\k as the rest of the ARG omitting the local tree at site k, Gk.
Consequently, G is equivalent to (Gk, G\k).

We make a key assumption that, for differing sweep parameters s and s0

PðGnk j Gk; sÞ � PðGnk j Gk; s0Þ ð17Þ

That is, we assume that G\k is approximately conditionally independent of s given the mar-

ginal tree at the selected site, Gk. Thus, we can reduce Eq 16 to

LðsÞ
Lðs ¼ 0Þ

¼ EGjD;s¼0

PðG j sÞ
PðG j s ¼ 0Þ

� �

¼ EGjD;s¼0

PðGnk j Gk; sÞ
PðGnk j Gk; s ¼ 0Þ

PðGk j sÞ
PðGk j s ¼ 0Þ

" #

� EGjD;s¼0

PðGk j sÞ
PðGk j s ¼ 0Þ

� �

which suggests the following importance sampling estimator using genealogies sampled from
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ARGweaver will converge almost surely to a close approximation to the likelihood ratio:

cLRðsÞ ¼
1

M

XM

m¼1

PðGðmÞk j sÞ
PðGðmÞk j s ¼ 0Þ

! EGjD;s¼0

PðGk j sÞ
PðGk j s ¼ 0Þ

� �

�
LðsÞ

Lðs ¼ 0Þ
ð18Þ

where GðmÞ � PðGjD; s ¼ 0Þ form = 1, 2, . . .,M.

Finally, due to exchangeability of lineages within the derived and ancestral allelic classes, we

can assume

PðGk j sÞ / PðCk j sÞ ) cLRðsÞ ¼
1

M

XM

m¼1

O
ðmÞ
ðsÞ ð19Þ

where

O
ðmÞ
ðsÞ≔

PðCðmÞk j sÞ
PðCðmÞk j s ¼ 0Þ

ð20Þ

denotes the summand of the importance sampling estimator.

We can maximize the likelihood ratio over different values of s to obtain the maximum-

likelihood estimate of s

ŝ ¼ argmaxscLRðsÞ ð21Þ

Finally, we show in S1 Text that an importance sampling estimate of π(xijD, s), the posterior

marginal of the allele frequency at timepoint i, Xi, is given by

p̂ðxi j D; sÞ≔
PM
m¼1
PðXi j C

ðmÞ
k ; sÞOðmÞðsÞ

PM
m¼1

O
ðmÞ
ðsÞ

ð22Þ

where in the summand we use the posterior marginal established in Eq 10. In practice, we fix

s ¼ ŝ. A concern is, therefore, that this estimator does not take uncertainty in the estimate of s
into account. This problem can be addressed by using a Bayesian approach, which we demon-

strate briefly in S1 Text.

The method is implemented in package named CLUES, available for download at https://

github.com/35ajstern/clues, with accompanying documentation currently provided in S1

Text. In this paper and the currect software release we assume positive directional selection

with an additive effect on fitness, our method can be easily extended to general dominance

relationships as well as negative selection.

Simulations

To evaluate the power of CLUES to determine whether a site has been subject to selection, we

simulated a dataset of n = 25 diploid individuals under two different demographic models; (1)

a model of constant effective population size (N = 104), and (2) a model of European (CEU)

demography [43]. We performed both sets of simulations using the program discoal [44].

We set μ = 2r = 2.5 × 10−8 mut/bp/gen, L = 1 × 105 bp or 2 × 105 bp for the constant-size and

CEU models, respectively, and simulated conditional on a variety of present-day frequencies

and selection coefficients, the latter of which we ranged from weak to strong values. Under

each condition, we simulated 100 independent iterations. We also sampled 1 ancient haplo-

type; because ARGweaver, which we used subsequently to sample the posterior ARG, does not

incorporate any information about ancestral/derived states, it is best practice to add an ancient

individual or outgroup to help polarize the the alleles. In practical settings where the ancestral
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state is unknown, ARGWeaver accomodates specification of missing data on the ancient hap-

lotype. For the constant-size and CEU models, we used ancient sampling dates of 2 × 104 and

1.6 × 104 generations before present, respectively. Because discoal can only simulate piece-

wise-constant population sizes, we specified population sizes to take on the value of their har-

monic mean over the epoch, calculated from the original CEU model. Commands to run

simulations of trajectories, local trees, and haplotypes are described in S1 Text.

Importantly, we conditioned simulations on the site of interest segregating at a particular

frequency in the present day. Hence, when we considered the power to discriminate between

neutral and selected alleles, we controlled the present-day frequency to be equal in both of

these cases. Avoiding this step would otherwise upwardly bias estimates of the statistical

power, due simply to the tendency for selected alleles to segregate at higher frequencies than

neutral alleles [45]. (If the allele frequency in itself is also of interest, this part of the likelihood

could trivially be added at a later stage, by simply using the stationary distribution of the allele

frequency; see “Allele frequency transition probabilities” in S1 Text). We then simulate the

allele frequency backwards in time, from the present-day frequency, until the allele reaches a

frequency of 0. Simulators such as discoal achieve this by using the conditional Wright-

Fisher diffusion (see e.g. [46]). In the case where effective population size changes over time,

running conditional simulations requires additional considerations because the probability of

a mutation entering the population scales approximately linearly with population size. Naively

sampling the trajectory backwards in time will therefore produce a bias, unless trajectories

where the mutation occurs while Ne is low are somehow penalized. Thus, approaches such as

reweighting sample trajectories using importance sampling have been used to correct this bias

[47]. The program discoal implements a similar bias-correcting scheme using rejection

sampling that rejects trajectories where the mutation occurs while Ne is low with higher proba-

bility than trajectories where the mutation occurs while Ne is high.

Next, we inferred the posterior ARG given the sequence data we simulated using ARGwea-

ver [37]. This method works by proposing adjustments to an initial ARG, and randomly

accepting or rejecting these proposals based on calculations of the prior probability of the pro-

posed ARG, as well as its likelihood given the sequence data. Because the prior probability is

based on the effective population size, we specified the same effective population size in the

prior as we used to generate the sequence data. We found it important to adjust the proposal

mechanism of ARGweaver; specifically, we adjusted resample window size and the number of

resamples per window to achieve an acceptance rate of about 30-70%. In total, we sampled

3 × 103 ARGs for each simulation, discarding the first 1 × 103 as a burn-in period, and subse-

quently thinning the remaining samples to reduce the computational burden of downstream

analyses; we used a thinning rate of 100 samples, resulting inM = 20 approximately indepen-

dent samples. Reducing the thinning rate would increase accuracy and convergence of the

inference at the cost of additional computation to calculate the likelihood of each additional

sample tree. Commands to conduct ARG-sampling and local tree extraction are described in

S1 Text.

Using utilities in the ARGweaver package, we extracted local trees at the selected site (at

the center of the locus) from these sample ARGs. We then analyze this final set of trees using

CLUES. We also analyzed the same sequence data using nSL, H12, and Tajima’s D [14, 19, 48].

The nSL method is essentially equivalent to iHS [11], except nSL does not require specifying

a genetic map; despite this, these methods have been shown to have very similar statistical

power with a slight advantage of nSL under some conditions. H12 is a method to calculate hap-

lotype homozygosity merging the two most common haplogroups; thus, it is a test for selection

that is robust to the origin of a sweep, i.e. whether it is hard or soft. Tajima’s D is a site fre-

quency spectrum-based statistic which is sensitive to skews in the frequency distribution of
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linked alleles caused by hitchhiking on the partially swept selected allele. We used scripts pro-

vided by [22] to calculate D andH12, using a window size of 100kb centered on the selected

site. We compare testing for selection under these methods by comparing their power curves

under both the constant Ne and CEU demography models (Figs 3 and 4).

We also conducted a similar simulation study for detecting recent selection starting 100

generations ago. We simulated under the same CEU demographic model as previously

described, but instead sample n = 50 diploids. We conducted ARG sampling and thinning as

previously described, but in our analysis of the sample trees using CLUES, we calculated the

likelihood for models of selection where s = 0 up until 100 generations ago, and s� 0 from

that point until the present day. This sweep from standing variation (SSV) model differs

from the hard sweep model we used previously, which assumes s is constant throughout

history. Instead of optimizing the likelihood function only with respect to s, we optimized

Fig 3. (A-I) ROC curves illustrating performance of tests between selection and neutrality. Rows correspond to simulations

conditioned on the same present-day allele frequency (A-C: 25%; D-F: 50%; G-I: 75%), and columns correspond to simulations with

the same value of s (A,D,G: 0.001; B,E,H: 0.003; C,F,I: 0.01). Simulations were performed under a model of constant effective

population size (Ne = 104) using a locus of 100kb, n = 25 diploid individuals and μ = 2.5 × 10−8 mut/bp/gen, r = 1.25 × 10−8

recombinations/bp/gen.

https://doi.org/10.1371/journal.pgen.1008384.g003
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with respect to two parameters, s and ts, jointly; here ts represents the time of the onset of

selection.

Results

Testing for selection

We found that across all scenarios, CLUES matches or exceeds the statistical power of the

other methods evaluated (Figs 3 and 4). As expected, all methods had highest power under

large values of both the selection coefficient and the derived allele frequency (Fig 3I). Under

these conditions, CLUES had 100% power at the 1% significance threshhold; the next most

powerful method, nSL, had 68% power at the same significance level. CLUES also demon-

strated improvement in power under weak selection; as the selection coefficient was decreased,

nSL retained about 20% power when s = 0.003 and<5% power when s = 0.001, and Tajima’s

D andH12 retained <5% power under both s = 0.001, 0.003 (Fig 3G and 3H). By contrast,

CLUES retained approximately 45% and 90% power under s = 0.001, 0.003, respectively. We

conclude that CLUES has high power across a wide regime of selection strengths, and has

notably improved power over standard methods under weaker values of s.
We also considered the effect of present-day allele frequency on statistical power. Previous

studies have shown a strong dependence of power on current allele frequency, with methods

such as nSl and iHs having highest power at allele frequencies in the 70-90% range (see e.g.

[11]). We tested for selection at alleles ranging in present day frequency from 25% to 75%,

and while CLUES showed the expected pattern of increasing power with frequency, it also

improved on the performance of other methods at lower frequencies. For example, under

strong selection (s = 0.01), the power of CLUES changed from 100% to 90% to 85% as the fre-

quency is decreased from 75% to 50% to 25% (Fig 3C, 3F and 3I). By contrast, the power of the

next most powerful method, H12, dropped from approximately 65% to 45% to 15% (Fig 3C, 3F

and 3I). Under moderate selection (s = 0.003), these effects were even more drastic, with the

power of CLUES and nSL (the next most powerful method in this regime) changing from 90%

to 60% to 50% and 20% to 5% to<5%, respectively. We conclude that CLUES has high power

compared to standard methods across a wide range of allele frequencies, with the most major

improvements in performance occurring when the derived allele is at lower frequencies

(<50%). We found that using the approximation due to Griffiths (Eq 5, [41]) decreased power

of CLUES by increasing variability of the null distribution of the likelihood ratios. Hence, for

testing under nonequilibrium demography we used the exact lines-of-descent probabilities

(Eq 3). By contrast, as we will later show, we found the approximation given by Eq 5 for t 2 [0,

1000] to improve estimation of allele frequency trajectories under this demographic model.

We also considered the same testing procedure under non-equilibrium demography, simu-

lating under the previously described model of CEU demography (Figs 3 and 4). We found in

general reduced power to detect selection under this regime relative to the constant population

size regime (Fig 4I, cf. Fig 3I), consistent with the well-known confounding of expanding pop-

ulation size with selection [10]. Nonetheless, CLUES demonstrated improved power relative

to the competing methods across a wide range of selection coefficients (Fig 4C, 4F and 4I), as

well as across a wide range of derived allele frequencies (Fig 4G, 4H and 4I).

Estimating selection coefficients

Using the simulations from the previous section to study statistical power in testing for selec-

tion, we used our estimate of the likelihood surface for s to estimate the value of the selection

coefficient via maximum likelihood (see Eq 21), restricted to 0� s� 0.5, as we only calculate

transition probabilities for this range of s. We obtained selection coefficient estimates under
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importance sampling using ARGweaver (Fig 5), as well as selection coefficient estimates based

on the true local tree observed directly (S1 Fig). Generally, the estimates are approximately

unbiased. For example, the mean estimates of s = 0, 1 × 10−3, 3 × 10−3, 1 × 10−2 were approxi-

mately �̂s ¼ 1:9� 10� 4; 9:6� 10� 4; 3:2� 10� 3; 1:3� 10� 2 when the present day frequency

was fixed to 75% (Fig 5A). Relative to inference when the true tree is observed, we found that

the importance sampling estimates had increased variance, reflecting uncertainty in the tree.

For example, we saw increased variability in the importance sampling vs. true tree estimates

under constant population size (Fig 5A vs. S1A Fig), as well as under CEU demography (Fig

5B vs. S1B Fig). This pattern is consistent with the additional uncertainty in s when the local

tree is not observed directly. Notably, we found that importance sampling under a model of

Fig 4. ROC curves illustrating performance of tests between selection and neutrality. Rows correspond to simulations conditioned on

the same present-day allele frequency (A-C: 25%; D-F: 50%; G-I: 75%), and columns correspond to simulations with the same value of s (A,

D,G: 0.001; B,E,H: 0.003; C,F,I: 0.01). Simulations were performed under a model of European demography using a locus of 200kb, n = 25

diploid individuals and μ = 2.5 × 10−8 mut/bp/gen, r = 1.25 × 10−8 recombinations/bp/gen.

https://doi.org/10.1371/journal.pgen.1008384.g004
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CEU demography yields estimates with a slight bias towards lower values of s, especially under

strong selection (e.g. s = 0.01).

Inferring allele frequency trajectories

Using the same simulations and importance sampling estimates we obtained in the previous

sections, we decoded the hidden Markov model (HMM) described in the section Materials &

Methods. Specifically, we take ŝ, the maximum likelihood estimate of s, and plug it into the

posterior marginal (Eq 10) to obtain a probabilistic estimate of the allele frequency during a

particular epoch; we do this independently for each epoch in our discrete-time model. To get a

point estimate, we choose to use the posterior marginal mean; i.e., for each epoch, we choose

the mean of the posterior marginal distribution. We illustrate the accuracy of these allele fre-

quency trajectory estimates assuming the true local tree is observed and under importance

sampling when the true tree is unknown in Fig 6. We find that estimates of the allele frequency

trajectory are generally unbiased for both true trees (Fig 6A and 6B) and importance sampling

(Fig 6C and 6D), with increased variance in the trajectory estimates in the importance sam-

pling setting. We also illustrated variability in true vs. inferred trajectories controlling for s
(S6 Fig, here setting s = 0).

Whereas inference tended to be relatively accurate for high-frequency alleles (Fig 6B and

6D), when the derived allele was simulated conditioned on lower frequencies (e.g. 25%, Fig

6C), estimates tend to be downwardly biased. We tracked this bias to a lack of convergence in

ARGweaver; specifically, we found that across different demographic scenarios and selection

coefficients, ARGweaver can drastically overestimate the occurrence of very recent coales-

cences (in our case, in the last 100 generations; see S5 Fig). Under constant population size, we

see a nearly 7-fold excess in the number of recent coalescences inferred by ARGweaver. Natu-

rally, this bias will affect estimates for low-frequency alleles more strongly, as fewer lineages

subtend the derived allele, and thus a larger proportion of them are susceptible to this bias.

Because recombination rates vary substantially throughout the genomes of humans and

other organisms, we also evaluated the accuracy of the estimates assuming μ = r, larger than

the μ = 2ρ setting we used in the other simulations, and estimation accuracy to be robust to

this increase in recombination rate (S2 Fig).

Fig 5. Inference of selection coefficients of varying strength using importance sampling method based on ARGweaver local trees. A: Constant

population size. B: Tennessen CEU model. Marker color denotes present-day allele frequency (25/50/75% correspond to yellow/red/purple,

respectively). Horizontal dashed lines denote the true value of the selection coefficient.

https://doi.org/10.1371/journal.pgen.1008384.g005
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We also examined trajectory inference under non-equilibrium demography; i.e., the afore-

mentioned model of CEU demography (S3 Fig). Under the CEU model, we found trajectory

estimates to have increased variance under importance sampling vs. true trees, but also a slight

downward bias in estimating the selection coefficient under strong selection (i.e. s = 0.01;

see Fig 5B, S3D Fig). As this bias does not occur under the true trees (S1B and S3B Figs), we

inspected the posterior trees sampled by ARGweaver for patterns consistent with this bias. We

found that under this demographic model in particular, ARGweaver tends to under-sample

trees with short times to most recent common ancestor (TMRCAs; see S4 Fig). For reference,

nearly 60% of runs under constant Ne contained even a single sample tree that had a TMRCA

less than or equal to that of the true TMRCA (S4A Fig). By comparison, under s = 0.01 and

CEU demography, only 11% of ARGweaver runs met this criterion (S4B Fig). Some bias is to

be expected, as trees were sampled under a posterior distribution that assumes selective neu-

trality; however, these results suggest that, if ARGweaver is sampling from the true posterior

assuming selective neutrality, then importance sampling estimates (of the selection coefficient,

for example) will at least have much higher variance under the CEU model than under con-

stant population size.

We further investigated whether uncertainty in s due to importance sampling variance

drove the downward bias when estimating strong selection (Fig 5B and S3D Fig). First, we

obtained importance sampling estimates of the trajectory fixing s to its true value (S7A Fig). If

Fig 6. Allele frequency trajectories inferred from true trees (A,B) and ARGweaver local trees (C,D). Stepwise trajectories are inferred (vertical

bars denote 25th-75th percentiles), dashed trajectories are the ground truth. Columns correspond to different initial allele frequencies (A,C: 25%, B,

D: 75%) colors correspond to different selection coefficients. For each condition we show 25 randomly selected simulations and their corresponding

inferences. All data are simulated under a model of constant effective population size (Ne = 104).

https://doi.org/10.1371/journal.pgen.1008384.g006
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uncertainty in s were the cause of the bias, then fixing the true value of s ought to correct for

bias due to uncertainty. While we observe less bias in the estimates when fixing the true value

of s, the bias is not totally eliminated. We observe a similar reduction in the bias of estimates

under neutrality when we fix s = 0 (see S6B, S6E and S6H Fig vs. S6C, S6F and S6I Fig). Thus,

we conclude the bias is due to a lack of convergence in ARGweaver, which appears to be exac-

erbated in settings where strong selection is combined with non-equilibrium demography.

We also investigated whether incorporating uncertainty in the estimate of s, rather than

fixing s ¼ ŝ, would improve the accuracy of trajectory inference. One strategy for modeling

uncertainty in s is to apply a prior distribution to s. We found that marginalizing out s with

respect to its posterior distribution (assuming a uniform prior on s) did not have a noticeable

effect on inference for large values of s (S7B Fig). This result is concordant with our observa-

tion that for large values of s, the likelihood surface peaks so strongly that the posterior remains

tightly concentrated around the MLE ŝ. Hence, applying a prior distribution to s does not

appear to be an adequate strategy to model uncertainty in s.

Inferring extremely recent selection

We applied our likelihood model of a sweep from a standing variant (SSV) to two types of

datasets: selection from a standing variant starting 100 generations ago and selection with con-

stant s (including s = 0), both described in ‘Simulations’ under Materials and Methods. We

inferred trajectories under the best case scenario where the true trees are observed (Fig 7A and

7B). We found that overall the method inferred the trajectory, as well as the strength and tim-

ing of selection, with highest accuracy when selection is strong (e.g. s = 0.03 in Fig 7A and 7B).

However, we found that as s took on smaller values (s = 0.01), many combinations of s and ts
had very similar likelihood (Fig 7B), and thus estimates of s, ts, and the allele frequency trajec-

tory tended to be noisier than under very strong selection (Fig 7A and 7B). Adding the extra

parameter ts did not cause overfitting when inferring the trajectories of hard sweeps (Fig 7A).

We also found good power to distinguish between hard vs. soft sweeps (i.e. sweeps from a

standing variant), as apparent in the trajectories inferred in Fig 7A. We calculated statistical

power to test for a hard sweep using the statistic max
s;ts
fLðs; tsÞg=max

s
fLðs; ts ¼ 1Þg; intuitively,

this statistic is the ratio of the highest likelihood under any model with a SSV (ts 6¼ 1) to the

highest likelihood of any hard sweep (ts =1). At the 1% significance level we found 60% and

100% power to distinguish soft vs. hard sweeps with s = 0.01, 0.03, respectively.

We also performed importance sampling using ARGweaver and evaluated the power of the

importance sampling estimates to detect recent selection vs. neutrality (Fig 7C). Instead of

comparing our method to nSL, which is not designed to detect signals of extremely recent

selection, we compared to Singleton Density Score (SDS; [21]), as well asH12 and Tajima’s D.

We found that for lower values of s, all methods had generally low power. Although CLUES
exhibited fairly high power (44%) to detect very strong recent selection (s = 0.03) —even out-

performing SDS—we found thatH12 has about the same power (45%) in this particular case.

The lower power (<5%) of SDS is consistent with the fact that the method was explicitly

designed to have high power for large datasets (n> 1000 for selection coefficients of this mag-

nitude). Although we demonstrate that CLUES has substantial power to detect extremely

recent selection, we found that importance sampling point estimates of s, ts, and the trajectory

were highly vulnerable to biases in the distribution sampled by ARGweaver (S5 Fig). Specifi-

cally, we found that across various demographic and selection conditions, ARGweaver samples

trees with substantially more recent coalescent events than in the true trees. Specifically, under

the European demographic model with the settings used here to study recent selection, we

find ARGweaver samples about a 4-fold excess of recent coalescent events (S5B Fig). Clearly,
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Fig 7. (A) Trajectories inferred from true trees under both hard sweeps and recent selection on a standing variant (i.e. soft

sweeps) when both s and time of selection onset are unknown. (B) The log-likelihood surface for joint inference of s and onset

of selection, averaged over 100 simulations, taking the true tree as observed. (C) ROC curves (using importance sampling)

illustrating performance of tests between selection from a standing variant where onset of selection occurs 100 generations

ago. We condition on a present day frequency of 50%.

https://doi.org/10.1371/journal.pgen.1008384.g007

Approximate full-likelihood inference of selection and allele frequency trajectories

PLOS Genetics | https://doi.org/10.1371/journal.pgen.1008384 September 13, 2019 19 / 32

https://doi.org/10.1371/journal.pgen.1008384.g007
https://doi.org/10.1371/journal.pgen.1008384


this bias would produce a false signature of recent selection under neutral conditions. Thus,

we did not further explore importance sampling estimates of s and the trajectory under the

recent selection model. We conclude that potential ARG-sampling methods that avoid this

bias will improve upon power to detect recent selection, as well as point estimates of the

strength, timing of selection, and the allele frequency trajectory.

Fine-mapping the selected site

Strongly selected alleles tend to have high levels of LD to linked neutral sites, and thus many

methods to detect selection are limited in their ability to determine the exact site under selec-

tion. To assess whether the likelihood ratio statistic produced by CLUES can be used to fine-

map the selected site, we ran CLUES at linked neutral sites in a locus centered on a site under

positive selection. Simulations were identical to those used in the simulation study under con-

stant Ne = 104, with a present-day selected allele frequency of 75%, s = 0.01, and 100 indepen-

dent simulations. We chose sites with the maximal squared correlation coefficient r2 to the

selected allele, such that r2 did not exceed a threshold value, and vary that threshold from 0.50

to 0.99 (Fig 8). We found that when the true tree is observed (or sampled with high accuracy),

the likelihood ratio statistic identifies the selected site correctly in a head-to-head test with the

neutral linked site with 85% accuracy even when r2� 0.99; this quantity reaches 100% for r2�
0.50 (Fig 8A). When the likelihood ratio is estimated using importance sampling via ARGwea-

ver, the accuracy declines to about 50% and 85%, respectively (Fig 8A). Because the exact

causal site may not be known in many studies, we also investigated how the estimate of the

selection coefficient, s, depends on r2 between the site analyzed and the site under selection.

We estimate s given the true tree, and find that, on average, estimates of s decline with r2, such

that for r2� 0.50, the mean estimate of s at these neutral sites is less than 20% of the true value

of s at the causal site (Fig 8B).

Effects of background selection

We also assessed the effects of linked selection on inference of selection at a particular site.

In particular, we consider the effects of background selection (BGS) on inference of positive

selection on a linked site (S8 Fig). We performed forward simulations in SLiM 3 [49], assum-

ing a model of constant Ne = 103, a locus of length 1Mb, n = 25 diploid individuals and μ =

2.5 × 10−8 mut/bp/gen, r = 1.25 × 10−8 recombinations/bp/gen. We let mutations be neutral

Fig 8. (A) Probability of correctly identifying the selected site in a head-to-head test with a linked neutral site. Vertical bars

represent 95% CIs estimated by plug-in bootstrap. (B) Estimates of the selection coefficient at the causal vs. linked neutral sites, given

the true tree. Mean estimates are represented by blue hash marks.

https://doi.org/10.1371/journal.pgen.1008384.g008
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with probability 90% and (negatively) selected with probability 10%. We simulated under dele-

terious effects of s = 0, −0.001, −0.003 and -0.01, performing 100 independent replicates under

each case. To simulate selection at a focal allele, 100 generations prior to the present day, we

choose a random neutral allele conditional on its frequency falling in the interval [0.005,0.015]

and its position falling in the interval [4 × 105, 6 × 105]bp (to ensure it is somewhat centered in

the 1Mb region), and then endow it with a selection coefficient of s = 0.15. Prior to this time-

point, we perform a burn-in phase of 19900 generations with only neutral and deleterious

mutation. From the sampled haplotypes, we perform importance sampling using ARGweaver

to estimate the likelihood of the selection coefficient.

We find that our method is quite robust to BGS; e.g., the median estimate of the selection

coefficient is approximately unbiased (mean ŝ ¼ 0:13) as the strength of BGS is increased (S8

Fig). Also, regardless of BGS strength there is nearly perfect power to detect positive selection

when comparing to neutral simulations (S8 Fig). We note that the strength of selection on

the beneficial allele investigated here is somewhat strong; for weaker selection on a beneficial

allele, inference with sites under BGS may be a more significant determinant of the beneficial

allele’s trajectory (see e.g. [50]). We also note that our simulations assume a model of equilib-

rium demography, but under non-equilbrium conditions (e.g., rapid population size expan-

sion) BGS has a magnified effect on neutral diversity, which may further bias estimates of

selection [51].

Effects of demographic model misspecification

To explore the effects of demographic model misspecification on inference of selection, we ran

CLUES on datasets simulated under a model of European demography (described earlier in

Methods), using a mismatched model of constant Ne = 104 to calculate the likelihood, and

compare them to calculations under the true demographic model (S9 Fig). We report likeli-

hood ratios (S9A and S9C Fig) as well as estimates of the selection coefficient s (S9B and S9D

Fig) both given the true tree (S9A and S9B Fig) and approximated via importance sampling

using ARGweaver (S9C and S9D Fig). We find that statistical power to detect selection, espe-

cially strong selection, is not substantially impeded by model misspecification (S9A and S9C

Fig). We do, however, find upward bias in estimates of the selection coefficient when s is 0 or

close to 0 (S9B and S9D Fig).

Analysis of a lactase persistence SNP

To assess performance of CLUES on empirical data, we applied our method to study selection

acting on the SNP rs4988235 in theMCM6 gene, known to regulate the neighboring LCT gene

and affect the lactase persistence trait. The derived allele (A) current segregates at approxi-

mately 72% in the 1000 Genomes Phase 3 reference panel (British in England and Scotland,

henceforth GBR; see S10A Fig). We conducted sampling in ARGweaver assuming a model of

European demography [43], using a 300kbp region centered around the focal SNP and polariz-

ing alleles using the genomes of three ancient individuals (Altai Neandertal, Denisova, and

Vindija Neandertal [52–54]). We sampledM = 200 ARGs, extracted local trees using tools in

the ARGweaver package, and conducted importance sampling to estimate likelihood surfaces

and trajectories using CLUES.

We found very strong evidence for selection on rs4988235 (s = 0.0161, logLR = 131.82). The

trajectory as well as the value of the selection coefficient inferred by CLUES are consistent with

previous estimates of the trajectory and s = 0.018 due to Mathieson and Mathieson (2018),

illustrated in Fig 9 [55]. Their method incorporates genomic times series spanning thousands

of generations using an HMM-based approach, where hidden states are population-wide allele
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frequencies, observed states are genotypes of sampled ancient individuals, and transition prob-

abilities are governed by the selection coefficient. Our approach, by contrast, does not utilize

any ancient/timecourse data except for the 3 aforementioned ancient individuals, which we

use to simply polarize the derived and ancestral states of each allele.

Analysis of EDAR
Another canonical example of a common SNP under selection in humans in rs3827760 (see

e.g. [56]). This SNP is a non-synonymous mutation that is present at high frequency in East

Asian populations (e.g. 94% in Han Chinese [CHB] in the 1000 Genomes database), interme-

diate-high frequency in Central and South America, and low frequency in other geographical

regions S10 Fig. This variant is associated with a number of traits, including tooth shape and

hair straightness [57, 58]. To estimate selection on this SNP, we conducted sampling in ARG-

weaver assuming a model of East Asian demography [59], using a 300kbp region centered

around the focal SNP and polarizing alleles using the genomes of three ancient individuals

(Altai Neandertal, Denisova, and Vindija Neandertal [52–54]). We sampledM = 200 ARGs,

extracted local trees using tools in the ARGweaver package, and conducted importance

sampling to estimate likelihood surfaces and trajectories using CLUES. We estimate that

rs3827760 has undergone selection with s = 0.0047, corresponding to an allele age of roughly

45kya (S11 Fig). Our estimates are in stark contrast to some previous estimates obtained using

ABC methods, which estimate > 30-fold stronger selection on this SNP, and an allele age of

1.4-6.9kya [32]. Our results are consistent with ancient DNA evidence, which suggest the

derived allele to have originated prior to 7.5kya [8].

Analysis of pigmentation alleles

Using the same GBR panel from 1000 Genomes Phase 3, we analyzed a set of SNPs associated

with pigmentation-related traits, some of which were previously identified as likely targets of

recent selection [21]. We conducted sampling in ARGweaver assuming a model of European

demography, using a 300kbp region centered around the focal SNP and samplingM = 200

approximately iid ARGs. We ran CLUES and estimated likelihood surfaces and allele

Fig 9. Comparison of inferred allele frequency trajectories for a sweep at rs4988235 (MCM6) in GBR under an ancient DNA (aDNA) based method vs.

CLUES, which only uses contemporary modern data. Black curve is the posterior median allele frequency, whereas gray areas are a 95% posterior interval. The

red surface is the posterior of the frequency trajectory within Steppe ancestry conditioned on an ancient DNA time series, adapted from [55].

https://doi.org/10.1371/journal.pgen.1008384.g009
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frequency trajectories for these SNPs (Fig 10). We found significant concordance between the

SDS values and our likelihood ratio statistics paired for each SNP (p = 1.7 × 10−3, Spearman

one-sided) [21]. We also illustrated the geographical distribution of these SNPs among diverse

populations (S12 Fig) using GGV [60].

We found several signals of very strong selection acting on rs619865 (ASIP, s� 0.10, Fig

10I), rs12821256 (KITLG, s� 0.016, Fig 10H), and rs1393350 (TYR, s� 0.011, Fig 10J); these

SNPs are significantly associated with freckling, blonde hair color, and freckling and blue/

green eye color, respectively [61–63]. Interestingly, these SNPs all demonstrated a signal of

selection mostly concentrated in the last�5 kya. The geographical distribution of the fre-

quency of these SNPs shows that the derived version of these variants are mostly concen-

trated in European populations, with minimal sharing with populations located in Africa

and Asia (S12I, S12H and S12J Fig). For example, TYR and KITLG segregate at a frequency

�20% in several European populations and have a frequency close to 0% in African and East

Asian populations (S12J Fig). These three SNPs are the only ones in this set of SNPs which

have a frequency of nearly 0% across the African populations surveyed, with the exception

of OCA2/HERC2 (S12A, S12H, S12I and S12J Fig), consistent with our evidence for recent

selection at these loci. The frequencies of these variants in GBR ranges from�10-20%;

by contrast, the only other variant in this set with comparable frequency in GBR (13%),

rs35264875 (TPCN2), we find inconclusive evidence of selection (Fig 10F), consistent with

its comparably even geographical distribution relative to the aforementioned SNPs at ASIP,
KITLG, and TYR (S12F Fig).

At rs12896399 (SLC24A4, Fig 10B), a SNP identified to be significantly associated with hair

color [62], we found strong evidence for moderate selection (s� 0.005). This result is consis-

tent with a previous analysis that suggested positive selection acted on this allele in Out-of-

Africa (OoA) populations, based on its high allele differentiation relative to a YRI panel, and

low haplotype diversity within CEU individuals [63]. Our results, paired with the apparent low

levels of differentiation between European and Asian populations relative to differentiation

between OoA populations and African populations at this locus (S12B Fig) are consistent with

our estimate that selection acted on SLC24A4 as early as�30 kya, during the OoA bottleneck

as inferred by [43, 59].

Notably, we find moderate evidence for selection on rs12913832 (OCA2/HERC2, Fig 10A,

S13 Fig), a SNP previously shown to be causal for blue-brown eye color [64] and significantly

associated with hair color [62]. This gene exhibits abberantly high differentiation across popu-

lations [65], consistent with a model of local adaptation of eye color. Compared to previous

estimates based on ancient DNA samples [66], we estimate substantially weaker selection act-

ing on this gene (s� 0.002 vs. s� 0.04), and we find no evidence to support a recent increase

in selection acting on this SNP (i.e., our method found a hard sweep to have higher likelihood

than a SSV). Our estimate of moderate selection and lack of a recent change in the selection

coefficient imply that selection on OCA2/HERC2 began at least�50 kya, roughly the time of

the start of the OoA bottleneck estimated by [43, 59]. Our analysis suggests that selection on

OCA2/HERC2may have begun much earlier than previously suggested [66]. We also note that

the aforementioned rs12913832 (OCA2/HERC2)—as well as rs2153271 (BNC2), a SNP which

is significantly associated with freckling (Fig 10G)—occur in high-frequency archaic haplo-

types [67]. While our method is not explicitly designed to control for population structure

between archaic and modern human lineages, we do find moderate evidence for selection on

both of these SNPs.

One surprising result is that we found no signal of selection acting at rs13289810 (TYRP1,
s� 0, Fig 10E). In Europeans, TYRP1 is associated with hair and eye pigmentation [68–71].

Some analyses of European populations have indicated evidence for positive selection on
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TYRP1 [56, 63, 69]. Our results temper these claims, and appear consistent with the fairly even

geographical distribution of rs13289810 frequency across European, African, and Middle East-

ern populations (S12E Fig).

Discussion

We have developed an approach to use modern population genomic data to approximate the

full likelihood of selection acting on a locus. We use this approach to test for and estimate the

strength and timing of selection, as well as estimate the full allele frequency trajectory. The

method is effective across a span of selection coefficients (s = 0 − 0.01), derived allele frequen-

cies (f = 25% − 75%), and under multiple demographic models.

Our method draws on previously published methods to estimate the ancestral recombina-

tion graph (ARG). We chose to use ARGweaver because it is the only currently available

method for sampling the posterior of the ARG; as shown in our derivation of the importance

sampling estimates, we rely on sampling from the posterior in order to make rigorous guaran-

tees regarding convergence and consistency of our estimators. Intuitively, it is important to

model the uncertainty in the local tree in order to marginalize out this latent variable. We

showed that estimates of the selection coefficient and the trajectory are generally accurate, bar-

ring scenarios where importance sampling is inefficient, or ARGweaver produces a bias in the

Fig 10. Allele frequencies trajectories inferred for 11 pigmentation-associated SNPs in GBR (A-K, gene names and accession numbers inset).

https://doi.org/10.1371/journal.pgen.1008384.g010
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inferred trees. In light of these biases, under certain conditions—primarily when the derived

allele is at low frequencies (�25%)—importance sampling using ARGweaver trees has limited

power to detect selection.

Another important limitation of ARGweaver is its computational cost; in order to study

selection on short timescales, large sample sizes are necessary, often on the order of thousands

of individuals [21]. The runtime of ARGweaver grows dramatically with increasing sample

size; not only does the cost of the individual sampling steps increase with sample size, but also

so does the size of the state space, necessitating more samples be taken in order to achieve con-

vergence to the stationary distribution.

However, we see potential to make use of recent advances in inference of local trees in

order to further advance approximate full-likelihood methods to infer selection (see e.g., [72–

75]; it is worth noting that some of these methods, such as [75], do not infer the ARG in a strict

sense, but rather the sequence of local trees along a recombining locus). A major benefit of

these methods is that they are far more scalable than ARGweaver, and hence offer more poten-

tial to study selection on short, punctuated timescales. However, they also possess several limi-

tations: firstly, several of these methods only infer topologies, rather than branch lengths [73,

74]. While it is possible to infer branch lengths condition on topology estimates, it is unclear

how accurate these estimates would be. In contrast, methods that infer branch lengths along

with topology entail a slight tradeoff in their scalability [72, 75]. Another limitation of these

methods is that they only yield a point estimate of the local tree, rather than estimating uncer-

tainty in the tree. Nonetheless, it may be feasible to quantify uncertainty in the local tree using

a jackknife approach where the local tree is inferred over random subsets of the individuals.

It may also be possible to make use of recent advances in inferring pairwise coalescence

times (e.g., [76]) to build an approximation to the full likelihood. Recently, Albers & McVean

proposed a composite likelihood method to estimate allele age by “sandwiching” the age using

identity-by-descent tracts at the site of interest [77]. However, their method does not extend to

inferring how the allele frequency changed over time, and does not explicitly model selection.

Currently our method assumes correct knowledge of the demographic history. The effects

of latent or mis-specified population structure on inference of selection are well known (e.g.,

[78]), but in future work one might try to determine the exact effects of mis-specification of

effective population size on both inferring the local tree, and inferring selection conditional

on the local tree. One approach to dealing with this is to extend the importance sampling

approach we use to correct for selection to additionally correct for demography, when ARG

sampling is performed under a mis-specified demographic model.

Furthermore, many aspects of our model of selection (e.g. coalescence, allele frequency

transitions) assume a panmictic population. To extend our model to more complex demo-

graphic models and/or linked selection (i.e., allowing multiple sites to be subject to selection)

would entail drastically increased computational cost (e.g., marginalizing allele frequencies

corresponding to each population, rather than the allele frequency in a single population).

Using a deterministic approximation of the allele frequency trajectory would circumvent this

issue, but it would also raise new issues, such as how to model allele frequencies when s� 0.

Despite its limitations, the method presented here provides the first close approximation to

a full likelihood function for the selection coefficient under simple models. As demonstrated

by our simulations, full likelihood methods have the potential to greatly improve power to

detect selection and estimate the strength of selection under a variety of conditions. It also pro-

vides a rigorous and accurate method for estimating allele frequency trajectories, and is the

first to achieve so using modern data. As methods for inferring ARGs improve in the future,

so too will the derived methods for detecting and quantifying selection and inferring allele fre-

quency changes.
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Supporting information

S1 Fig. Selection coefficients inferred directly from the true local trees. Left: constant popu-

lation size (Ne = 104). Right: Tennessen CEU demographic model. Marker color denotes pres-

ent-day allele frequency (25/50/75% correspond to yellow/red/purple, respectively).

(EPS)

S2 Fig. Allele frequency trajectories inferred from ARGweaver local trees when μ = r. We

set μ = 2.5 × 10−8 mut/bp/gen, r = 2.5 × 10−8 recombinations/bp/gen and fix the present day

allele frequency to X0 = 50% Stepwise trajectories are inferred, dashed trajectories are the

ground truth. Vertical bars denote the 25-75th percentile range of estimates. For each condi-

tion we show 20 randomly selected simulations and their corresponding inferences. All data

simulated under a demographic model with constant size N = 104.

(EPS)

S3 Fig. Inferring allele frequency trajectories under CEU demography. Trajectories were

inferred from true local trees (top row) and importance sampling on ARGweaver local trees (bot-

tom row). Columns correspond to different present-day allele frequencies (left: 50%, right: 75%).

For each condition we show 20 randomly selected simulations (dashed, translucent lines) and

their corresponding inferences (piecewise constant curves; dots and vertical bars indicate the

median and 25-75 percentiles of estimates, respectively). The gray box indicates the timing of the

bottleneck, occurring approximately 920-2040 generations ago. Simulations were done under the

European demographic model described in Methods and Materials using a locus of 200kb, n = 25

diploid individuals and μ = 2.5 × 10−8 mut/bp/gen, r = 1.25 × 10−8 recombinations/bp/gen.

(EPS)

S4 Fig. ARGweaver proposes less accurate trees under non-equilibrium demography. Left:

constant Ne = 104. Right: Tennessen CEU demographic model. We found in S2 Fig that impor-

tance sampling using ARGweaver tends to underestimate the selection coefficient under a

model of CEU demography. To demonstrate that the proposal distribution for sampling the

local tree is the source of this bias, we use TMRCA of the local tree as a heuristic the locus’s

selection coefficient. For the sake of argument, we postulate that as one decreases the TMRCA

of a local tree, the maximum-likelihood estimate of the selection coefficient strictly descreases.

If so, then if the minimum value of the sampled TMRCAs is greater than the true TMRCA,

then this instance of the importance sampling estimate will underestimate the selection coeffi-

cient. Hence, one can measure importance sampling efficiency by looking at the probability

that the minimum value of the sampled TMRCAs is less than the true TMRCA. This is shown

graphically by the proportion of points that fall in the red upper triangle. The selection coeffi-

cients s = 0, 0.001, 0.003, 0.01 are indicated by purple, blue, green, and orange, respectively.

Simulations were done under the European demographic model described in Methods and

Materials using a locus of 200kb, n = 25 diploid individuals and μ = 2.5 × 10−8 mut/bp/gen,

r = 1.25 × 10−8 recombinations/bp/gen. We fixed the present-day allele frequency to be 75%.

(EPS)

S5 Fig. ARGweaver infers an excess of recent coalescences. As a diagnostic for the trees out-

putted by ARGweaver, we compared the amount of coalescence in the sample trees vs. the

local trees. Let ai,s be the number of coalescent events during epoch i in the sth replicate of the

simulation. We calculate

ei ¼

1

M

XS

s¼1

XM

m¼1
aðmÞi;s

PS
s¼1
ai;s
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as an estimate of the “fold excess” of coalescence, where aðmÞi;s denotes themth ARGweaver sam-

ple of ai,s. Notice that if the sample trees closely approximate the true tree, then ei� 0. The

dashed line indicates no excess, i.e., no bias in the estimates. We find that ARGweaver can

have a nearly 4× excess of inferred coalescence events in the most recent epochs (e.g. [0, 100]

generations ago). Here we simulated recent selection starting 100 generations ago under a

model of European demography with n = 50 diploid individuals, a physical length of 200kb,

and μ = 2.5 × 10−8 mut/bp/gen, r = 1.25 × 10−8 mut/bp/gen. We condition on the variant hav-

ing a present-day frequency of 50%.

(EPS)

S6 Fig. Performance of trajectory inference across replicates. We illustrated inferred vs. true

trajectories, holding selection coefficient constant across the replicates. In this case, we chose

s = 0 in order to maximize the amount of variability in the trajectories of the replicates. Rows

correspond to simulations conditioned on different present-day allele frequencies (0.25:

A-C,0.50: D-F,0.75: G-I). Left column (A,D,G): trajectories inferred using the true local tree.

Middle column (B,E,H): trajectories inferred using importance sampling, fixing the selection

coefficient to the ground truth (s = 0). Right column (C,F,I): trajectories inferred under

importance sampling and estimating s. Simulations were done under the constant size model

described in Methods and Materials using a locus of 100kb, n = 25 diploid individuals and μ =

2.5 × 10−8 mut/bp/gen, r = 1.25 × 10−8 recombinations/bp/gen.

(EPS)

S7 Fig. Effect of uncertainty in s on trajectory inference. A: trajectories inferred using

importance sampling (i.e. Eq 22), fixing ŝ ¼ s. B: trajectories inferred using importance sam-

pling and integrating over a uniform prior on s (see S1 Text for formulae). Simulations were

done under the European demographic model described in Methods and Materials using a

locus of 200kb, n = 25 diploid individuals and μ = 2.5 × 10−8 mut/bp/gen, r = 1.25 × 10−8

recombinations/bp/gen.

(EPS)

S8 Fig. Effect of background selection on inference of selection. Estimates of the selection

coefficient of a selected allele (s = 0.1) linked to sites under background selection of varying

strength. Simulations were done using forward simulations assuming constant Ne = 103 using

a locus of 1Mb, n = 25 diploid individuals and μ = 2.5 × 10−8 mut/bp/gen, r = 1.25 × 10−8

recombinations/bp/gen. Mean estimates are represented by blue hash marks.

(EPS)

S9 Fig. Effect of model misspecification on inference of selection. Likelihood ratios (A,C)

and selection coefficient estimates (B,D) calculated given the true tree (A,B) and via impor-

tance sampling using ARGweaver (C,D). Blue violin plots represent estimates using the correct

(European) demographic model, whereas orange plots represent estimates using a model of

constant Ne = 104. Simulations were done under the European demographic model described

in Methods and Materials using a locus of 200kb, n = 25 diploid individuals and μ = 2.5 × 10−8

mut/bp/gen, r = 1.25 × 10−8 recombinations/bp/gen.

(TIF)

S10 Fig. Geographical distribution of pigmentation SNPs. Population-wide allele frequen-

cies of (A) rs4988235 (MCM6) and (B) rs3827760 (EDAR) plotted geographically using

GGV.

(EPS)
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S11 Fig. Allele frequency trajectory of rs3827760 (EDAR) in CHB. Frequency trajectory

inferred using importance sampling under a model of CHB demography.

(EPS)

S12 Fig. Geographical distribution of pigmentation SNPs. Population-wide allele frequen-

cies of pigmentation SNPs from Fig 10 plotted geographically using GGV.

(EPS)

S13 Fig. Allele frequency trajectory estimate of rs12913832 (OCA2/HERC2). The same

trajectory estimate as in Fig 10A with x-axis limits extended to illustrate earlier history of the

allele.

(EPS)
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(PDF)

Acknowledgments

We thank Melissa Hubisz and Andrew Kern for extensive help with the software packages

ARGweaver and Discoal, respectively. We also thank Graham Coop, Michael Edge, Priya

Moorjani, Yun Song, as well as Vladimir Shchur and other members of the Nielsen Lab, for

helpful discussions.

Author Contributions

Conceptualization: Aaron J. Stern, Rasmus Nielsen.

Formal analysis: Aaron J. Stern.

Investigation: Aaron J. Stern.

Methodology: Aaron J. Stern, Rasmus Nielsen.

Project administration: Rasmus Nielsen.

Resources: Rasmus Nielsen.

Software: Aaron J. Stern, Peter R. Wilton.

Supervision: Rasmus Nielsen.

Validation: Aaron J. Stern.

Visualization: Aaron J. Stern.

Writing – original draft: Aaron J. Stern, Peter R. Wilton, Rasmus Nielsen.

Writing – review & editing: Aaron J. Stern, Rasmus Nielsen.

References
1. Watterson GA. Testing Selection at a Single Locus. Biometrics. 1982; 38(2):323–331. https://doi.org/

10.2307/2530446 PMID: 7115865

2. Mathieson I, McVean G. Estimating selection coefficients in spatially structured populations from time

series data of allele frequencies. Genetics. 2013; 193(3):973–984. https://doi.org/10.1534/genetics.

112.147611 PMID: 23307902

3. Williamson EG, Slatkin M. Using Maximum Likelihood to Estimate Population Size From Temporal

Changes in Allele Frequencies. 1999;.

4. Bollback JP, York TL, Nielsen R. Estimation of 2Nes from temporal allele frequency data. Genetics.

2008; 179(1):497–502. https://doi.org/10.1534/genetics.107.085019 PMID: 18493066

Approximate full-likelihood inference of selection and allele frequency trajectories

PLOS Genetics | https://doi.org/10.1371/journal.pgen.1008384 September 13, 2019 28 / 32

http://journals.plos.org/plosgenetics/article/asset?unique&id=info:doi/10.1371/journal.pgen.1008384.s011
http://journals.plos.org/plosgenetics/article/asset?unique&id=info:doi/10.1371/journal.pgen.1008384.s012
http://journals.plos.org/plosgenetics/article/asset?unique&id=info:doi/10.1371/journal.pgen.1008384.s013
http://journals.plos.org/plosgenetics/article/asset?unique&id=info:doi/10.1371/journal.pgen.1008384.s014
https://doi.org/10.2307/2530446
https://doi.org/10.2307/2530446
http://www.ncbi.nlm.nih.gov/pubmed/7115865
https://doi.org/10.1534/genetics.112.147611
https://doi.org/10.1534/genetics.112.147611
http://www.ncbi.nlm.nih.gov/pubmed/23307902
https://doi.org/10.1534/genetics.107.085019
http://www.ncbi.nlm.nih.gov/pubmed/18493066
https://doi.org/10.1371/journal.pgen.1008384


5. Lang GI, Rice DP, Hickman MJ, Sodergren E, Weinstock GM, Botstein D, et al. Pervasive genetic hitch-

hiking and clonal interference in forty evolving yeast populations. Nature. 2013; 500(7464):571. https://

doi.org/10.1038/nature12344 PMID: 23873039

6. Good BH, McDonald MJ, Barrick JE, Lenski RE, Desai MM. The dynamics of molecular evolution over

60,000 generations. Nature. 2017; 551(7678):45. https://doi.org/10.1038/nature24287 PMID:

29045390

7. Lazaridis I, Patterson N, Mittnik Alissa et al. Ancient human genomes suggest three ancestral popula-

tions for present-day Europeans. Nature. 2014; 513(7518):409–13. https://doi.org/10.1038/

nature13673 PMID: 25230663

8. Mathieson I, Lazaridis I, Rohland N, Mallick S, Patterson N, Roodenberg SA, et al. Genome-wide pat-

terns of selection in. Nature. 2015; 528(7583):499–503. https://doi.org/10.1038/nature16152 PMID:

26595274

9. Sabeti PC, Reich DE, Higgins JM, Levine HZP, Richter DJ, Schaffner SF, et al. Detecting recent posi-

tive selection in the human genome from haplotype structure. 2002; 419(October).

10. Nielsen R, Williamson S, Kim Y, Hubisz MJ, Clark AG, Bustamante C. Genomic scans for selective

sweeps using SNP data. 2005; p. 1566–1575.

11. Voight BF, Kudaravalli S, Wen X, Pritchard JK. A map of recent positive selection in the human genome.

PLoS biology. 2006; 4(3):e72. https://doi.org/10.1371/journal.pbio.0040072 PMID: 16494531

12. Smith JM, Haigh J. The hitch-hiking effect of a favourable gene. Genetics Research. 1974; 23(1):23–

35. https://doi.org/10.1017/S0016672300014634

13. Kaplan NL, Hudson R, Langley C. The “hitchhiking effect” revisited. Genetics. 1989; 123(4):887–899.

PMID: 2612899

14. Tajima F. Statistical method for testing the neutral mutation hypothesis by DNA polymorphism. Genet-

ics. 1989; 123(3):585–595. PMID: 2513255

15. Stephan W, Wiehe TH, Lenz MW. The effect of strongly selected substitutions on neutral polymor-

phism: analytical results based on diffusion theory. Theoretical Population Biology. 1992; 41(2):237–

254. https://doi.org/10.1016/0040-5809(92)90045-U

16. Fu YX, Li WH. Statistical tests of neutrality of mutations. Genetics. 1993; 133(3):693–709. PMID:

8454210

17. Fay JC, Wu Ci. Hitchhiking Under Positive Darwinian Selection. 2000;.

18. Teshima KM, Coop G, Przeworski M. How reliable are empirical genomic scans for selective sweeps?

2006;(773):702–712.

19. Ferrer-Admetlla A, Liang M, Korneliussen T, Nielsen R. On detecting incomplete soft or hard selective

sweeps using haplotype structure. Molecular biology and evolution. 2014; 31(5):1275–1291. https://doi.

org/10.1093/molbev/msu077 PMID: 24554778

20. Garud NR, Messer PW, Buzbas EO, Petrov Da. Recent selective sweeps in North American Drosophila

melanogaster show signatures of soft sweeps. PLoS genetics. 2015; 11(2):e1005004. https://doi.org/

10.1371/journal.pgen.1005004 PMID: 25706129

21. Field Y, Boyle EA, Telis N, Gao Z, Gaulton KJ. Detection of human adaptation during the past 2, 000

years. 2016; p. 1–18.

22. Schrider DR, Kern AD. S/HIC: Robust Identification of Soft and Hard Sweeps Using Machine Learning.

PLoS genetics. 2016; 12(3):e1005928. https://doi.org/10.1371/journal.pgen.1005928 PMID: 26977894

23. Schrider DR, Kern AD. Supervised Machine Learning for Population Genetics: A New Paradigm.

Trends in Genetics. 2018;.

24. Lin K, Li H, Schlötterer C, Futschik A. Distinguishing positive selection from neutral evolution: boosting

the performance of summary statistics. Genetics. 2011; 187(1):229–244. https://doi.org/10.1534/

genetics.110.122614 PMID: 21041556

25. Ronen R, Udpa N, Halperin E, Bafna V. Learning natural selection from the site frequency spectrum.

Genetics. 2013; 195(1):181–193. https://doi.org/10.1534/genetics.113.152587 PMID: 23770700

26. Sheehan S, Song YS. Deep learning for population genetic inference. PLoS computational biology.

2016; 12(3):e1004845. https://doi.org/10.1371/journal.pcbi.1004845 PMID: 27018908

27. Krone SM, Neuhauser C. Ancestral processes with selection. Theoretical population biology. 1997; 51

(3):210–237. https://doi.org/10.1006/tpbi.1997.1299 PMID: 9245777

28. Kaplan NL, Darden T, Hudson RR. The Coalescent Process in Models With Selection. 1988; 829

(2):819–829.

29. Coop G, Griffiths RC. Ancestral inference on gene trees under selection. Theoretical population biology.

2004; 66(3):219–32. https://doi.org/10.1016/j.tpb.2004.06.006 PMID: 15465123

Approximate full-likelihood inference of selection and allele frequency trajectories

PLOS Genetics | https://doi.org/10.1371/journal.pgen.1008384 September 13, 2019 29 / 32

https://doi.org/10.1038/nature12344
https://doi.org/10.1038/nature12344
http://www.ncbi.nlm.nih.gov/pubmed/23873039
https://doi.org/10.1038/nature24287
http://www.ncbi.nlm.nih.gov/pubmed/29045390
https://doi.org/10.1038/nature13673
https://doi.org/10.1038/nature13673
http://www.ncbi.nlm.nih.gov/pubmed/25230663
https://doi.org/10.1038/nature16152
http://www.ncbi.nlm.nih.gov/pubmed/26595274
https://doi.org/10.1371/journal.pbio.0040072
http://www.ncbi.nlm.nih.gov/pubmed/16494531
https://doi.org/10.1017/S0016672300014634
http://www.ncbi.nlm.nih.gov/pubmed/2612899
http://www.ncbi.nlm.nih.gov/pubmed/2513255
https://doi.org/10.1016/0040-5809(92)90045-U
http://www.ncbi.nlm.nih.gov/pubmed/8454210
https://doi.org/10.1093/molbev/msu077
https://doi.org/10.1093/molbev/msu077
http://www.ncbi.nlm.nih.gov/pubmed/24554778
https://doi.org/10.1371/journal.pgen.1005004
https://doi.org/10.1371/journal.pgen.1005004
http://www.ncbi.nlm.nih.gov/pubmed/25706129
https://doi.org/10.1371/journal.pgen.1005928
http://www.ncbi.nlm.nih.gov/pubmed/26977894
https://doi.org/10.1534/genetics.110.122614
https://doi.org/10.1534/genetics.110.122614
http://www.ncbi.nlm.nih.gov/pubmed/21041556
https://doi.org/10.1534/genetics.113.152587
http://www.ncbi.nlm.nih.gov/pubmed/23770700
https://doi.org/10.1371/journal.pcbi.1004845
http://www.ncbi.nlm.nih.gov/pubmed/27018908
https://doi.org/10.1006/tpbi.1997.1299
http://www.ncbi.nlm.nih.gov/pubmed/9245777
https://doi.org/10.1016/j.tpb.2004.06.006
http://www.ncbi.nlm.nih.gov/pubmed/15465123
https://doi.org/10.1371/journal.pgen.1008384


30. Vy HMT, Kim Y. A composite-likelihood method for detecting incomplete selective sweep from popula-

tion genomic data. Genetics. 2015; 200(2):633–649. https://doi.org/10.1534/genetics.115.175380

PMID: 25911658

31. Kim Y, Stephan W. Detecting a Local Signature of Genetic Hitchhiking Along a Recombining Chromo-

some. 2002; 777(February):765–777.

32. Peter BM, Huerta-Sanchez E, Nielsen R. Distinguishing between selective sweeps from standing varia-

tion and from a de novo mutation. PLoS genetics. 2012; 8(10):e1003011. https://doi.org/10.1371/

journal.pgen.1003011 PMID: 23071458

33. Ormond L, Foll M, Ewing GB, Pfeifer SP, Jensen JD. Inferring the age of a fixed beneficial allele. Molec-

ular ecology. 2016; 25(1):157–169. https://doi.org/10.1111/mec.13478 PMID: 26576754

34. Ilardo MA, Moltke I, Korneliussen TS, Cheng J, Stern AJ, Racimo F, et al. Physiological and genetic

adaptations to diving in sea nomads. Cell. 2018; 173(3):569–580. https://doi.org/10.1016/j.cell.2018.03.

054 PMID: 29677510

35. Corl A, Bi K, Luke C, Challa AS, Stern AJ, Sinervo B, et al. The genetic basis of adaptation following

plastic changes in coloration in a novel environment. Current Biology. 2018; 28(18):2970–2977. https://

doi.org/10.1016/j.cub.2018.06.075 PMID: 30197088

36. Sugden LA, Atkinson EG, Fischer AP, Rong S, Henn BM, Ramachandran S. Localization of adaptive

variants in human genomes using averaged one-dependence estimation. Nature communications.

2018; 9(1):703. https://doi.org/10.1038/s41467-018-03100-7 PMID: 29459739

37. Rasmussen MD, Hubisz MJ, Gronau I, Siepel A. Genome-wide inference of ancestral recombination

graphs. PLoS genetics. 2014; 10(5):e1004342. https://doi.org/10.1371/journal.pgen.1004342 PMID:

24831947

38. Edge MD, Coop G. Reconstructing the history of polygenic scores using coalescent trees. Genetics.

2019; 211(1):235–262. https://doi.org/10.1534/genetics.118.301687 PMID: 30389808

39. Berisa T, Pickrell JK. Approximately independent linkage disequilibrium blocks in human populations.

Bioinformatics. 2016; 32(2):283. https://doi.org/10.1093/bioinformatics/btv546 PMID: 26395773
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