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Ubiquitous computing—that interacts and adapts to humans—is inevitable. In these per-

vasive systems, human reactions and behavior are observed and coupled into the loop of

computation. The new generation of these autonomous systems has enabled a multitude of

applications in the context of smart cities, healthcare, and automotive systems. By enabling

autonomy into the essence of pervasive systems, these evolving systems not only provide ser-

vices that are adaptable to the human context but also intervene and take actions that are

tailored to the human reaction and behavior. The objective of this dissertation is to weave the

personalization and context-awareness into the very fabric of autonomous pervasive systems.

The contributions of this dissertation are multi-fold. The first part of the thesis addresses

the system software design to build context-aware applications that can adapt to different

human and environment state. We introduce a framework for Android OS that can facili-

tate the implementation of the context-aware application which we named CAreDroid. The

newly developed OS support is designed to decouple the application logic from the complex

adaptation decisions in Android context-aware apps. In particular, several case studies im-

plemented using the designed OS are shown to facilitate the implementation of personalized

mobile apps by having at least half lines of code fewer and at least 10 more efficient in

execution time compared to equivalent context-aware apps that use standard Android.

The second part of the thesis looks into the privacy concerns that arise from the adapta-

ii



tion of personalized systems where the human interactions and behavior can leak sensitive

information. We show that context-aware systems open the door for side-channel to leak

sensitive personal information. That is, while context-aware autonomous applications adapt

their behavior based on the current context of the user, this very act of changing the be-

havior can be used by malicious software to reverse engineer the human context. In this

part, we studied the extent to which a malicious app can monitor the adaptations triggered

by authentic context-aware apps and extract user’s information. In particular, we showed

a concrete instantiation of a new category of spyware which we refer to as Context-Aware

Adaptation Based Spyware (SpyCon). Afterwards, we proposed a novel OS software mecha-

nism to detect and mitigate SpyCon apps called VindiCo. Being a new spyware, traditional

spyware detection methods that are based on code signature or app behavior are not ade-

quate to detect SpyCon. Therefore, VindiCo proposes a novel information-based detection

technique and several mitigation strategies.

The third part focuses on designing machine-learning based systems to build adaptation

and personalization services. In this perspective, we show end-to-end applications that

interact with humans and adapt to their needs and preferences. We focus on the area of

context-aware driver assistance systems (ADAS). We show that by using the monitored

human state to design driver-in-the-loop systems, these systems can provide personalized

driving experience. We purpose Sentio, a Reinforcement Learning solution to take the human

reactions and behavior into the loop of computation. We then discuss an architecture for

personalized and autonomous IoT (IoPAT) by showing an example of personalized smart

home application.
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CHAPTER 1

Introduction

The age of autonomous systems that adapt to human behaviors has arrived. In these context-

aware and pervasive systems, human reactions and behaviors are observed by edge devices

and are used to adapt the behavior of the whole system. By continuously developing a cog-

nition about the environment and the human state, and adapting accordingly, these systems

can provide the user with a unique and personalized experience. Personalized systems can

enable a multitude of applications in the context of smart buildings, smart cities, healthcare,

and automotive systems by providing services that are not only adaptable to the human but

can also intervene and maybe override human actions to ensure his safety and satisfaction.

While traditional autonomous systems interact with humans, in general, by collecting

data directly from humans and their environment, a unique feature of personalized au-

tonomous systems is their ability to assess human satisfaction and closing the loop by taking

actions to adapt to the changes in his mood, needs, and expectations. This tight coupling

between human behavior and computing promises a radical change in human life [Pic95].

Thanks to the recent advances in computational power, memory capacities, networking

bandwidths, and battery capabilities, edge devices are now capable of performing machine

learning algorithms to infer complex human states [SRN12, Muk15, SP13]. However, very

few works in literature focused on assessing personalized needs and satisfaction to adapt

to complex human states that vary between individuals and vary for the same individual

across time. It is these challenges in building personalized and autonomous systems that we

address in this thesis.

1



1.1 What is Pervasive Autonomy?

There is a long-standing desire to build practical pervasive computing systems that are both

autonomous and personalized. The objective of these systems is to continuously develop

a cognition about the environment and the human state and adapt accordingly to provide

the user with a unique and personalized experience through intervening with autonomous

actions. In other words, in these context-aware systems, the first step is extracting complex

semantics from various sensory data to infer the state (or context) of both the human user

along with her physical environment. The inferred context is then used by adaptation algo-

rithms to take actions that change the behavior of the system and to match the user and

environment state. Finally, automatically assessing the user satisfaction and changing the

adaptation decisions accordingly.

1.2 Challenges

As we stand on the edge of an explosion of data from sensory devices, there has been a

corresponding increase in system complexities and key challenges that need to be addressed.

Building new context-awareness engines that extract complex human and environment states

from high-bandwidth signals, inferring and predicting the human intent and satisfaction,

understanding this human-computer interaction while taking into account power-limitation

of these devices along with security and privacy concerns, are just examples to name few.

We highlighting several challenges that arise in the context of personalization of pervasive

autonomy. In addition to the traditional challenges in pervasive systems which include power,

memory, connectivity, and computational issues, personalized autonomous system faces the

following challenges:

1.2.1 Adaptability

Personalized autonomous system needs to continuously monitor the satisfaction of the human

user, and “learn” and “correct” the actions accordingly. The two types of variations namely
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(i) variations between individuals and (ii) variations within the same individual are central

themes in the adaptability challenge that need to be carefully addressed.

After adapting to human by deciding different actions, human users will respond to these

actions. Similarly to the variations in human preferences, is the variations in the time for

a human to respond to the actions taken by autonomous systems. While some users may

react to every action taken by autonomous systems, others may react after the autonomous

system has already performed multiple actions. To correctly learn the human preference,

personalized autonomous systems must take into account this variation in the observed

human response time.

A related challenge is concerned with the ability to fuse complex human states observed

from different individuals. Thanks to the current advances in machine learning, several

works in the literature reported significant breakthroughs in observing individual human

states [OGB11, CSD15, HYT14]. However, very few works focused on the problem of fusing

these individual human states to build complex states that represent the aggregate behavior

of all humans interacting with the system [WGT11] .

1.2.2 Privacy

Unfortunately, the same act of adapting to the human context often leads to systems where

increased sophistication comes at the expense of more privacy weaknesses. At the heart of

personalized autonomy, privacy is the notion that actions taken—in according to informa-

tion collected about human’s state—poses a significant privacy risk on inferring user sensitive

information. By simply monitoring the patterns of the actions taken, an adversarial eaves-

dropper may be able to reverse engineer these patterns to leak information about the human

state.

Detecting the amount of information that personalized autonomous actions could leak is

a challenging problem. Unlike traditional spyware where a priori information about its code

signature or input-output behavior is known, this privacy leaking spyware is not identified

yet. This opens the question of how to design a generic detection and mitigation algorithms
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that can limit the amount of information that could be leaked using such spyware.

1.2.3 Context Engines Support

A pervasive autonomous system needs to continuously monitor the state of the user and

adapt accordingly. This opens the question of how to design abstractions and support for

context-aware systems. That is, just as file and socket abstractions help applications handle

traditional input, output, and communication; a context-aware runtime system could help

applications adapt according to user behavior and physical context. This challenge focuses

on redesigning the computation stack to provide this support and allow developers to focus

on how to build context-aware applications that interact and adapt to humans.

1.3 Our Contribution

The contribution of this thesis–to address the aforementioned challenges–is multi-fold. Specif-

ically, we focused on how to design machine-learning based systems to build adap-

tation and personalization services, design OS system support technologies for

pervasive autonomous computing, along with addressing privacy concerns that

arise as a consequence of personalized services.

In particular, we propose an operating system support for personalized context-aware

computing. We start by introducing CAreDroid, an adaptation framework for android

context-aware applications. CAreDroid is a framework that is designed to decouple the ap-

plication logic from the complex adaptation decisions in Android context-aware applications.

In CAreDroid, context-aware methods are defined in application source code, the mapping

of methods to context is defined in configuration files, and context-monitoring and method

selection are performed by the runtime system. The CAreDroid framework is integrated

as part of the Dalvik Virtual Machine (DVM) in Android OS. In particular, at runtime,

CAreDroid intercepts the various sensor flows to determine the current context of the phone

(where context parameters include energy, network connectivity, location, and user activity).

CAreDroid uses this information along with the provided per-application configuration in
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order to dynamically and transparently trigger adaptations and to find the set of methods

that, at any point in time, better suit the device’s context. Next, we focused on building

an operating system mechanism that adapts to a context that is not largely explored named

“battery charging pattern”. We purpose CAMPS, a charging-aware power management

adaptation for mobile operating system. While prior battery-aware systems research has

focused on discharge power management in order to maximize the usable battery lifetime

of a device, here we proposed that context-aware operating systems also need to carefully

consider the process of battery charging. The power consumed by the system when plugged

in can influence the rate of battery charging, and hence, the availability of the system to the

user. Hence, understanding the human behavior and preference in charging his phone is es-

sential. We show that there is potential for software schedulers to increase device availability

by distributing tasks across the charging period.

The second contribution proposes a privacy firewall for personalized autonomous com-

puting. While personalized computing opens the door for a multitude of applications while

enhancing the user experience, they come with a cost. My research showed that context-

aware systems open the door for side-channel to leak sensitive personal information. That

is, while context-aware autonomous applications adapt their behavior based on the current

context of the user, this very act of changing the behavior can be used by malicious software

to reverse engineer the human context. We studied the extent to which a malicious app

can monitor the adaptations triggered by authentic context-aware apps and extract user’s

information. In particular, we showed a concrete instantiation of a new category of spyware

which we refer to as Context-Aware Adaptation Based Spyware (SpyCon). To circumvent

this side-channel leakage, we proposed a novel OS software mechanism to detect and mit-

igate SpyCon apps which we called VindiCo. Being a new spyware, traditional spyware

detection methods that are based on code signature or app behavior are not adequate to

detect SpyCon. Therefore, VindiCo proposes a novel information-based detection technique

and several mitigation strategies. We implemented VindiCo through extending the Android

Open Source Project (AOSP) with a new layer that supports the purposed detection mech-

anism and mitigation policies.
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Finally, the third contribution focuses on the personalization of pervasive systems. We

start by targeting the advanced driver assistance systems (ADAS). We propose a Reinforce-

ment Learning (RL) based algorithm called “multisample Q-learning” algorithm in the con-

text of driver-in-the-loop (ADAS). We use the proposed multisample Q-learning to develop

Sentio, an RL agent for a driver-in-the-loop Forward Collision Warning (FCW) system. This

RL agent continuously monitors the state of the driver and the environment surrounding the

vehicle to release the FCW early enough to match the driver attention level and preference

(regarding the relative distance between the driver car and other cars). We implemented

a proof-of-concept of the proposed Sentio system that demonstrates the feasibility of our

algorithm. We evaluated Sentio on human drivers using a virtualized simulated environ-

ment. Afterwards, we propose an architecture for personalized and autonomous IoT systems

that weaves personalization and context-awareness into the very fabric of IoT. We term this

architecture as the Internet of Personalized and Autonomous Things or IoPAT for short

By combining ideas from reinforcement learning and information theory, we show—using an

example of smart and personalized home services—how the proposed IoPAT can adapt to

human behaviors that are varying between individuals and vary, for the same individual,

across time.

1.4 Organization Of This Dissertation

This dissertation touches three different aspects of pervasive autonomous systems.

Part 1- Operating System Support for Pervasive Autonomous Systems. This part

presents CAreDroid in Chapter 1 and CAMPS in Chapter 2.

Part 2- Privacy Firewall for Personalized Autonomous Computing. This part

presents SpyCon in Chapter 3 and VindiCo in Chapter 4.

Part 3- Personalization of Pervasive Autonomy. This part is presents Sentio in

Chapter 5 and IoPAT in Chapter 6. We wrap up this dissertation by providing some

conclusions and future directions of research in Chapter 7.
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Part I

Operating System Support for

Pervasive Autonomous Systems
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CHAPTER 2

CAreDroid: Adaptation framework for context-aware

mobile application

2.1 Introduction

Computation is becoming increasingly coupled with the physical world. Context-aware ap-

plications typically feature multiple interchangeable methods and sets of parameters, each

of which is activated when the system is under a specific set of physical conditions. A music

streaming application, for example, may request lower quality streams from a server when

using a cellular network radio than when using WiFi. Social network applications may dis-

cover and promote interaction between users in close physical proximity. A video encoding

application may delay or lower the quality of its processing to save energy when the sys-

tem is running out of battery. When implementing context-aware applications, developers

typically must probe sensors, derive a context from sensor information, and design an adap-

tation engine that activates different methods for different contexts. With adequate support

from the runtime system, context monitoring could be performed efficiently in the back-

ground and adaptation could happen automatically [PZC14]. Application developers would

then only be required to implement methods tailored to different contexts. Just as file and

socket abstractions help applications handle traditional input, output, and communication;

a context-aware runtime system could help applications adapt according to user behavior

and physical context.

In this work we introduce CAreDroid, a framework for Android that makes context-

aware applications easier to develop and more efficient by decoupling functionality, mapping,

and monitoring and by integrating context adaptation into the runtime. In CAreDroid,
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context-aware methods are defined in application source code, the mapping of methods to

context is defined in configuration files, and context-monitoring, and method replacement

are performed by the runtime system.

Because applications using CAreDroid do not need to monitor and handle changes in

context directly, they can be written using significantly fewer lines of code than would be

required if only using the standard Android APIs. Because CAreDroid introduces context-

monitoring at the system level, it can avoid the indirection overhead of reading sensor data

in the application layer, therefore making context-aware applications more efficient.

To allow for transparent switching between polymorphic implementations—which are al-

ternative implementations of the same method that either provide same functionality with

different performances or provide alternative functionality for the same method—the CAre-

Droid framework is integrated as part of the Dalvik Virtual Machine (DVM). In particular,

at runtime, CAreDroid intercepts the various sensor flows in order to determine the cur-

rent context of the phone (where context parameters include energy, network connectivity,

location, and user activity). CAreDroid uses this information along with the provided per-

application configuration in order to dynamically and transparently trigger adaptations and

to find the set of methods that, at any point in time, better suit the device’s context.

2.1.1 Related Work

A context-aware system requires three major elements: (1) a set of mutually replaceable

polymorphic methods, (2) a context monitoring system, and (3) an adaptation engine that

switches between different methods based on the monitored context. We divide the related

work based on the three elements mentioned above.

2.1.1.1 Developing Context-Dependent Behavior

We can identify three main strategies in developing the context-dependent behaviors as

follows.
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• Code partitioning: Code partitioning for remote execution is based on the idea of

cyber-foraging [Sat01] where mobile devices offload some of the work to a remote

machine with more resources like a server [LLH13]. The server can then execute the

heavy work on behalf of the mobile devices that have scarce energy. The idea of cyber

foraging has been addressed in previous work with different aspects. Both Spectra

and Chroma [FPS02, BSP03] do program partitioning and run part of the code on

a surrogate server. They both rely on an earlier work called Odyssey [NSN97] that

explored the idea of application adaptation based on network bandwidth and CPU

load. Puppeteer [DWZ01] focusses on adaptation to limited bandwidth by making

transcoding. Transcoding is a transformation of data to change the fidelity [NSN97]

of the application to save energy.

• Reflective techniques: Reflection, originally noted by Smith [Smi82], is a technique

that has emerged in computing languages to provide inspection and adaptation of

the underlying virtual machine. Reflective techniques have been exploited in mobile

computing middleware to address context change. Reflective mechanisms have been

used by Capra et al. [CBM02] such that applications acquire information about the

context, and then the middleware behavior and the underlined device configuration

are tuned accordingly.

• Alternate code paths: Alternate code paths or algorithmic choice has been ad-

dressed in energy-aware software literature such as Petabricks [ACW09] and Eon [SKG07].

The choice between alternate algorithmic implementations of the same code is done

dynamically based on the energy availability. Each code path has different energy con-

sumption in a tradeoff with quality or the accuracy of the result. A code path that is

chosen by a pre-determined battery life has been explored in [LMM07] in which tasks

that have identical functionality are defined by developers. These tasks have different

quality of service versus energy usage characteristics for embedded sensors application.

In Green [BC10] a calibration phase is done at the beginning to determine the sam-

pling rate—which eventually affects the accuracy of the result—in order to adapt to
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the available energy. Algorithmic choice has been further used in software libraries to

deliver the best performance based on the hardware configuration [FJ05, LGP07].

2.1.1.2 Context Monitoring

Efficient context monitoring has been studied throughly in literature. The work reported in

[KLJ08, LYL10] provides frameworks for sensor-rich context monitoring. The main focus of

that work is to minimize the energy consumption of the context-monitoring system. To fur-

ther enhance the energy efficiency, Suman [Nat12] exploits the temporal correlation between

contexts in order to infer some context from others without reading the actual sensor mea-

surements. To avoid performance degradation due to minimizing the energy consumption

in context monitoring frameworks, the work in [KSB13, CLL11] focuses on the optimization

between continuous context monitoring, energy, latency and accuracy. Moreover, mobile

operating systems currently support context monitoring functionalities.

For example, the recently added getMostProbableActivity() API can be used to return

the result of the Android OS activity recognition engine (e.g. biking or walking). Other

examples are the Geofencing APIs provided by both Andorid and iOS which allow listening

to the entrance and exit events from particular places and therefore allow for location based

context applications.

2.1.1.3 Adaptation Engine

Prior work related to adaptation engines can be classified into two broad categories (i)

application-oriented adaptation engines and (ii) operation system-oriented adaptation en-

gines. The work reported in [BGX10, ZGF11] is a representative work for the first class.

In this work, an application specific adaptation engines are designed and implemented with

specific focus on energy-aware context adaptation. The work in [ACK13, VC11, CKL11]

lies in the second category, where adaptation engines are proposed to perform context-aware

OS functionalities such as context-aware memory management, context-aware scheduling, ...

etc.
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2.1.2 CAreDroid Contribution

The work reported in this chapter can be categorized under the class of application-oriented

adaptation engines. While there is a rich body of work in designing application-specific

adaptation engines, a systematic support for context-awareness is still missing from contem-

porary mobile operating systems. The work in this chapter aims to fill this gap by providing

OS support for the adaptation needed by context-aware Android applications.

In this chapter we discuss the design and implementation of CAreDroid and present

application case studies demonstrating the effectiveness of the system. Technically, we make

the following contributions:

• We design CAreDroid, a framework for the implementation of context-aware polymor-

phic methods and for the definition of application-specific rules used to map methods

to contexts (Section 2.3);

• We extend the Dalvik Virtual Machine in the Android OS to provide adaptation sup-

port for context-aware application. The resulting CAreDroid can transparently switch

between polymorphic versions of application methods at runtime (Section 2.5);

• We provide two levels of complexity of the mapping between contexts to methods, (i)

a binary criteria (called must fit) and a relaxed criteria (called best fit) (Section 2.5.2);

• We demonstrate how application developers can leverage CAreDroid to make applica-

tions context-aware with minimal disruptions to the standard application development

process (Section 6.6).

The reminder of this chapter is organized as follows: Section 2.2 introduces the system

architecture of CAreDroid. Details of CAreDroid including its configuration, monitoring,

and context adaptation algorithms are presented in Sections 2.3, 2.4, and 2.5 respectively.

Section 6.6 shows the evaluation and case studies. Finally, we discuss some issues related to

the design of CAreDroid and give conclusions in Sections 2.7 and 2.8, respectively.
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Figure 2.1: CAreDroid System Architecture. The developer provides a set of polymorphic

methods and provides a configuration file describing how these methods shall be called.

At runtime, CAreDroid monitors the phone context and adapts the application behavior

accordingly.

2.2 System Architecture

The main objective of CAreDroid is to provide the application developer with support to

easily build adaptation in context-aware applications. Hence, from a developer perspective,

the design of CAreDroid needs to satisfy the following properties:

1. Usability: CAreDroid needs to add minimal overhead on the application developer

at development time.

2. Performance: The adaptation engined needs to add minimal execution overhead

when the application is running.

Motivated by these two design objectives, we designed CAreDroid as discussed in this

section. A conceptual overview of the CAreDroid architecture is shown in Figure 2.1. Ap-

plications normally call polymorphic methods f and g. Each method is aliased to one of its
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versions (f1 and g2, respectively, in the example). A sensitivity configuration file, defined

on a per-application basis, describes rules that determine under what context each of the

polymorphic versions should be used. For each version of a method, sensitivity rules define

acceptable ranges of operation for different sensors of system context. Method f1 could

define, for example, two rules stating that WiFi connectivity and battery charging status

should be equal to true, while f2 could define one rule stating that remaining battery capac-

ity should be between 0% and 20%. Rules are assigned priorities that help determine which

of the versions should be used when multiple rules are valid.

In the system layer, CAreDroid parses the application configuration file to discover adapt-

able methods and their rules of operation. A context-monitoring module abstracts the vari-

ous sensors in the system, and exposes context information to an adaptation engine. When

changes in context occur, the adaptation engine changes the aliasing of the adaptable meth-

ods according to the sensitivity rules. If more than one version of a method matches the

current context, the priorities of the sensitivity rules are used to choose between them. When

there are no alternatives of a method that exactly matches the context, CAreDroid chooses

the version that most closely conforms to the current state of the device. CAreDroid is

organized in three modules:

2.2.0.1 Context Sensitivity Configuration File

For each context-aware application, a sensitivity configuration file maps methods to contexts.

The file is structured as a series of sensitive methods and their respective context sensitivity

lists described in XML format. In keeping with our goal of decreasing development com-

plexity for context-aware applications, the file is a straightforward description of acceptable

ranges of operation for each method under different contexts. A detailed description of the

CAreDroid configuration file is presented in Section 2.3.

14



2.2.0.2 Context Monitor

CAreDroid has a dedicated module that continuously probes the current phone context.

CAreDroid supports both raw contexts that can be directly known by reading the state of

the hardware (e.g. WiFi connectivity, battery level) as well as higher level inferred contexts

such as mobility status (e.g., walking, running) that require advanced processing of sensor

information. As mentioned in Section 2.1.1.2, the design of context monitoring systems is a

well studied topic. The main work in this chapter does not focus on efficient implementation

of context monitoring system. However, context monitoring is yet an essential part in order

to evaluate any adaptation engine. Hence, in Section 2.4 we describe a simplistic imple-

mentation of context monitoring which can be augmented by any of the previous proposed

context monitoring algorithms.

2.2.0.3 Adaptation Engine

In order to choose the correct polymorphic implementation that best suits the current con-

text, CAreDroid uses the data supplied by the developer in the configuration file. Alternative

implementations of sensitive methods are connected together through a replacement map

that lists all candidates methods that can be used for a sensitive call. Whenever more than

one candidate implementation fits the current context, CAreDroid uses a conflict resolution

mechanism to pick the implementation with the highest priority.

Because it frees developers from having to implement adaptation strategies in the ap-

plication layer, the CAreDroid adaptation engine is the main factor in meeting our goal of

decreasing development complexity for context-aware applications.

Section 2.5 shows how context-to-method matching and conflict detection are imple-

mented efficiently to meet our goal of reducing runtime overhead.
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2.3 Sensitivity Configuration File

The configuration file is an XML file that is supplied by the application developer. To fit in

the Android flow, the configuration file is stored as an asset file packed with the application

package file (APK). In this section, we describe the structure of this XML file along with

the post-processing steps performed by CAreDroid over this file.

2.3.1 Configuration File Structure

For each sensitive method, the developer provides different polymorphic implementations.

Each polymorphic implementation of a method is described by a name, a tag, and a priority.

The name corresponds to the method name in source code. The tag associates different

implementations of a method with one another. For example, if methods f1 and f2 are

polymorphic implementations of the same method, then both of them must be associated

with the same tag, for example f . Finally the priority for a method helps the system resolve

ambiguities when multiple versions of a method satisfy the current context.CAreDroid

For each polymorphic implementation, the developer assigns a sensitivity list. This sen-

sitivity list is the list of context states for which this polymorphic implementation shall be

triggered. In our current implementation of CAreDroid, we focus on four context categories:

• Battery state: In this category, we define three contexts which are (1) the remaining

battery capacity (0% − 100%) (2) the battery temperature (−30◦ C – 100◦ C) which

is an indicative of high battery load as well as elevated power consumption; and (3)

operating battery voltage, which is an indicative of the battery health.

• Connectivity state: In this category, we define three contexts: (1) WiFi connection

status (On - Off), (2) WiFi link quality (0− 70 A/V◦), and (3) RSSI Received signal

strength indication (0− 4).

• Location: In this category, we consider one context state, which is GPS location. In

this state, the developer is allowed to provide the latitude and longitude coordinates

of a square area.
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<Method>

<MethodName>AdjustCameraPowerAware

</MethodName>

<priority>1</ priority>

<tag>cameraAdjust</tag>

<batterycapacity>

<vstart>0</vstart>

<vend>25</vend>

</batterycapacity>

</Method>

<Method>

<MethodName>AdjustCameraWhileRunning

</MethodName>

<priority>2</ priority>

<tag>cameraAdjust</tag>

<batterycapacity>

<vstart>20</vstart>

<vend>100</vend>

</batterycapacity>

<mobility>run</mobility>

</Method>

Figure 2.2: Snippet of a CAreDroid configuration file.

• Mobility state: In this category, we consider only the current mobility state of the

phone holder, which can take one of the following values: still, walking, running and

driving.
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Figure 2.3: CAreDroid’s extended installation flow. CAreDroid intercepts the installation

process of the app on the device in order to parse the sensitivity configuration file. The final

outcome of this process is two data structures named “Replacement Map” and “Table of

Range Identifiers.”

2.3.1.1 Example

To illustrate the construction of the configuration file, we provide a small example in Figure

2.2. In this example, we have two polymorphic methods for adjusting the camera parameters

under different contexts. One method, AdjustCameraPowerAware, is designed to save

energy. Hence, its BatteryCapacity range is from 0% up to 25%, and it can execute

whether wifi is on or off. The second method is dedicated to adjusting the camera while

the user of the device is running. For example, this method should adjust the focus and the

scene parameters of the camera to give a better quality image. Accordingly, the mobility

is assigned to be run.

2.3.2 Configuration File Processing

After the developer supplies the CAreDroid configuration file, several post-processing steps

are required at the installation time of the application. In particular, the XML file needs to

be parsed, and the extracted information is then used to fill specific data structures. Figure
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2.3 shows how CAreDroid flow extends the normal Android compilation and installation flow.

This flow diagram shows the steps needed to post-process the configuration file. Parsing of

the configuration file, discovery of sensitive methods, and registration of adaptation param-

eters with the adaptation engine is implemented in the Dalvik Virtual Machine (DVM), as

described in the remainder of this section.

2.3.2.1 Sensitive Method Discovery

Upon compilation of the Java code, the generated Dalvik Executable File (DEX) contains

all compiled bytecodes of methods stacked on top of each other. A call to a method is

then accomplished by pointing to the offset of the first instruction inside the DEX file. For

example, let us consider a call to the myObject.foo() method. The following bytecode:

invoke-virtual {v14}, [method@101e]

is used, where v14 is the reference to the object instantiated from the class myObject, and

0x101e is the offset of the first instruction in myObject.foo() in the DEX file. Note

that the textual name of the method (e.g. “foo”) is still preserved in the generated DEX file

and the association between the method name and the method offset can still be extracted.

The DEX file along with all asset files (including the CAreDroid configuration file) are

then packaged in the application package file (APK). When the APK file is installed, Android

creates a new virtual machine to host the application. During this process, the Android flow

extracts the DEX file and post-processes it in order to generate the Optimized DEX (ODEX)

file.

The DEX optimization consists of two main steps. The first step is executed while class

loading takes place. During this step, each method is assigned with a local method ID

(compared to the global method ID assigned in the DEX). The second step of the DEX

optimization process takes place when object references are linked with their classes. In this

step, inheritance, polymorphism, method overriding, and method overloading are resolved.

In particular, a virtual table is generated for each class. Each resolved method corresponds

to an entry in this virtual table. Therefore, each method is now identified with its unique
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index inside it class virtual table. As a result, the call to the myObject.foo() method is

further translated into:

invoke-virtual-quick {v14}, [000c]

where v14 is the reference to the class object, myObject, and 000c is the index for method

foo inside that class’s virtual table. Note that the association of the method name with its

index in the virtual table is no longer preserved in the ODEX file.

Switching between different polymorphic implementations is equivalent to intercepting

the operation of the bytecode corresponding to invoke-virtual-quick and supplying

a different method ID. To perform this operation, CAreDroid must be able to keep track of

the method IDs and relate them back to the IDs of different polymorphic implementations.

Therefore, CAreDroid modifies the DEX/ODEX build process in Android to add hooks for

context-awareness in sensitive method calls. This is accomplished through a table of range

identifiers and a replacement map. This process is shown in Figure 2.3.

2.3.2.2 Replacement Map (RM) and Table of Range Identifiers (TRI)

The “Replacement Map” (RM) is a collection of (key, value) pairs defined for each polymor-

phic method.

The purpose of this map is to link each of the multiple polymorphic alternatives with their

sensitivity lists.

The key of this map is a composite key that consists of the pair of class-id and method-id

extracted initially from the DEX file. The value field of the RM is an array whose length

is equal to the number of contexts (mobility, location, battery capacity, etc.). This array

specifies the sensitive operation range for this method for all different contexts. To facilitate

this association, we introduce another data structure called the “Table of Range Identifiers”

(TRI).

The TRI consists of multiple associative arrays. For each of the context sensors, we create

a corresponding associative array. To construct such an array, we extract all the operation

ranges provided in the configuration file, and associate a uniquely generated operation range
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identifier (ORI) to each of the operation ranges. An example for such an associative array

for battery capacity is shown in Table 2.1. Since the ranges of operations can vary from

one class to another (based on the developer’s intent , as described by the configuration

file), we generate a TRI per class per context. The association between the class and the

corresponding set of TRIs is made after the optimization of the DEX file process takes place.

Once all TRI tables are built, we connect them to the RM by copying the corresponding

ORI from the TRI data structure. An example of the RM is shown in Table 2.1.

At runtime, CAreDroid uses the TRI along with the current context to retrieve all ORIs

that satisfy the current context. These ORIs are then used as inputs to the RM to retrieve

the corresponding method IDs. If more than one method matches the ORIs, a conflict is

discovered and needs to be resolved as described in Section 2.5.

2.3.2.3 ODEX Extension

After CAreDroid constructs all the TRIs and the RM data structures, the DEX file passes

through the normal Android optimization process, resulting in the generation of the ODEX

file. Since the optimization process of the DEX file can result in a change in the method

IDs, CAreDroid intercepts the process of optimizing the DEX files in order to update the

RM, as shown in Table 2.1.

Finally, we extend the ODEX file structure by adding a reference to the RM data struc-

ture, which is generated by the described process. We extend the internal Android class

data structure in order to associate the corresponding TRIs generated for that particular

class. We also extended the internal Android object and method data structures by adding

sensitivity flags. These flags are used later by the CAreDroid Adaptation Engine to

facilitate the method switching.

2.3.3 Online Change of Context Ranges

While the configuration file needs to be specified by the developer at development time,

the sensitive values of some sensitive contexts may not known until the code is running on
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B-Range ORI

0→100 1

20→30 2

10→20 3

30→100 4

S-Range ORI

0→2 1

1→4 2

2→3 3

0→3 4

. . .

Class ID Method ID B T V W Q S M L

0x01 0x00F 1 2 1 2 4 2 1 4

0x01 0x01E 2 3 4 2 3 3 2 2

0x02 0x02A 2 2 1 0 0 0 2 1

0x02 0x01F 2 2 1 0 0 0 8 3

Table 2.1: On the top, examples of TRI tables for Battery capacity and Signal strength

(RSSI) contexts. Each TRI associates a unique Operation Range Identifier (ORI) to each

record. For each class, CAreDroid creates TRI for all different contexts. The association

between the TRIs and the class is done later, after the optimization of the DEX files takes

place. On the bottom, a Replacement Map that associates each key = (class-id, method-id)

with its corresponding ORIs. CAreDroid creates a unique RM for the application. — legend:

B: Battery Capacity, T: Battery Temperature, V: Battery Voltage, W: WiFi connectivity,

S: Signal strength, Q: Signal Quality M: Mobility L: Location.

the phone. For example, an application that changes its behavior whether the user is at

home or at work. The location information (longitude and latitude of home and work) is

not known at development time. Accordingly, CAreDroid supports online modification of

the values associated with each sensitivity context. This takes place by asking the developer

to write a specific file to the file system. CAreDroid parses this file whenever appropriate

and re-updates the TOI accordingly. Note, that CAreDroid allows only changing the values

associated with each sensitivity list but not the number of sensitive contexts associated to a

polymorphic implementation.
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2.4 CAreDroid context monitoring

In this section, we describe how CAreDroid acquires the current context at runtime with less

overhead than Android Java APIs. Phone contexts can be numerous, and include raw values

(like accelerometer data, GPS longitude and latitude, remaining battery capacity, etc.), or

inferred states (like user mobility). While the in contribution of this work is not efficient

implementation of a context monitoring system, this is an essential part of any adaptation

engine. In this section, we give details on how CAreDroid acquires both raw and inferred

phone contexts. The work in this section can be indeed complemented by any of the context

monitoring systems that appeared currently in the literature.

2.4.1 Raw Context Monitoring

Android exposes sensor information to the software stack through a Hardware Abstraction

Layer (HAL). The HAL features a set of sensor managers that work as an intermediate layer

between the low-level drivers and the high-level applications.

In order to reduce the overhead, we need to bypass the HAL layer and the associated

sensor managers. This can be done by snooping on the interface between the HAL and

the low-level device drivers through the sysfs virtual file system. In particular, each

sensor (e.g. accelerometer, battery sensors, and WiFi) device driver exports its data into

a set of files located under /sys/class/. In our work, we create an internal Dalvik VM

thread that continuously reads these files to determine the state of the battery sensors and

WiFi availability. The WiFi signal quality and signal strength are monitored via reading

/proc/net/wireless. Similarly, the GPS location is determined by snooping over the

Android Binder that connects the Android LocationManager with the GPS hardware

driver.
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2.4.2 Inferred Context: Mobility State

Mobility state detection is calculated by processing the raw accelerometer data obtained

by the internal VM thread described above. In order to infer the mobility state, we adapt

the classification procedure described in [RBE08, RLR09] to detect whether the user is

stationary, walking, or running. This classifier is based on the Geortzel algorithm [Goe58].

Finally, to reduce the computational delay due to running the mobility state classifier, we

let the classifier run on a separate DVM internal thread.

2.5 CAreDroid Adaptation Engine

The adaptation Engine is the core of CAreDroid. It is where the method replacement

happens at runtime. In this section, we explain how CAreDroid extends the execution phase

of the Android flow to automatically and transparently switch between methods.

2.5.1 Dalvik Interpreter Extension

Recall that the developed application is compiled and translated into an ODEX file. Byte-

code stored in the ODEX file is then interpreted at runtime. In particular, the Dalvik Virtual

Machine (DVM) runtime utilizes two types of interpreters. The first is called the portable

interpreter, which is implemented in C code and is not specific to a certain platform architec-

ture. The second interpreter is called the fast interpreter which is implemented in assembly

language and tailored towards a specific platform. The DVM supports switching between

the two interpreters at runtime.

In our framework, we extend the portable interpreter to support the CAreDroid run-

time engine. The extended interpreter checks the current interpreted ODEX bytecode.

Whenever the bytecode corresponding to the invoke-virtual instruction is detected,

CAreDroid intercepts the execution of the interpreter. It then checks the arguments of the

invoke-virtual instruction — the method ID and the class ID — against the sensitivity

flags in the extended ODEX file, described in Section 2.3.2.3. If the sensitivity flag is set,
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Figure 2.4: Flow of CAreDroid Adaptation Engine at runtime. The CAreDroid extended in-

terpreter intercepts the execution of the Dalvik opcode invoke-virtual-quick to check whether

the method invoked is sensitive or not. If the method is sensitive, then the CAreDroid adap-

tation engine checks the current context and picks the correct polymorphic method. This

process is done through leveraging the information in the TRI and RM data structures along

with the conflict resolution mechanism implemented using the decision graph. Finally, to

speed up the process, CAreDroid uses a resolution cache, which exploits the temporal locality

of the context.

then CAreDroid needs to pick the polymorphic method that best fits the current context.

The process of choosing the best polymorphic implementation needs to resolve the con-

flicts in the user configuration. This is done through the CAreDroid decision graph module

(discussed later) along with the TRI and RM data structures. In order to accelerate the pro-

cess of picking the correct polymorphic implementation, CAreDroid uses a resolution cache

that exploits the temporal locality of the adaptation decisions. This process is shown in

Figure 2.4 and illustrated in the CAreDroid decision graph and the resolution cache in the

following subsections.

Note that the portable interpreter (where CAreDroid is running)has a negative effect on

the execution time of the application. To address this issue, we switch between the fast
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interpreter and the portable interpreter at runtime. The execution starts normally with

the fast interpreter and, when the interpreter hits an invocation of a sensitive class, the

interpreter switches to the portable interpreter and the CAreDroid adaptation process takes

place. After executing the sensitive method, the interpreter switches back to the fast version.

2.5.2 Which Polymorphic Implementation to Pick?

In order to choose the correct implementation that best suits the current context, our frame-

work utilizes the data supplied by the developer in the configuration file. Note that it is

possible that, for a given context, multiple methods are valid candidates, leading to a conflict

that needs to be resolved.

2.5.2.1 Best Fit vs Must Fit

The first step is to choose a set of candidate methods. We allow for two policies. In the first

policy, must fit, a method is considered a valid candidate if the current context satisfies all

the operation ranges for all sensitive contexts. In the second policy, best fit, a method is a

valid candidate if the current context satisfies at least one operation range of the sensitive

contexts. The choice of policy is determined by the configuration file.

2.5.2.2 Decision Graph

We use a Directed Acyclic Graph (DAG) to choose the candidate method. Each level of

the graph marks one sensitive context (e.g. battery capacity, mobility state). The sensitive

contexts are ordered based on their priority as defined in the configuration file. For each

sensitive context, we create nodes for all operation range identifiers (ORI)—previously dis-

cussed in Section 4— that appear in the replacement map (RM) data structure. In other

words, to build the decision tree, we traverse the RM horizontally. For each row of the RM,

we create nodes corresponding to all distinctive ORIs in that row. This process is repeated

for all the rows in the RM. An example of an RM and the associated decision graph is shown

in Figure 2.5.
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Figure 2.5: An example of a Replacement Map(RM) (right) and its associated decision graph

(left). The nodes at each level correspond to the ORIs in the same level of the associated

RM. The edges in the decision graph correspond to the five methods shown in the RM.

The shaded nodes correspond to the ORIs that match the current context. The solid arrows

correspond to the active paths that match both the RM and the current context. Finally the

path marked in green corresponds to the method that satisfies all the ORIs, and therefore

this method is the one picked by CAreDroid for execution.

The methods contained in the RM columns dictate the decision graph topology. Ac-

cordingly, we traverse the RM vertically and connect the ORIs that correspond to the same

method by edges. This is shown for the same example, in Figure 2.5.

When the phone context is reported, we use the TRIs in order to know which ORIs are

active, i.e., which ORIs match the current context. The next step is to use this information

to eliminate some choices in the decision graph. For example, in Figure 2.5, we mark the

active ORIs with a gray color and the corresponding active edges with solid arrows.

The final step is to compare the available active paths that start from the top level. In
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the must fit policy, CAreDroid considers only the active paths that connect the first level all

the way to the lower level. If no such path exists, then no method replacement is going to

take place. On the other hand, the best fit policy considers the longest path that starts from

first level. Referring to the example in Figure 2.5, only one active path is passing through

all the DAG levels and corresponds to method M4. Therefore, CAreDroid picks this method

for execution. The Class ID and Method ID of this method is reported back to the normal

Android flow to be executed. If further conflict exits, we use the method priority reported

in the configuration file.

2.5.3 Conflict Resolution Cache

While the adaptation strategy for CAreDroid is fairly straightforward, performing it for

every individual sensitive method call in the system would incur in an unnecessary over-

head. In order to decrease the overhead of the context-to-method resolution mechanism, our

framework uses a resolution cache. Our heuristic assumes that the operating point does not

change over short time periods. Therefore, if a method is called multiple times within a short

amount of time (inside a loop for example), the same polymorphic implementation might be

used for all of these calls. The cache is used to store the recently resolved candidates, that is,

the recent phone context along the method ID that is chosen for each phone context. Each

entry corresponds to the eight values of the phone context along with the method ID for the

optimal method. The cache uses a Least Recently Used (LRU) approach to replace entries.

2.6 Evaluation

We evaluate CAreDroid with four case studies. In the first one, we focus on assessing two

metrics namely, reducing the number of significant lines of code and the execution time of

the context-aware application. In the remaining three case studies, we show examples of

applications that can benefit from context adaptation using CAreDroid.

All case studies are carried over a Nexus 4 phone running a modified system image for

platform 4.2 API 17 [aos]. The execution time is obtained using the Android SDK tracer
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[And]. The size of the original system image for Android 4.2 is 234.368 MB, the modified

system image that support CAreDroid is 245.26 MB. Hence, the overhead in the system

image is 4.6%.

2.6.1 Case Study 1: A Simple Application

Platform SLOC % Increase

Non-context aware (Base) 275 -

Context-aware (Pure Java) 606 120%

CAreDroid 275 +78a 28.3%

aSLOC of the XML Configuration file

Table 2.2: significant line of code (SLOC) results for case study 1 showing the SLOC for

different implementations along with the percentage increase of SLOC relative to the non–

context aware implementation.

In this case study, we implement a simple application that has only one sensitive method

with three polymorphic implementations. In particular, this simple application implements

a numerical solver for linear equations (which is a cornerstone algorithm in many image pro-

cessing algorithms used to enhance photos before posting them to social media applications).

We implement three polymorphic variants of this solver named LUP-decomposition (LU),

Cholesky decomposition (CHD), and Conjugate Gradient (CG). These three methods have

different memory and computation time characteristics. These mathematical functions are

exhaustively used in image processing applications. Each implementation corresponds to a

particular tradeoff between performance and computation time. In particular, CHD gives

the most accurate results while suffers from high computation time. On the other extreme,

LU gives the least accurate results (compared to CHD and CG) while leads to better compu-

tation time. The purpose of this case study is to characterize the performance of CAreDroid

while switching between these three polymorphic implementations.
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Platform Solver

CPU time (ms) Overhead

Method
Decision Tree Context Total

without with Monitoring without with without with

time cache cache (parallel) cache cache cache cache

thread)

Non-

context

aware(Base)

LU 8.322 - - 8.322 -

CHD 16.872 - - 16.872 -

CG 13.375 - - 13.375 -

Context

aware

(Pure Java)

LU 8.322 0.227 5.093 13.642 63.92%

CHD 16.872 0.776 5.093 25.741 52.56%

CG 13.375 0.351 5.093 18.819 40.70%

CAreDroid

(Must Fit)

LU 8.322 0.183 0.030 0.336 8.841 8.688 6.23% 4.39%

CHD 16.872 0.335 0.031 0.336 17.543 17.239 3.98% 2.17%

CG 13.375 0.198 0.030 0.336 13.909 13.741 3.99% 2.736%

CAreDroid

(Best Fit)

LU 8.322 0.183 0.031 0.336 8.841 8.689 6.23% 4.41%

CHD 16.872 0.732 0.031 0.336 17.635 17.239 4.522% 2.17%

CG 13.375 0.489 0.030 0.336 14.2 13.741 6.17% 2.73%

Table 2.3: Execution time results for case study 1 showing the profiling of different parts for

all the three implementations. The overhead is computed relative to the non context-aware

implementation. The results show the efficiency of both the must fit and best fit policies. It

also shows the performance increase resulting from using the cache.

In order to characterize the CAreDroid performance, we generate an arbitrary configura-

tion file that assigns each of the three solvers to different battery and connectivity contexts.

We evaluate CAreDroid against a pure Java implementation performing the same function-

ality. That is, the pure Java application listens to changes in battery and WiFi connectivity

using the standard HAL callback mechanism provided by the Android APIs. We implement

a non-context aware implementation that magically knows which polymorphic method shall

be called without knowing the context (for the purpose of comparison) and we call it the
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base non-context aware.

2.6.1.1 Reduction in Significant Line of Code (SLOC)

In this example, using CAreDroid reduces the SLOC for the application by a factor of 2x

compared to a Java implementation using standard Android APIs. Table 2.2 shows the

SLOC for each of the implementations.

2.6.1.2 Reduction in Execution Time

In this test case, we let the 4 different implementations (non context aware, pure Java, must

fit and best fit) run over the phone for several hours while collecting profiling information.

The profiling information are then averaged out and the result is reported in Table 2.3. To

further investigate the effect of the resolution cache, we run the test with and without the

cache functionality to allow for comparison. The results in Table 2.3 show that CAreDroid

reduces the CPU time overhead (compared to the pure Java implementation) by a factor

of 12x, on average, while adding a minimal overhead (2.5%–4.4%) compared to the non

context-aware case. Furthermore, the resolution cache leads to decreasing the decision tree

time by at least an order of magnitude whenever there is no change in the operating point.

Finally, with no cache (or alternatively when a cache miss occurs) best fit policy adds

slightly more overhead compared to the must fit policy due to the complexity of the decision

graph used by the former. The same order of overhead also appears in the pure Java

implementation because of the added code for switching between contexts.

2.6.1.3 Energy Profiling

Finally, we characterize the energy consumption (and hence the battery life time) due to

context monitoring and adaptation. In this experiment, we monitor the voltage and dis-

charging current of the battery during 2.5 hours while running the application under the

four platforms (best fit, must fit, pure Java, and non-context aware). The experiment starts

at the same battery capacity and at room temperature. We run each experiment three times.
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In the first one, we deactivate the context switching functionalities and focus only on the

energy consumed by the context monitoring. These results are reported in Figure 2.6(a).

In the second run, we run both context monitoring as well as context switching but calling

an empty method. The energy measurements are then subtracted from the energy measure-

ments from the previous experiment. The purpose of this experiment is to profile the effect

of the decision tree and the context switching mechanism. This is shown in Figure 2.6(b).

Finally, we run the full implementation to get the overall energy consumption of our system

and compare it to the non-context aware one.

Overall, the results show that bypassing the HAL layer and performing the context

monitoring inside the OS lead to decreasing the energy consumed by a factor of 36%. The

results also show a similar decrease of energy consumption due to implementing the context

switching inside the OS with a slight difference between the must fit and the best fit switching

policies. Also, as seen in Figure 2.6(c), the energy consumption of pure Java implementation

consumes around 69.33% more energy compared to CAreDroid. This energy consumption

can be further improved by using energy-aware context monitoring techniques that previously

reported in the related work (Section 2.1.1.2).

2.6.2 Case Study 2: A Context-Aware Phone Configuration

With increasing reported accidents resulting from texting while driving, we develop an appli-

cation that changes the phone configuration based on the underlying context of the phone1.

We manifest the location, mobility state, and battery in this application. In particular,

we would like the application to change the phone configuration as follows:

• Default: keep the phone in its default configuration.

• Driving: (1) disable messaging and email notifications, (2) block certain caller num-

1Some applications in the market attempt to control the phone configuration like Tasker [tas] and Locale
[loc] by providing hooks to the user to configure the phone based on certain rules that the user defines.
However, these applications have only boolean decision. The rules must be all satisfied in order to change
the configuration, while CAreDroid provides more complex formula (the best-fit policy). Moreover, Tasker
and Locale do not support all the contexts supported by CAreDroid.
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Figure 2.6: Energy consumption results for case study 1 showing (a) energy used when

context monitoring is running alone (b) energy consumed by the context switching subsystem

and (c) the total energy consumed. On each case, we plot the energy consumed by the pure

Java implementation as well as the must fit and best fit implementations of CAreDroid. The

results in (a) show that bypassing the HAL layer and implementing the context monitoring

inside the OS allowed CAreDroid to use 36% less energy within the 2.5 hours lapse of the

experiment. The results in (b) show that both Must fit and Best fit adaptation significant

outperform the pure Java implementation in terms of energy consumed (and hence battery

lifetime). The overall results (c) show that CAreDroid consumes only 6.73% energy compared

with the non-context aware implementation and provides 69.33% energy saving compared

to the pure Java implementation.

bers specified by a list (i.e. forward calls from this list to the voice mail) and (3) enable

bluetooth (to connect the phone to car speaker).

• Running: (1) enable GPS (if not enabled), (2) block certain caller numbers specified

by a list, and (3) mute the alarms.

• At home: (1) enable WiFi, (2) block certain caller numbers specified by a list, (3)

raise the alarm volume, and (4) set ringer volume to normal.

• At work: (1) enable WiFi, (2) lower the alarm volume, (3) put the phone in vibrating

mode, and (4) block certain list of caller numbers.

• Power saving: (1) lower the ringer volume, (2) disable bluetooth (if enabled), and

(3) enable the automatic adjustment of screen brightness.
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Platform SLOC % Increase

Non-context aware (Base) 282 -

Context-aware (Pure Java) 873 201%

CAreDroid 282 +277a 98.2%

aSLOC of the XML Configuration file

Table 2.4: Significant lines of code (SLOC) results for case study 2 showing the SLOC

for the three implementations along with the percentage increase of SLOC relative to the

non-context aware implementation.

Platform CPU timea Overhead

Non-context aware (Base) 1.942 -

Context aware (Pure Java) 12.14 525.12%

CAreDroid (Best Fit) 2.015 3.76%

aCPU Time (ms) = Method time + HAL Callback time + Inferences

Table 2.5: Execution time results for case study 2 showing the overhead for the different

implementations.

For each of these configurations, a polymorphic method is implemented. The objective

is to call the correct method based on the context. Similar to the previous case study, we

implemented a non-context aware implementation (for the purpose of comparison), a context-

aware implementation using the normal Android flow, and a context-aware implementation

using CAreDroid.

2.6.2.1 Reduction in Significant Line of Code (SLOC)

CAreDroid decreases the code complexity (quantified by SLOC) by a factor of 2× (including

the SLOC of the XML configuration file) compared to the implementation based on the
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normal Android flow, as shown in Table 2.4.

2.6.2.2 Reduction in Execution Time

In this test case, CAreDroid is configured and the phone is allowed to change between

different contexts leading to a change in the application behavior. The time profiling is done

across different contexts and the one with maximum CPU overhead is reported in Table 2.5.

For this case study, the pure Java implementation adds a 525.12% CPU overhead. On the

other hand, CAreDroid introduces a minimal overhead of 3.76% compared to the non-context

aware implementation. The large overhead of the former can be explained by observing that

there are 16 possible cases that need to be handled if the application developer were to imple-

ment the same app without using CAreDroid. Needless to say that the developer—without

CAreDroid—has to implement all the Android listeners to all contexts as well as provide the

high-level inferences of mobility state from the raw data. The small overhead in CAreDroid

compared to the pure Java implementations again can be accounted to the fact that all the

context-awareness operations (context monitoring and adaptation) are implemented natively

inside the operating system.

2.6.3 Case Study 3: Context-Aware Camera

In this case study, we build a context-aware camera application. The camera adjusts its

features parameters based on the phone context. We have five different methods that CAre-

Droid alternates between. The focus of this study is on making the focus, scene mode and

flash mode adaptive to the context. However, this can be extended to handle all the camera

features. The five modes are listed as follows:

• Default: Configure the focus mode to “default”

• When runing: adjust the focus mode to the “continuous picture” mode.

• When walking: adjust the scene mode to the “steady photo” mode.

• When still: adjust the focus mode to the “fixed” mode”.
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(a) (b) (c)

Figure 2.7: Photos taken by the Smart Camera application developed for case study 3: (a)

the photo taken while the phone holder is standing still, (b) the photo taken while the phone

holder is walking and no context-awareness is taking place, and (c) photo taken while the

phone holder is walking and using the Smart Camera application built on top of CAreDroid.

• Power saver: (1) adjust the flash mode to “off”, (2) adjust the focus mode to “fixed”

mode, and (3) adjust the quality of the picture to “minimum.”

Similar to previous case studies, we implemented a polymorphic method for each of these

modes and the objective is to call the appropriate method based on the phone context.

Platform SLOC % Increase

Non-context aware (Base) 277 -

Context-aware (Pure Java) 782 182%

CAreDroid 277 +133a 48%

aXML Configuration file

Table 2.6: Results of the significant line of code (SLOC) for the three implementations of

the Smart Camera application used in case study 3. The results shows the SLOC along with

the percentage increase relative to the non-context aware implementation.

The test is performed as follows. First a photo is captured while the phone is held in

a standstill position using the original camera application provided by the phone. Next,

the user starts to walk/run while trying to capture the photo for the same object again
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(a) Default “Canny” (b) Optimized “Sobel” (c) Fast (d) Server “Canny”

Figure 2.8: Accuracy results of the different polymorphic methods used for the context-aware

image processing application used in case study 4.

using the original camera application. Finally, the same experiment is done while using the

CAreDroid-based context-aware camera application.

The results of the implemented application is shown in Figure 2.7. Figure 2.7(a) shows

the original photo captured from a stand still position. Figure 2.7(b) shows the captured

photo while the phone holder is walking and no context-awareness processing is taking place,

and finally, Figure 2.7(c) shows the captured photo with the user is walking and using

the developed context-aware camera with CAreDroid. As with the previous case studies,

Table 2.6 shows the reduction of the overhead in SLOC when the context-aware Camera

application is developed using normal Android flow compared to the proposed CAreDroid

flow. The table shows a reduction of SLOC by more than a factor of 3×.

2.6.4 Case study 4: A Context-Aware Image Processing Application

In this case study we focus on how CAreDroid can be used to offload/adapt to heavy compu-

tations. In particular, we choose image processing as an example for extensive computation.

In this study, we focus on performing edge detection with variable quality based on the

availability of WiFi (in order to offload the computation to a server) and on the remaining

battery capacity. The application utilizes various implementations of the edge detection,

described as follows:

• Default: This implementation gives the highest accuracy and runs locally on the
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Figure 2.9: Results of different edge detection algorithms used in case study 4. This figure

shows the percentage of false positives and false negatives versus CPU execution time for

different algorithms.

mobile.

• Optimized: When the battery capacity is critical (very low), it is important to reduce

the number of computations. Hence, this implementation is less accurate.

• Fast: High increase in the battery temperature can be interpreted as is an indication

of a heavy load running on the phone. Therefore, in order to enhance the response of

the app, this implementation downscales the image size.

• Server-Client: If the WiFi connectivity is available with good quality, the app can

remove the burden of computation to a remote server.

The accuracy results of the five edge detection methods are shown in Figure 2.8.

This case study shows that context awareness can be used to explore the tradeoff between

execution time and accuracy with usage of WiFi connectivity.
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2.7 Discussion

The underlying idea behind CAreDroid is the ability of the system to sense and adapt to

variations in the environment and available resources. In this section we discuss some issues

that faced us during the design and implementation of CAreDroid.

2.7.1 Why is CAreDroid implemented inside the OS?

One possible design of CAreDroid was to design it as a library which provided context

adaptation functionalities through a set of exposed APIs. Compared to the current design of

CAreDroid, the library-based design falls behind in terms of the two design criteria discussed

in Section 2.2 named Usability design and Performance. From the usability point of view, the

library implementation of the adaptation engine forces the developer to issue subsequent calls

to the library APIs. Missing calls to the library APIs may result to degradation in the context

awareness of the developed application. On the other hand, the current design of CAreDroid

makes the application developer completely oblivious from the adaptation. He is asked only

to provide the adaptation policy in the XML configuration file. Afterwards, CAreDroid

intercepts the execution of the methods while it is being interpreted by the Dalvik VM and

perform the adaptation automatically. From the performance point of view, implementing

the context adaptation and monitoring in the low level results into less execution time as

proved by the experimental test cases shown in Section 6.6.

2.7.2 Privacy

Sensing and understanding the user’s context and taking decisions accordingly can lead

to various privacy leaks. Android privacy mechanism depends on providing the user with

different queries in order to grant permissions to the application to use the sensory data. In

our work, CAreDroid ensures that the adaptation policy specified by the developer does not

use sensory data that are not permitted by the user. For this end, CAreDroid parses the
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application’s permissions included in the Android manifest file2. The adaptation engine in

CAreDroid uses only permissible contexts as per application permissions.

2.7.3 Developer Matters

Despite the fact that the adaptation engine decision is obfuscated from the developing phase,

in some scenarios—for example when the best fit policy is used—the developer may be

interested in retrieving the current operating point. Therefore, CAreDroid addresses this

issue by providing an API called “read operating point()” which can be used to read the

current values of different contexts.

2.7.4 Limitations

The CAreDroid framework described here is not without some limitations:

• Polymorphic methods in CAreDroid must be pure functions, i.e., they cannot perform

I/O and cannot change global program states, and their output must depend only on

the method arguments. To allow for non-pure functions, the framework would require

state-migration procedures between every possible pair of polymorphic methods.

• CAreDroid assumes that an application developer can provide multiple implementa-

tions of sensitive methods. Specifying the right constraints is not an easy task and

it may be better to suggest the right constraints to the developer during a validation

phase of the application. However, this is an open research point and previous work

[CCF12, BGF10] has identified the importance of enforcing the developer to suggest

the adaptation policy and not letting the adaptation engine automatically synthesize

the adaptation policy.

• CAreDroid also expects the application programmer to be aware of suitable ranges of

operations for different sensitive methods. In the future, we intend to explore auto-

mated code profilers that could suggest ranges of operation for each of the choices,

2an Android XML file that declares the permissions required by the application
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helping users in defining suitable adaptation configuration files.

2.7.5 Broader Uses of CAreDroid

CAreDroid supports connectivity context such as Wifi connectivity, signal strength and

quality of the signal as well as low level context such as battery temperature. These contexts

can be manifested to decide if some intensive computation should be offloaded to a server

or if an approximate computation should be used. In particular, if battery capacity is

good (high enough) and there is WiFi connectivity with good strength then CAreDroid

can switch to a method that offloads intensive computation to a server and remove the

burden of computation from the phone. Hence, the concept of cyber-foraging discussed

in Section 2.1.1.1 can be directly implemented using CAreDroid. Similarly, approximate

computation (or algorithmic choice as discussed in Section 2.1.1.1) can be implemented

using CAreDroid by manifesting the temperature context as well as the battery capacity

context.

2.8 Conclusion

Context-aware computing is a powerful technique for physically coupled software. It can

enhance functionality and improve resource usage of applications by adapting them to con-

text. In this chapter, we present CAreDroid, an adaptation framework for context-aware

applications in Android. CAreDroid allows applications developers to develop context-aware

applications without having to deal directly with context monitoring and context adaptation

in the application code. In CAreDroid, multiple versions of methods that are sensitive to

context are dynamically and transparently replaced with each other according to application-

specific configuration file.

By pushing the context monitoring and adaptation functionalities to the Android run-

time, CAreDroid is able to provide context-awareness more efficiently and with significantly

fewer lines of code compared to current Android development flow. In particular, using

different case studies, we show how CAreDroid can be used to develop context-aware appli-
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cations. Results from these case studies show that CAreDroid reduces the code complexity by

at least half while decreasing the computation overhead by at least a factor of 10× compared

to non-CAreDroid applications.
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CHAPTER 3

CAMPS: Charging-aware Adaptation for Power

Management in Mobile Operating System

3.1 Introduction

It has been shown that user behavior has a major influence on overall battery life [RZ09,

FMK10]. In the ideal case, users should never need to explicitly manage battery life; rather,

devices should work in a perpetual manner with minimal user intervention. We propose that

a metric to best capture this ideal is the availability of the system to meet user needs with

the highest possible quality of service (QoS). We define availability in this context as the

proportion of time the system can deliver the subjective user-desired functionality. At a high

level, device availability is a function of the holistic battery charge/discharge processes over

time. We consider the net energy stored in the battery as a proxy for availability.

In general, the energy gained from a charging event depends on (1) user’s behavior (e.g.,

how long they stay plugged in), (2) the battery-related hardware (e.g., the power supply,

charge controller, and battery characteristics), and (3) the non-battery system hardware and

software comprising the power load, whose energy consumption is also directly influenced

by the user, e.g., by running applications. We propose new threads of research in battery

charging-aware (i) power management and (ii) deferrable task scheduling. The latter – which

we call CAMPS – is the ability to defer, split, or otherwise reschedule a non-critical and/or

non-real-time task at a macro time scale to prioritize power delivery to the battery while

charging. We attempt to answer the following questions about hypothetical charging-aware

software solutions:
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Figure 3.1: Illustration of typical battery charging current and voltage characteristics.

• What opportunities exist to improve overall mobile system availability?

• Under what conditions would a user benefit?

• How many users would benefit?

3.2 Smartphone Charging Profile

As discussed in the previous section, the energy gained from charging depends on factors such

as the power supply capability, the battery characteristics, etc. A representative illustration

for the typical lithium-ion (Li-ion) battery charging process is shown in Figure 3.1 [Pan07,

Son14]. The charging process is typically divided into two primary phases from fully depleted

0% state-of-charge (SOC) to 100% SOC. In the first phase, the device’s charge controller

circuit outputs a high constant current (CC) which delivers high power to the battery. Once

the battery voltage has reached a certain threshold, typically 4.2 V, the charge management

controller circuit transitions to the constant voltage (CV) phase, which maintains the voltage

threshold and allows current drawn by the battery to fall off gradually. Once the drawn

battery current has reached a minimum level, the charge controller terminates charging to
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Figure 3.2: Nexus 4 charging characteristics from 0% to 100% SOC. The smartphone was powered

on and idle for each test.

prevent battery damage from over-charging. Note that the power delivered to the battery is

typically highest in the CC phase, and drops off during the CV phase.

3.2.1 Effect of Charger Type

To quantify the effect of different charger capabilities, we set up a testbed consisting of a

Nexus 4 smartphone along with a programmable source measure unit (SMU). The power

path from the supply (AC adapter or standard USB) to the battery consists of two parts.

The first part is a 5 VDC path from the supply output to the power management integrated

circuit (PMIC), which typically includes both the charge management controller circuit and

the voltage regulators for the system’s VCC rails. The second part is a path from the charge

controller to the battery. In our testbed, we utilize the SMU to measure the power in the

first power path, while we query the internal charge controller circuit (Qualcomm PM8921)

in the Nexus 4 to measure the power in the second power path. The chip reports the battery
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voltage and current to the operating system (OS) using the standard Hardware Abstraction

Layer (HAL) in Android.

In our experiments, we charge the device from 0% state-of-charge (SOC) to 100% SOC

via a standard 5 VDC USB plug (whose standard imposes a 500 mA current limit) and the

AC to USB adapter included with the Nexus 4, which allows up to 1.2 A output at 5 VDC.

The measured results are shown in Figure 3.2.

3.2.1.1 Power Headroom

As can be seen from Figure 3.1 and Figure 3.2, the power drawn by the battery while

charging depends on the phase of charge. Note that the maximum power of the 5 VDC

supply is not drawn throughout the entire charging process. We define the instantaneous

power headroom as the maximum power that the supply can deliver minus the maximum

power that the battery can absorb. This headroom can be used to do useful work for the

system load without impacting the energy gained by the battery during charging.

3.2.1.2 Charging Time

In order to understand how the charging process and duration depends on charger capability,

we analyze the amount of time spent in the CC and the CV phases as well as the SOC at

which the phase transition occurs. As shown in Figure 3.2(a), by charging the phone via

USB, the current drawn is approximately 400 mA during the CC phase, and is fairly constant,

being limited by the USB 500 mA restriction. When the CV phase starts after about 4.2

hours, the SOC is approximately 85%. The time spent in the CV phase is approximately 1.3

hours. In the AC charging experiment, there is no CC phase, due to the fact that the drawn

power is limited by the battery’s ability to absorb current, not a limitation of the charger.

In this case, the battery starts by drawing 800 mA and then the current decays to maintain

a smooth rise in battery voltage. The battery is fully charged in 3.4 hours via AC compared

to 5.5 hours in case of USB.
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3.3 User Charging Behavior

The power headroom observed in Sec. 3.2 will play a significant role in the task deferral

opportunities we explore in Sec. 3.4. Before we explore these opportunities, we now quantify

how many users could benefit from charging-aware software techniques, which depends on

user charging behavior. For example, if a specific user tends to charge their device such that

it progresses through both the CC and CV phases during a single charging event, then this

user might benefit from a task scheduler that accommodates time-varying power headroom.

However, if a user tends to unplug the phone before entering the CV phase, then this user

might not benefit from the proposed types of charging-aware techniques proposed in Sec. 3.4.

A user’s charging behavior can be quantified as the answer to the following statistical

questions:

1. What is the SOC when the device is plugged into the supply, irrespective of when it is

unplugged?

2. What is the SOC when the device is unplugged, irrespective of when it was plugged?

3. What is the charging duration for each unique plug-to-unplug charging event?

To answer these questions, we study the user charging behavior of 40 randomly cho-

sen and anonymous Nexus 4 users over a period of roughly six months using the Device

Analyzer [WRB13] dataset.

3.3.1 SOC at Plug-In Event

We start by calculating the arithmetic mean value for the SOC at plug-in for each individual

user’s aggregated charging events, depicted in Figure 3.3. We then calculate the global

arithmetic mean (the mean of the individual user means) of SOC at plug-in, shown as a

horizontal line in Figure 3.3. For the 40 users under consideration, the global arithmetic

mean for SOC when plug-in events occur is 47%. We use this global mean to classify the

users into three groups: users who tend to plug-in (1) at high SOC (60-100%), (2) around

the mean SOC (40-60%), and (3) at low SOC (0-40%). Figure 3.4 shows a representative
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Figure 3.3: Mean SOC at plug-in events for each user.

user from each of the respective categories from top to bottom. In particular, Figure 3.4(a),

Figure 3.4(d), and Figure 3.4(g) show the histograms of the SOC when plugged-in for each

individual user. It is clear that these three users represent the three classes of users we

defined: below, around and above the global mean SOC when plug-in events occur.

3.3.2 Charging Duration

The data shows that the global arithmetic mean of the charging durations across all users

is 120 minutes (regardless of the SOC at plug-in time), but the median charging duration is

less than that. The histogram of the charging duration for all the charging events aggregated

across all users is shown in Figure 3.5.

The correlation between the charging duration and the SOC level at plug-in could affect

our choice of how to categorize user behaviors. Thus, we aggregate all the user data for

charging events into one set, and calculate the correlation coefficient between the SOC at

plug-in with the charging duration. We perform the same computation for each category of

the users separately. We conclude that in general, the charging duration is weakly correlated

to SOC (coefficient is below 0.06) at the time the user plugs-in the phone. Thus, we do

not take charging duration into consideration for categorizing users based on their charging

behaviors.
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Figure 3.4: Charging behavior for three distinct users. Each row represents an exemplar user

whose behavior follows different charging behavior trends from Classes 1, 2, and 3, which are

colored accordingly as blue, green, and red.

The previous conclusion can also be drawn by considering the representative users from

the three classes. Figure 3.4(b), Figure 3.4(e), and Figure 3.4(h) show the charging durations

for these specific users versus the SOC level when the phone was plugged-in. We observe

that across all users, charging duration tends to be low. The same trend can be observed

when considering all users across the three categories as shown in Figure 3.6.

3.3.3 SOC at Un-plug Event

We extend our analysis by considering the SOC when the phone is un-plugged, irrespective

of the SOC when it was plugged-in. The data for the representative users are shown in
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Figure 3.6: Charging duration vs. SOC when plugged in for all charging events across all users.

Blue ∗ represents users of Class 1. Green • represents users of Class 2. Red + represents users of

Class 3.

Figure 3.4(c), Figure 3.4(f), and Figure 3.4(i). We observe that typically either the users

let their phone charge until complete, or it coincidentally completes because the charging

duration happens to be long enough (as we observed in Sec. 3.3.2, the charging duration

is not correlated with SOC when plugged-in, which implies that charge completion is not

necessarily the primary goal for users). This observation can be generalized using the same

correlation calculations done in the previous experiment from Sec. 3.3.2. We find that in

general, all three user types have similar unplugging behavior. Hence, we conclude that using

the SOC when un-plugged as a parameter does not affect the charging behavior classification

of users.
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3.3.4 User Distribution

From the previous discussions, we are able to classify the users based on their charging

behavior. The main criterion is to consider their average SOC when they plug in their

smartphone. It is important to understand how the users are distributed across the three

categories.

From the 40 users in our data set, we observed that 44% of the users tend to charge

their phone when the SOC is above 60% (above the global mean, i.e., Class 1), and 47% of

the users charge their phone when the SOC level is below 40% (below the global mean, i.e.,

Class 3). Finally, 9% of the users charge their phone in the mid range between 40% and 60%

(around the global mean, i.e., Class 2).

We apply this user classification to determine the proportion of users that tend to plug

in their devices at medium or high SOC. The behavior of these users tends to progress

through both the CC and CV phases. Those users could benefit from deferring some tasks

to CV phase where greater power headroom typically exists. According to the previous user

distribution, 53% from the examined users fall into this category.

3.4 Opportunities for Task Deferral

From our experiments described thus far, we demonstrated the existence of power headroom

during certain phases of the charging process, and concluded that 53% of users likely have

their devices experience significant time-varying power headroom while plugged in, but are

currently not able to exploit it. In this section, we propose simple task deferral policies that

exploits this power headroom in order to enhance the device availability. This is done by

attempting to increase the net energy stored in the battery at the end of the charging event

and task completion, whichever occurs later. It is given that the task must begin running

after plug-in occurs. The charger used in this experiments is USB cable for Nexus 4 phone

running Android 4.2.

We evaluate the simple proposed policies by manually launching an application during
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different phases of charge, emulating the ability of the OS to defer the task automatically.

We assume that the OS would know which tasks are deferrable, and which are not, without

affecting the user experience. Tasks that are interactive or otherwise time-sensitive should

generally not be deferred, as this would severely affect the highly subjective device availability

to the user. Modification of the OS scheduler to bin tasks based on their tolerance for deferral

or other rescheduling techniques is part of our future work.

3.4.1 Schedule Tasks After Unplugging

One simple scheduling possibility is to run the task just after the phone is unplugged. This

leaves the phone to charge at the maximum rate while plugged in, without being affected by

the power consumption from the task.
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Figure 3.7: Effect of running an app during vs. after the charging period.

To evaluate this policy, we fix the charging duration to 120 minutes (which we found as

the global arithmetic mean for charging duration in Sec. 3.3.2) and the initial SOC to 25%.

The phone runs an app that uses power-hungry GPS and Wi-Fi for ten minutes. In the

first sub-experiment, the app is run while the phone is charging, while in the second sub-

experiment, we manually defer the same app until the phone is unplugged. For both cases,

we calculate the energy gained by the battery by observing the current and the voltage of the

battery over time. A representative run of the experiments are shown in Figure 3.7(a) and

Figure 3.7(b). Figure 3.7(c) shows the net energy gained by the battery in both cases. We

observe that deferring the task to after the phone is un-plugged performs worse compared

to running the task while it is charging.
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3.4.2 Schedule Tasks Within the Constant Current Phase

In this experiment, we schedule the same task at different stages of the CC phase in order

to determine whether it will affect the net energy gained by the battery by the end of the

charging period.
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(b) Late stage of CC phase.
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Figure 3.8: Effect of running an app early vs. late in the CC phase.

As in the previous experiment, we run sub-experiments to compare between the two

scenarios. We fix the initial SOC to 70% SOC and the charging duration to 70 minutes. In

the first sub-experiment, we run the app beginning at ten minutes after the plug-in event as

shown in Figure 3.8(a). In the second sub-experiment, we start the same app ten minutes

before the beginning of the CV phase as shown in Figure 3.8(b). We find a small improvement

in net energy gain that occurs due to deferring the task to later in the CC phase, as shown

in Figure 3.8(c).

3.4.3 Schedule Tasks in the Power Headroom

A third possibility is to defer the task to the CV phase, where the greatest power headroom

is present. In this experiment, we fix the initial SOC to 78 (CC phase) and the charging

duration to 120 minutes (which ensures that the phone hits the CV phase). We run the app

once in the CC phase (Figure 3.9(b)) and once on the CV phase (Figure 3.9(b)). The CV

phase starts once the peak battery voltage is reached. From Figure 3.9(c), we observe an

18.9% increase in the energy gained by the battery in the latter case.

This can be explained if we look carefully in Figure 3.9(b) and Figure 3.9(b). In the former
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Figure 3.9: Effect of running an app in the CC vs. CV phases.

case the current drops approximately from an average of 400 mA to 150 mA. However, in

the latter case the current drops from an average of 300 mA to 100 mA. The difference in

the drop between the two cases can be explained by the power headroom present in the CV

phase at this time. Assuming that the maximum deliverable power from the supply and

the app power demand are constant, this means that a greater part of the load current was

drawn from the supply and not from the battery during the CV phase.

3.5 Conclusion and Future Work

We present a case for battery charging-aware power management and deferrable task schedul-

ing to improve overall device availability. In particular, we propose to utilize the power

headroom during certain phases of battery charging to run these tasks, rather than starve

the battery of energy during its most power-intensive charging time. Increasing the energy

delivered to the battery during the charging period, or conversely, decreasing the required

charging duration to reach full SOC would improve overall device availability to the user.

Our study on Nexus 4 smartphone user charging behavior shows that most users tend

to charge their phone for less than 120 minutes, and that the charging duration is largely

independent of the SOC when the smartphone is plugged in or unplugged. We estimate

that around 53% of users could benefit from battery charging-aware software policies that

maximize energy delivered to the battery while plugged in.

We observe mixed results for the different simple proposed charging-aware task deferral

policies. Positively, we find that deferring tasks to the CV phase can improve the net energy
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gained by the battery by approximately 18.9%. In contrast, we observe that deferring tasks

until the end of the charging period or deferring the tasks within the CC phase leads to

no significant net battery energy increase. All of the proposed scheduling schemes could be

implemented in a smartphone OS via online monitoring of the power headroom, and they

represent only a small portion of the possible scheduling policies.

Our future work seeks to pursue the ideas around power headroom and user charging

behavior further. Quantifying power headroom based on the battery characteristics and the

stage of the charging process is essential to determine the number and type of tasks to be

deferred based on their predicted energy requirements. A task could also be split between

two phases based on the amount of headroom available and the energy requirement of the

task. Furthermore, charging-aware software might have even greater potential to improve

availability in systems with heterogeneous energy storage architectures that require careful

energy management. Finally, it would be useful to predict whether a given user at during

some charging event is likely to reach a period with greater power headroom, using factors

beyond those explored in this chapter. Accordingly, our future work may include a study of

user-specific models in this direction.
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CHAPTER 4

SpyCon: Context-aware Adaptation Based Spyware

4.1 Introduction

Context-awareness is the ability of software systems to sense and adapt to the surrounding

environment. Many contemporary wearable/mobile applications adapt to users in different

ways based on context such as locations, connectivity states, energy resources, and proximity

to other users to name a few. As we stand on the edge of an explosion of data from these

sensory devices, there has been a corresponding increase in applications and dedicated sensing

frameworks targeting the integrity between context (sensing) and corresponding adaptations

(actions)[EWS15].Unfortunately, the same act of adapting to user context often leads to

systems where increased sophistication comes at the expense of more privacy weaknesses.

At the heart of privacy is the notion that information collected from the physical world

through sensors poses a significant privacy risk on inferring user sensitive information like

behavior and location. While there exists a recent body of work on identifying malicious

apps, which if granted access to sensory data can perform unwanted inferences, the question

of whether a malicious app can still perform inferences without having direct access to sensory

data remains unanswered. In other words, we ask the following question: do context-based

actions taken by authentic context-aware applications—which are granted access to sensory

data—open side-channels for malicious apps which do not have direct access to such data?

That is, by monitoring actions triggered by authentic context-aware apps, can a malicious

app still be able to perform unwanted inferences about user like behavior and location. In this

chapter, we introduce a new type of spyware that exploits the privacy leaks in context-aware

adaptation which we call SpyCon.
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4.1.1 Related Work

While mobile users benefit from sensing technologies, there are increasing privacy and se-

curity concerns. The permission systems on both Android and iOS become the first line of

defense to protect users from leaking their information. However, the traditional grant-all-

or-none policy allows third-party apps to have all permissions [?, HHJ11]. Even worse, most

users do not realize the potential privacy hazards after granting such permissions. For exam-

ple, though seems innocuous, ACCESS WIFI STATE becomes a privacy intrusive permission

since a local MAC address can serve as a unique device identifier [ACR14]. It is reported that

as little as 17% of users pay attention to the permissions during app installation [FHE12].

Different side-channel attacks have been proposed. For example, inertial sensory data and

touch screen trajectories can reveal user passwords [HON12, MVB12, OHD12, MVC11]. Be-

sides, we witnessed how to exploit cellular signal strengths, air pressure, or power consump-

tion for locations [MSV15], gyroscope for eavesdropping conversations [MBN14], system-level

aggregate statistics for user’s real-world identity [ZDH13], and activity information leakage

through music [?] and the state of shared memory for foreground apps, and even, activity

transition sequences [NYY15]. Moreover, there is a trend that malicious apps are also adapt-

ing to wearable devices [RGK11, WLR15]. For example, MoLe [WLR15] exploits the wrist

motion derived from smartwatches to infer keystroke inputs. So far we have provided ex-

amples showing “Your apps are watching you” [KT10] which a majority of users will never

realize and for sure “These aren’t the droid you’re looking for” [HHJ11]. Contrary to the

aforementioned side-channel attacks, we consider a spyware which does not have access to

sensor information like inertial or gyroscope sensors, a spyware which can monitor only the

actions that are triggered—by other apps—based on changes in these sensory data. Similar

to the spyware considered in our work, [ZDH13] shows some information leaking channels in

Android (e.g., phone speaker status) that a malicious app can monitor without permission.

4.1.2 Chapter Contribution

• We exploit a new side-channel attack vector arising from monitoring changes of phone

adaptations by context-aware applications. We call this new set of attacks a context-
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aware adaptation based spyware, or in short, SpyCon.

• We show a concrete instantiation of a SpyCon which can maliciously infer user’s behav-

ior by monitoring context-based adaptions. We assess the performance of the developed

SpyCon through a one-month user study.

4.2 Context-aware Adaptation based Spyware

We introduce the Context-aware Adaptation based Spyware (SpyCon) and illustrate how

it works and its potential negative outcomes by showing an example of a SpyCon that

stealthily learns the semantics of the user locations inferred by those adaptions made by

other context-aware apps.

4.2.1 Popular Phone Manager Apps

Location-based phone settings management is one of the most popular context-aware applica-

tions1. Due to their capability to adapt to user context, apps like Tasker [tas], and Locale [loc]

gained more than one million downloads from Google Play Store. These context-aware apps

allow users to define their profiles. A profile contains a context-based trigger and a set of

actions. Once the phone context matches the trigger, the corresponding actions to change

the phone settings are performed. For instance, a common profile configuration is muting the

ringer volume when a user is in class. Motivated by the popularity of these location-based

context-aware apps, we choose user location as the information that our SpyCon leaks.

4.2.2 Spyware Description

We are interested in designing a SpyCon that monitors changes in phone settings—which

are triggered by a location-based context-aware app—and uses these changes to leak user’s

location. We start by making two important remarks: (1) No user permissions: Many

phone settings can be monitored without user permissions, such as current screen brightness.

1By the time this chapter was written, context-aware phone settings management applications had ranked
3rd in the Productivity category in the Android Developer Challenge [tas].
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PS Description PS Description

R Ringer mode P Wallpaper

H Touch sound D Dialpad sound

W Enable WiFi A Alarm volume

I Ringer volume M Media volume

T Display timeout B Screen brightness

V Vibration on touch L Screen locking sound

Table 4.1: List of Phone settings (PS).

(2) Ambiguity on setting changes: Manual adjustment can make changes in phone

settings through physical buttons. Although SpyCon cannot discriminate a priori between

the changes in the phone settings done by a location change or by manual adjustment,

machine learning algorithms can be handy in discovering repetitive patterns in the data.

The operation of SpyCon is divided into two phases: (1) Logging: SpyCon monitors all the

changes in phone settings and records a timestamped value upon a change is detected. A

list of phone settings that we consider is given in Table 4.1. (2) Data mining: SpyCon

analyzes the data to discover repeated patterns.

4.2.3 SpyCon User Study

We study how SpyCon can invade users’ privacy, by developing two applications, a shadow

logging app, and a SpyCon.

4.2.3.1 Shadow Logging Application

As mentioned in Section 4.2.1, users define profiles in apps like Tasker and Locale. Users

have to enter a fixed-radius circular geofence as a context trigger, as well as a set of actions

(e.g., adjusting screen brightness or changing ringer mode to vibration) that will be activated

when the user enters these geofences. We need to collect the ground truth for the context and

the triggered actions to compare later and to understand how much information is leaked

by context-aware apps. Hence, we developed a shadow app that resembles the functionality
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of Tasker and Locale. The full phone settings we considered are listed in Table 4.1. To

keep track of the golden output (ground truth) for later evaluation, the shadow app keeps a

timestamped record whenever the active profile is changed, implying that the user moves to

a different location.

4.2.3.2 SpyCon Application

We developed a SpyCon that logs the phone settings in the background without any interac-

tion with all the other apps, including the context-aware app2. All the settings collected by

the SpyCon can be accessed without permissions in Android OS. SpyCon may require the

knowledge of other applications installed on the phone to know whether the phone settings—

or any other context-based adaptations—are altered by a context change. For example, the

SpyCon we describe here can reason that the change in phone settings is caused by a change

in user’s location by knowing a priori that there is an app that adapts the settings based

on location. This information can be retrieved in two steps; (1) The malicious app needs

to know what other apps are running on the same phone, which can be acquired by calling

the Android API getInstalledApplications() 3. (2) The malicious app needs to

know what context adaptations are involved in the context-aware apps. This can be fetched

from the app store (e.g., “Google Play”) page. For example, Tasker app specifies that phone

settings are adapted based on user location.

4.2.3.3 User Study

We implemented both apps mentioned above on Android 5.0.1 running on Nexus 5. Seven

participants are recruited in our user study. Each participant carries the phone for four

weeks. Users can choose the settings/profiles based on their personal preferences, and they

are allowed to change the phone settings manually. Based on the data we collected we explore

2In the real world, SpyCon can provide some functionality but collect data stealthily, which is a typical
way a spyware hides its real intention.

3Even though Android may protect this API by adding a permission in the future, studies showed that
it is hard for most users to relate the side-channel privacy implications to the granted permissions [FHE12].

61



Hour

D
a
y

 

 

0 3 6 9 12 15 18 21

Tue.
Wed.
Thu.

Fri.
Sat.
Sun.
Mon.
Tue.

Wed.
Thu.

Fri.
Sat.
Sun.
Mon.
Tue.

Wed.
Thu.

Fri.
Sat.
Sun.

Default Home Child care Working

(a) Hour

D
a

y

 

 

0 3 6 9 12 15 18 21

Tue.
Wed.
Thu.

Fri.
Sat.
Sun.
Mon.
Tue.

Wed.
Thu.

Fri.
Sat.
Sun.
Mon.
Tue.

Wed.
Thu.

Fri.
Sat.
Sun.

prof1 prof2 prof3 prof4 prof5

(b) Hour

D
a
y

 

 

0 3 6 9 12 15 18 21

Tue.
Wed.
Thu.

Fri.
Sat.
Sun.
Mon.
Tue.

Wed.
Thu.

Fri.
Sat.
Sun.
Mon.
Tue.

Wed.
Thu.

Fri.
Sat.
Sun.

prof1 prof2 prof3

(c)

Figure 4.1: One example of profile timeline from user #2. (a) The golden output. (b)

Clustering result based on full observation. (c) Clustering result based on dominant features

derived by feature selection algorithm.

what information can be maliciously mined.

4.2.4 Experiment 1: Data Mining by Clustering

Revealing the semantics of the user location trace, or equivalently, the active profile sequence

from phone settings is challenging since there is not always a one-to-one mapping between

a profile and a phone setting. This is because: (1) Users configure only a subset of the

settings listed in Table 4.1 and it is not known a priori which settings are used. (2) Users

can manually override the phone settings by pressing the volume buttons or adjusting the

brightness through the built-in Settings App. Hence, we use k-means algorithm to approach

the user data mining problem. Deciding the number of clusters in the k-means algorithm

is hard in general because it is application dependent. Since our SpyCon does not know

how many profiles are defined by users, we brute-forcedly set k to be any value between 2

through 7 (selected based on the maximum number of profiles defined by our participants).

The clustering result with the highest silhouette score is returned.

4.2.4.1 Critical Phone Settings

Inspired by how most unsupervised machine learning algorithms work, we implement a

greedy algorithm to find dominant phone settings as follows:

(i) Initialize the selected feature set S = φ.
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UID # clusters using all features Dominant

base 2 3 2− 7 features

1 75.2 +18.9 +22.9 +19.1 +21.8 W,R,V

2 56 +17.2 +24 +18.3 +24.1 R,B,W

3 80.5 +12.9 +14.4 +13.6 +16.7 R

4 45.6 +37.3 +34.2 +35.6 +35.9 W,R,L

5 42 +24 +35.2 +24 +41.8 T,R,A

6 57.9 +4.4 +36 +4.4 +40.7 A,R,B,W

7 78 +15 +15.5 +15 +15.6 R,O

Avg. 62.2 +18.5 +25.8 +18.2 +28.1

Table 4.2: Clustering accuracy (in percentage) of all users compared to the baseline accuracy

(the accuracy based on blind guesses) by applying k-means using the settings from Table 4.1.

(ii) We examine every other setting f not in S by performing k-means with feature set

S ∪ {f}. The silhouette score hf is computed accordingly.

(iii) Denote ĥ as the maximum hf from the previous step. If ĥ is larger than previous

silhouette score, then S = S ∪ {f} and go back to step 2. Otherwise, terminate.

4.2.4.2 Privacy Implications

The clustering result of one participant is shown in Figure 4.1. Figure 4.1(a) shows the

actual user profile changes across the day (the golden output as explained in Section 4.2.3.1).

Figure 4.1(b) shows the k-means clustering result (using an adaptive number of clusters)

and demonstrates similar patterns with the golden output.Our algorithm can successfully

capture events even with short periods. For example, it learns that user #2 regularly goes to

a particular place after leaving or before returning home, which turns out to be the childcare

from our post-interview. Clustering result derived from dominant features using our feature

selection algorithm is shown in Figure 4.1(c). Figures 4.1(b) and 4.1(c) clearly indicate the

ability of the developed SpyCon to reconstruct user context (switching profiles in this case)
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Anti-virus Package Name Scanning Result

AVG AntiVirus no threat

Symantec Norton Security & AntiVirus no threat

AVAST Mobile Security & Antivirus no threat

McAfee Security & Power Booster no threat

Kaspersky Internet Security for Android no threat

Table 4.3: Results of scanning the developed SpyCon using signature-based malware detec-

tion packages.

by just monitoring its side effect (changes in phone settings)4. The overall accuracy of the

clustering algorithm is reported in Table 4.2. We define baseline accuracy by using blind

guesses, that is, the SpyCon always reports a user is at home without observing any phone

settings. The results in the rest of the columns are the additional information (the increase

in accuracy) the SpyCon gains over the baseline accuracy if an inference is used based on the

number of clusters. The accuracy derived from dominant features is slightly higher because

the feature selection algorithm excludes noisy features. We report dominant features for

each user in the last column of Table 4.2. This study shows that the designed SpyCon can

infer with an average accuracy of 90.3% the user behavior, in particular: (1) the average

commuting time between home and work, (2) the average time spent at work and home, and

(3) the weekend behavior, such as if a specific place is frequently visited on Sundays and

average time spent at home.

4.2.5 Experiment 2: Detection Using Current Antivirus Apps

We used five well-known anti-virus applications (shown in Table 4.3) on the developed Spy-

Con. None of them reported this app as malware. This follows from the fact that the

proposed SpyCon does not have any suspicious code signature.

4If the user specifies two profiles with the same settings, SpyCon will recognize them as the same profile.
However, the incentive of the user to define the same settings for multiple profiles defies the idea of the
context-aware app.
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Context-aware App Context Side-channel

Tasker [tas] location phone settings

Locale [loc] location phone settings

Silence [sil] calendar events phone settings

RockMyRun [roc] biometrics music played

HABU music [hab] mood music played

Table 4.4: Context-aware apps and their side-channel.
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Figure 4.2: Accuracy of leaking information about user from data collected by 45 of the

most downloaded free apps; (blue) accuracy of identifying the semantics of the user location

when a location-based context-aware app (Tasker/Locale) is used, and (red) accuracy of

identifying user calendar profile when a calendar-based context-aware app (Silence 2.0) is

used.

4.2.6 Experiment 3: Beyond Location SpyCon

While the previous experiment aims at studying how the proposed SpyCon can leak the

semantics of user location, we further explore how exploiting this side-channel can reveal

other user information. We study several context-aware apps in the Android market and

report the monitored context and the corresponding actions taken by these apps in Table 4.4.

Since other apps can observe these actions (even without asking for user permissions), these

actions open a side-channel that leaks information about the user. For example, if a SpyCon

knows a priori the presence of Silence App [sil] (an app which changes your phone settings
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based on the calendar events), it can reveal the timing or repetition of calendar events based

on the side-channel of phone settings.

4.2.7 Experiment 4: How many SpyCons in the market?

Identifying whether an app is exploiting the proposed context-adaptation side-channel is hard

without the knowledge of the app behavior. Hence, we focus in this experiment, instead,

on identifying apps in the market that possess enough information to leak, however, we do

not make the claim that these apps are SpyCon. We performed static analysis on 45 of the

most downloaded free apps from the Google Play store to check which APIs they use. We

intercepted the APIs that retrieve the information possessed by these apps. Finally, we used

this collected information to leak user context. In particular, we focus on the setup when

Tasker/Locale (a location-based context adaptation app) and Silence (a calendar events-

based context adaptation app) are changing the phone setups based on location and calendar

events, respectively. Figure 4.2 shows the accuracy of retrieving the user context from the

data retrieved by the 45 apps. Our results show that 86% of the top downloaded free apps

have enough information to leak user context with some of the apps scoring more than 80%

accuracy when a location-based context-aware app is used. Similarly, for calendar-based

context, 64% of these apps can leak information with an accuracy more than 80% showing

the significance of this side-channel information.

4.3 Conclusion

We introduced a new class of privacy-threatening spyware that is designed to snoop around

adaptations made by context-aware apps which we called SpyCon. We showed through

the user study that by monitoring the context-based adaptations triggered by context-aware

apps, SpyCon could infer user behavior. To exacerbate the situation, our experiments showed

that this new spyware is undetectable using off-the-shelf antivirus and moreover many of the

top 45 downloadable free apps have enough information to reveal about user. Future work

includes studying the case when multiple SpyCons collect different data and collaboratively
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leak user information by fusing these partial data. As well as, studying different detection

methods and mitigation strategies for SpyCon.
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CHAPTER 5

VindiCo: Privacy Safeguard Against Context-aware

Adaptation Based Spyware

5.1 Introduction

In this chapter, we purpose VindiCo, a novel detection and mitigation engines that are

designed to protect against privacy leaks due to context-aware adaptations which SpyCon

exploits. Contrary to traditional malware detection approaches, VindiCo does not rely on

prior information about code signature or run-time behavior of similar malware. Instead,

VindiCo is designed to be generic and agnostic to the implementation of SpyCon.

5.1.1 Related Work

Malware Detection Techniques: Several techniques have been proposed for malware

detection and can be broadly categorized into two groups. (1)Code signature-based approach

[EKK11, GZZ12, EOM11, LLW12, ARF14] detects stealthy behavior based on the code flow.

(2)Behavior-based approach [YY12, ZJS09, KMP11, EGH14] performs information leakage

detection in execution time but tackling the issue from different layers of an operating system.

DroidRanger [ZWZ12] points out that an app can download binary payload in the runtime,

which code-signature based approach can never diagnose its intention but raise a warning of

a potential hazard.

Nevertheless, VindiCo is distinct from the above techniques because a malicious app can

learn sensitive information based on the adaptations made by another app.

Malware Mitigation Techniques: Different mitigation techniques have been proposed,
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including sensory value perturbation [BRS11, HHJ11, CSR14], finer-grained permission con-

trol [JMV12, NKZ10], and permission recommendation systems [AH13]. πBox [LWG13]

and SemaDroid [XZ15] introduce a notion of privacy budget and seek a balance between

utilization and privacy sacrifice. VindiCo shares the similar goal to quantify the degree of

information being leaked and choose an appropriate data perturbation method and accord-

ingly a mitigation magnitude based on the desired degree of data distortion.

5.1.2 Contribution

In this chapter we purpose VindiCo a safeguard against SpyCon. In particular, our contri-

bution can be summarized as follows:

• We design, implement, and demonstrate VindiCo, a safeguard against SpyCon. We in-

troduce a novel detection mechanism (we named it information-based detection) along

with two genres of mitigation policies. We re-examine the proposed mitigation policies

against the developed SpyCon to assess it and show how its performance decreases

after applying mitigation policies.

• We evaluate VindiCo through extending Android Open Source Project (AOSP)[aos]

with a new layer that supports the purposed detection mechanism and mitigation

policies.

The remainder of this chapter is organized as follows, Section 5.2 illustrates the archi-

tecture of the proposed VindiCo safeguard. Implementation details of VindiCo are shown in

Section 5.3. Finally, we provide an experimental evaluation of VindiCo in Section 5.4.

5.2 VindiCo System Architecture

In VindiCo, we focus on the general question of how to design software mechanisms that can

detect and mitigate SpyCon.
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5.2.1 Threat Model and Design Objectives

Motivated by the observations from the previous section, we define our threat model as

follows.

[T1] No prior signature or behavior: Since SpyCon is a new class of spyware, we assume

neither prior knowledge of code signatures nor prior recorded suspicious behaviors exist.

[T2] Unknown inference algorithm: We assume no knowledge of the algorithms used

by SpyCon to infer the sensitive information.

[T3] Access to APIs: We assume that SpyCon has access to the APIs needed to monitor

user behavior. Our study in the previous section shows that many of such Android APIs do

not require permissions.

[T4] Knowledge of Existence of VindiCo: Finally, we assume that SpyCon is aware

of the existence of VindiCo. That is, SpyCon has full knowledge of VindiCo detection, and

mitigation algorithms and SpyCon may adapt its behavior accordingly.

T1 and T2 imply that traditional malware detection schemes (e.g., [XZS10]) are not ad-

equate in our problem setup. Hence, a new SpyCon detection scheme has to be designed

without possessing any prior information (signature or behavior) of such spyware. In par-

ticular, we propose the following design objectives in VindiCo:

[O1] Generic Detection: VindiCo should be able to detect any possible context-aware

adaptation based spyware without prior knowledge of spyware signatures or behavior.

[O2] Mitigation: VindiCo should be able to mitigate the impact of a possible SpyCon

without affecting the authentic context-aware application performance.

[O3] Performance: VindiCo should be lightweight and add minimal execution overhead.

Motivated by these three design objectives, we designed VindiCo as discussed in this

section in three main blocks: Context-adaptation registration, Detection Engine, and Miti-

gation Engine. The details of each building block are given in the subsequent sections.
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5.2.2 Context-adaptation Registration

To protect adaptions made by context-aware apps, VindiCo needs to know the context-action

relations within the apps.

One action in an adaption can be made based on several context, and one context can

be shared by different actions. For example, a user may use a camera app and another app

for listening to music in the background while running. Upon detecting that the user is

running, the camera app adjusts the hardware camera focus while the music app changes

the music playlist. Both actions from these two apps, i.e., changing camera properties and

altering music playlist, are made based on the same context, i.e., user’s physical activity.

Providing the context-action relations is essential for VindiCo to monitor how likely a SpyCon

is inferring associated context.

To automatically retrieve the context-action relations, we use FlowDroid [ARF14] (which

augments the Java code analysis tool Soot [soo]) to analyze the call flow graph of the context-

aware app and extract all relations between the setter APIs and getter APIs. The final output

is an XML file that maps context (getter APIs) to actions (setter APIs). We call this XML

file a registry file. The developer can then view the automatically generated XML file to

verify or modify it before being used by VindiCo.

In the registry file example shown in Figure 5.1, there are two adaptation policies.

Each adaptation represents one context-action relation. The first adaptation makes decisions

based on GPS location and updates ringer mode and alarm volume accordingly. In the second

adaptation, the application adjusts the camera settings to accommodate battery capacity,

GPS location, and transportation modality.

During application installation phase, VindiCo checks the existence of the registry file.

If the file exists, VindiCo considers the associated application as a context-aware app and

will offer detection and mitigation mechanisms to protect this app from potential context

exposures against any other suspicious SpyCon.
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<adaptation>

<context> getGPSlocation ( ) </context>

<action> setRingerMode ( ) </action>

<action> setAlarmVolume ( ) </action>

</adaptation>

<adaptation>

<context> getTransportat ionModal i ty ( ) </context>

<context> getBatteryCapac i ty ( ) </context>

<context> getGPSlocation ( ) </context>

<action> setFocusMode ( ) </action>

<action> se tJpegQual i ty ( ) </action>

<action> setSceneMode ( ) </action>

</adaptation>

Figure 5.1: Snippet of a VindiCo registry file.

5.2.3 Information-Based Detection Engine

It follows from assumptions T1 and T2 in our threat model that existing signature-based

detection mechanisms are not able to detect the developed SpyCon. Similarly, behavior-

based detection techniques are not suitable to detect such spyware since no prior behavior is

known. Exacerbating the situation, the behavior of SpyCon is coupled to the behavior of the

authentic context-aware apps. That is, if the authentic context-aware app triggers actions

more frequently, SpyCon will monitor the actions by calling the getter values APIs for these

actions more frequently. This behavior coupling hinders the usability of the behavior-based

detection techniques.

The idea behind the information-based detection is to keep track of the ability of SpyCon

to infer the context through monitoring actions triggered by this context. Recall that we do

not have any prior knowledge or assumption on how SpyCon performs its inference (T2). To

this end, we draw on the literature of information theory and leverage mutual information

to quantify the amount of correlation (or dependence) between two random variables. In
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our scenario, we use the mutual information between context and action as a metric to

measure how certain a SpyCon can infer context from observed actions. Mutual information

provides a theoretical bound on the inference capability of any learning algorithm. Generally

speaking, the lower the mutual information between context and actions is, the smaller the

accuracy any inference algorithm can get. Push into one extreme, if the mutual information

is zero, then no algorithm can infer context from monitored actions.

Based on this intuition, our detection engine continually tracks what actions have been

monitored by each app, computes an estimate of mutual information between the actual

context and those actions monitored by this app, and assigns a suspicion score accordingly.

This score is then passed to our Mitigation Engine, as an indicator of the magnitude of

countermeasures, which aims at reducing the amount of information possessed by suspicious

apps.

5.2.4 Mitigation Engine

Once the suspicion score, assigned to each possibly running SpyCon, increases beyond a

certain threshold (named alarm threshold), the Mitigation Engine informs the user with

the possibility of having a SpyCon and asks the user permission to apply countermeasures

against the suspicious app. Upon the user consent, the Mitigation Engine seeks a general

way to hinder the SpyCon’s capability of revealing user context. While completely blocking

all side-channels may not be practical, our goal is to reduce its bandwidth drastically. This

process needs to be done without any prior assumption on the type of inference algorithms

used by SpyCon (T2). There are two solution regimes to achieve this: 1) imposing delays

so that a SpyCon cannot get the latest action updates in real time, and 2) tearing down

the correlation between the actions monitored by SpyCon and the associated context. We

call the mitigation method in the first regime delay and introduce three different mitigation

methods in the second regime: suppression, row-masking, and feature-masking.

Before delving into the details of various mitigation algorithms, we would like to stress

the following facts:
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- Complementary and adaptive mitigation: The two regimes of mitigation methods

achieve different goals and can complement each other. In practical scenarios, we combine

both delay mitigation with one in the second regime which reduces the mutual information.

VindiCo does not assume any mitigation can always outperform the others. In fact, a

mitigation technique may be effective only in a particular situation. Hence, VindiCo starts

by selecting a mitigation method and applies it accordingly. Next, VindiCo tracks the

effectiveness of the imposed mitigation technique by constant monitoring of changes in the

suspicion score. If a SpyCon can still survive under current mitigation treatment, VindiCo

increases the mitigation magnitude first and eventually switches to a different method.

- The Scope of mitigation: The mitigation is applied on a per-app basis instead of a

system-wide configuration. Hence, well-behaved apps (including the protected context-aware

app) can receive correct action values. Therefore, mitigations cause no negative impact on

context-aware apps.

The rest of this section we explain the details of the mitigation techniques we have in

VindiCo.

5.2.4.1 Mitigate by Delay

As shown in Section 4.2.4, monitoring the phone setting changes updated by the context-

aware app can reveal the semantics of the user location and thus infer user’s schedule. Our

first strategy is to let VindiCo delay the action values so that a SpyCon can only get an

outdated context instead of the latest one. VindiCo chooses a delay of d minutes which is

selected randomly to prevent the SpyCon from revealing the delay.

5.2.4.2 Mitigate by Suppression

With the previous mitigation method, even though SpyCon may not be able to get the real-

time update from delay mitigation, it can retrofit users’ daily routine by aligning with a priori

knowledge, for example, when a person usually goes to school or work. Once the personal

schedule is derived, this mitigation will have no effect in the future. The fundamental
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Figure 5.2: VindiCo architecture. The context-aware application is registered in VindiCo by

context-adaptation registration module. The behavior of the context-aware app is monitored,

and a possible SpyCon is detected by the Detection Engine. Adequate mitigation technique

is then taken by the Mitigation Engine.

reason is that merely imposing a delay will not reduce the mutual information. Suppression

mitigation, on the other hand, is designed to decrease the information a SpyCon can harvest.

The main idea of this mitigation technique is to give SpyCon false adaptation actions by

returning action values associated with another context.

VindiCo suppression mitigation module randomly chooses one of the latest k recorded

values for the action. The number k is the mitigation magnitude of this method.

5.2.4.3 Mitigate by Masking

Another mitigation to increase obfuscation is to mask some action values, i.e., returning

zeros. We explore two variants of the masking approach: row-masking and feature-masking.

In row-masking, our system returns correct action values, but with a specific probability

p, our system returns 0 to SpyCon for all the action values after context changes. The

masking effect takes place until the next adaptation is made. In consequence, SpyCon
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Figure 5.3: Context-adaptation registration. At installation time, VindiCo checks the exis-

tence of a registry file and starts processing it accordingly. Registry file processing constructs

all necessary data structures that are needed by the detection and mitigation engines.

cannot infer anything during the masked periods, but can still make inferences based on the

unmasked observations. The feature-masking approach, in contrast, considers each action

value individually. Upon an adaptation is made, each action has a certain probability to

be masked. As a result, at any given context change, the SpyCon can only observe partial

action values after an adaptation occurs. The decision of masking all actions in row-masking

or which action values to be masked in feature-masking depends on flipping a biased coin

with a selected probability p, which serves as the parameter of mitigation effectiveness.

The implementation details of the mitigation module are given in Section 5.3.3, and the

evaluation of the mitigation techniques is shown in Section 5.4.2.
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5.3 Implementation

We extended the Android system layer to add the three main parts of VindiCo as shown in

Figure 5.2. In this section, we explain the implementation details of all the three modules.

5.3.1 VindiCo Context-adaptation Registration

In this section, we explain, with an example in Figure 5.3, the data structures used by

VindiCo to track the information possessed by possible SpyCon apps.

5.3.1.1 Adaptation Record

The purpose of this data structure is to keep track of the actions taken by the authentic

context-aware apps and the changes in the context that triggered such actions. An adaptation

record table is created for each adaptation in the registry file. Upon changes in either context

or actions, VindiCo appends a record to these tables consisting of both the context and the

actions along with a timestamp. Figure 5.3 demonstrates two adaptation record tables

corresponding to two adaptation tags. Initially, these tables are empty and are filled as the

context-aware app decides to perform a new adaptation. These tables are then used by the

Detection Engine to estimate the amount of information that can be potentially retrieved if

some actions are monitored.

5.3.1.2 Protection Lists

Most of the setter APIs in the Android Framework managers have corresponding getter

APIs, and a malicious app can use these getter APIs to monitor any change in actions trig-

gered by authentic context-aware apps. For example, if an authentic context-aware app uses

setRingerMode(), a SpyCon can use getRingerMode() to track the action triggered

by this authentic app.

VindiCo summons all getter APIs (which can potentially leak user context) into a list

called Protection List. Take the registry file example in Figure 5.1, the corresponding Pro-
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tection Lists after parsing the registry file are shown in Figure 5.3. In particular, two lists

are constructed for the two adaptation tags. The first Protection List includes two func-

tions, getRingerMode() and getAlarmVolume(). Similarly, the second list contains

the corresponding getters of the three mentioned functions.

5.3.1.3 Mutual Information Tables

As explained in Section 5.2, the Detection Engine depends on information-based technique.

VindiCo generates one Mutual Information Table per adaptation tag in the registry file. The

table consists of the power set of all the actions, and each row stores the mutual information

of the subset of the actions and the context. Figure 5.3 gives two examples of Mutual

Information Tables. All the entries are initialized to zeros and will be updated by the

Detection Engine.

5.3.2 VindiCo Detection Engine

The Detection Engine is a core module in VindiCo that implements the information-based

detection mechanism. We provide the details of our implementation with an illustration of

the detection flow in Figure 5.4. In particular, the information-based detection engine works

as follows:

5.3.2.1 Step 1: Tracking Context-Aware App Behavior

The first step is to keep track of all the changes in context. Whenever a change occurs

in a context, VindiCo timestamp such change and records the timestamp along with all

the actions (taken by context-aware apps) and the corresponding context that caused these

actions. This step is performed through filling in these values in the Adaptation Record table.

Note that we have a separate Adaptation Record for each map between context and

actions. Therefore, even if a particular action may have been triggered by multiple changes in

different context, we will treat each context separately, and all the corresponding Adaptation

Record tables will be updated
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Figure 5.4: VindiCo Detection Engine. When a context-aware app calls a setter API to

adapt to user context, VindiCo Service intercepts the call and checks if this API call is in

the Adaptation Record. Next, the mutual information algorithm updates the correspond-

ing Mutual Information Table based on the new data recorded in the Adaptation Record.

Whenever an app calls a getter API that matches one of the API in the Protection Lists, the

mutual information corresponding to the getter API is retrieved and assigned to this app as

a suspicion score.

5.3.2.2 Step 2: Computing Mutual Information

The next step is to calculate the mutual information based on the time series stored in the

Adaptation Record tables. Since we do not know a priori which (set of) actions are going to

be used by a SpyCon for adversarial inferences, we compute and store the mutual information

between the context and the power set (all different combination) of all actions.
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These values are then stored in the Mutual Information Tables and are updated whenever

new entries are added to the Adaptation Record.

5.3.2.3 Step 3: Monitoring Suspicious App Behavior

The last step is to use all the Protection Lists to track the behavior of suspicious apps.

Whenever an app invokes a getter API that can be used to monitor an action (i.e., an API

in the Protection List), VindiCo starts to suspect this app by assigning a suspicion score to

this app. The value of this suspicion score is equal to the mutual information associated

with the getter API (invoked by the app) which is stored in the mutual information tables.

Since the same app may have called several getter APIs belonging to different Protection

Lists, VindiCo associates a set of suspicion scores (instead of just one suspicion score),

one per Protection List in a table that is called applications suspicion scores table (see

Figure 5.4).

5.3.2.4 Convergence of the estimated mutual information

An important aspect that is related to the use of mutual information is the convergence

of estimated mutual information to the actual mutual information from the data samples

accessed by VindiCo. That is, it is well known that calculating an estimate of mutual

information with enough precision requires the access to multiple samples from both context

and triggered actions1. Hence, one can argue that a malicious spyware—which is aware of

the existence of VindiCo as per assumption T4 in our threat model—may be tempted to

reduce the frequency for which it monitors the actions with the goal of decreasing the number

of samples used to estimate his mutual information and hence deceives VindiCo by reducing

the associated suspicion score2. To avoid such situation, we associate mutual information to

actions instead of apps. That is, whenever an action takes place, we update the amount of

mutual information between this particular action and all the context associated with it. At

1An estimate of the mutual information converges to actual mutual information asymptotically.

2On average the actual mutual information is the upper bound for the estimate mutual information.
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any time point, once an app monitors this action, we copy the mutual information associated

with this action to the app. Therefore, regardless of how frequent an app monitors actions,

we associate to it the mutual information based on all samples in history—recall that the

number of these samples are not controlled by the malicious app—not only on those to which

it has access.

5.3.3 VindiCo Mitigation Engine

When an API is called in Android, an application ID is passed along with the API call

to the system layer. The mitigation engine checks if this application ID has an entry in

the applications suspicion scores table. Afterward, the Mitigation Engine checks which

Protection List this API call is part of to know the corresponding suspicion score. As

mentioned in Section 5.2.4, VindiCo does not presume any mitigation treatment outperforms

the others, and opportunistically selects a method and see the effect and gradually increases

the mitigation. If the suspicion score cannot be effectively decreased, VindiCo will switch to

another mitigation method.

In order not to affect the performance of the API call, we cache the decision taken by the

mitigation engine on this API call for this application ID for future calls, and in a separate

thread, the mitigation engine checks the effect of mitigation on the mutual information to

update this cache. The overhead on the API call is shown in Section 5.4.3.

5.4 Evaluation

We implemented the proposed VindiCo by modifying the Android system image for platform

5.0.1 API 22 [aos]. The developed system is installed on Nexus 5 phones. VindiCo adds 44

MByte to the original Android 5.1 system image resulting in an increase of 4.5% of the

image size (original image size is 998 MByte). In this section, we show the performance of

the proposed VindiCo.
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Figure 5.5: Profile timeline of user #2 after VindiCo applies the mitigation techniques.

(a)Suppression mitigation (3 rows) (b)Row-masking mitigation (p=0.4) (c)Feature-masking

mitigation (p=0.4)

5.4.1 Experiment 5: Performance of Information-Based Detection

5.4.1.1 Detection Accuracy

In this experiment, we investigate the effect of choosing the alarm threshold (the threshold

on the suspicion score above which an app is considered malicious) on the performance of

the proposed information-based detection algorithm. In particular, we evaluate the detection

performance regarding both the false positive rate and false negative rate. In this context,

an application is considered malicious whenever its clustering accuracy exceeds the baseline

accuracy by blind guesses defined in Section 4.2.4.2. A false positive flags the case when

the information-based detector claims that an application possesses enough information to

accurately identify the user behavior with accuracy more than the baseline accuracy while the

real accuracy of the app is indeed lower than the baseline accuracy. A false negative is defined

similarly. Similar to the previous experiment, we focus again on the case when SpyCon is

monitoring phone settings changed by a location-based context-aware app (Tasker/Locale)

and when these settings are changed by a calendar events-based context-aware app (Silence).

Figure 5.7 reports the false positive and false negative rates obtained from 8000 data

points collected from our user studies versus different alarm thresholds. For the extreme case,

when the alarm threshold is set to zero, any application that possesses any slight information

is marked to be malicious by the information-based detector. This leads to detecting any

SpyCon (i.e., false negative rate = 0) on the cost of an excessive false positive rate (where
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Figure 5.6: Mutual information (MI) and clustering accuracy difference (Acc diff)—with

respect to the baseline accuracy—after applying different mitigation methods. When mit-

igation magnitude increases, both mutual information and accuracy decrease. (a) MI by

suppression (b) MI by row-masking (c) MI by feature-masking (d) Accuracy by suppression

(e) Accuracy by row-masking (f) Accuracy by feature-masking

all benign applications are marked malicious as well). As the alarm threshold increases,

the information-based detection becomes less aggressive leading to a significant decrease in

the false positive rates while sacrificing the ability to detect malicious apps (reflected by the

increase in the false negative rates). The results reported in Figure 5.7 suggest that an alarm

threshold of 0.65 leads to a compromise between false positive and false negative rates (false

positive rate = 0.1 and false negative rate = 0.15).

Figure 5.7: Performance of the VindiCo information-based detector (in terms of false positive

and false negative rates) versus different alarm thresholds.
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5.4.1.2 Detection of SpyCon in the Market

Next, we ran the proposed information-based detection algorithm (with alarm threshold set

to 0.65) against the 45 real applications from the market used in Experiment 4. Recall

that Experiment 4 asserts most apps can identify the user context with accuracy more than

80% which in turn indicates that each app possesses high amount of information. Running

the proposed information-based detection algorithm against these applications results in

suspicion scores that are greater than the alarm threshold for all the 45 apps. Therefore,

VindiCo marks all these apps as malicious reflecting the fact that these apps possess enough

information to leak sensitive details about the user behavior. For space limits, we report

here the suspicion score of the extreme cases (the top two and bottom two apps in terms of

accuracy in Experiment 4) for the SpyCon that monitors changes based on location as follows:

360 Security Antivirus (0.974), Clean Master (0.971), Pinterest (0.722), and Madden NFL

Mobile (0.784). Similar suspicion scores are obtained when SpyCon is monitoring changes

based on calendar events.

5.4.2 Experiment 6: Performance of Mitigation Algorithms

To evaluate the performance of the proposed mitigation technique, we applied the proposed

mitigation methods on SpyCon. We plot the profile timeline of the same user (user 2) after

applying the mitigation with a one parameter value in Figure 5.5. Comparing the results in

Figure 4.1(c) and Figure 5.5, we notice the distortion in the patterns of user profile compared

to the case when no mitigation is applied.

To better judge the effect of the proposed mitigation algorithms, we plot the accuracy

of the clustering algorithm developed when different mitigations are applied along with the

corresponding mutual information in Figure 5.6. These results show how the gained accuracy

by SpyCon above the baseline accuracy—to identify the user profile—drops in general to

the baseline accuracy (as shown in the accuracy difference in Figure 5.6), and for some

users, it even drops to less than the baseline accuracy. Moreover, and as expected from the

theoretical underpinnings of mutual information, whenever mutual information decreases—
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as a consequence of the mitigation parameter (number of records k in suppression case and

the probability of masking p in the row-masking and feature masking case)—the accuracy

of the developed SpyCon must decrease (on average).

We also observe that the suppression method leads to a sharp decrease in the mutual

information with a fast saturation whenever k > 2 as shown in Figure 5.6(a). In contrast,

the other two proposed mask mitigation methods (row-masking and feature-masking) lead

to a gradual decrease in the mutual information as the probability of masking p increases

(Figure 5.6(b), 5.6(c)). This gradual degradation provides more flexibility for VindiCo to

adjust to a desired mutual information.

Finally, though we expect mutual information should monotonically decrease when the

mitigation is stronger (higher masking probability), 5.6(c) shows that mutual information

goes higher when masking probability p = 0.1. One possible explanation is that noisy settings

are cleared with this configuration, causing higher correlation between mitigated data and

user profile. However, the mutual information decreases sufficiently when larger masking

probability is applied (i.e., p >= 0.4).

5.4.3 Experiment 7: Timing Analysis of VindiCo

The execution time is obtained using Android traceview [And]. Table 5.1 shows the CPU

execution time when the complexity of the context-aware app increases, which is majorly

reflected by the number of adaptation tags in the registry file. Parsing and processing the

registry file take approximately 6ms. Fortunately, this overhead takes place only during the

installation of a new package on the phone. On the other hand, at runtime, VindiCo adds

negligible overhead (less than 0.1ms) which is approximately 3% increase from the average

execution time of the original API call.

5.4.4 Experiment 8: Effect on Benign Applications

Our results in Experiment 4 show that false positives (mistakenly assigning a suspicion score

to a non-malicious app) are indeed possible. In this experiment, we study the effect of
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Overhead in CPU Time (ms) Description

2

adapt

3

adapt

4

adapt

Parsing

registry

file

3.186 3.186 3.187
Overhead takes place during the installation

time of the application.

Registry

file pro-

cessing

1.48 2.22 2.96

Construction of the necessary data structures.

Overhead takes place while loading the

application for the first time after the

application is launched.

API call

in

context-

aware

apps

0.066 0.076 0.076

Tracking the values of context and action from

the context-aware application and filling the

Adaptation Records at runtime. Overhead

takes place whenever an action API is called by

the authentic context-aware application. On

average, the original API call consumes 2.56

ms, and hence the overhead is 2.9%.

API call

in other

apps

0.056 0.090 0.095

Overhead when a get API is called from one

of the Protection List by other apps. On

average, the original API call consumes 2.56

ms, and hence the overhead is 3%.

Table 5.1: Timing analysis of VindiCo against increasing complexity of context-aware apps

measured by number of adaptation tags in the registry file.

applying the mitigation techniques on the functionality of different apps. We emphasize the

fact that VindiCo applies mitigation only after notifying the user and getting his consent

(as discussed in Section 5.2.4).

We examine the effect of changing the return value of phone settings on Skype and

Facebook when mitigation is applied. In particular, we split our study into (i) effect on

the app’s main functionality and (ii) effect on user experience. To that end, we recruited
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five participants and asked them to use Skype and Facebook while VindiCo is applying

different mitigation techniques and the users are asked to compare their experience with

the case when no mitigation is applied. We note that all the participants could not notice

any changes in Skype and Facebook main functionality (audio/video calls in case of Skype

and sharing/reading posts and videos in the case of Facebook). This is a direct reflection of

the fact that VindiCo only modifies the phone setting values shown in Table 4.1 which do

not directly affect these functionalities. On the other hand, several secondary effects were

reported by the user study participants. For example, while Facebook was configured to

stream videos whenever connected to WiFi automatically, it was noticed that, in many time

instances, Facebook does not stream videos even with WiFi connectivity is present. This is

a consequence of VindiCo suppressing the values of the WiFi connectivity and misleading

Facebook about the current WiFi connectivity. Another noticed secondary effect occurs

when the user taps the “Like” button. The expected behavior from Facebook is to use the

current volume setting to play the notification sound associated with the “Like” button.

However, some of the users noticed that Facebook plays the notification sound using an

incorrect volume which leads to user discomfort especially when some music is also playing

in the background. This is accounted for the fact that VindiCo suppresses the values of the

volume settings before being read by Facebook disallowing Facebook from using the right

setting.

5.5 Conclusion

We designed VindiCo, a safeguard which protects authentic context-aware applications

against leaking private information via this side-channel. VindiCo employs a general detec-

tion technique based on mutual information algorithm which is agnostic to implementation

details of context-based spyware and uses three mitigation techniques to hinder the perfor-

mance of SpyCon, which are delaying, suppressing, and masking. An end-to-end use case has

been shown to demonstrate the effectiveness of the proposed VindiCo architecture by having

a SpyCon monitoring an authentic context-aware phone setting application. Our mitiga-
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tion techniques have shown a degradation of SpyCon inference accuracy from 90.3% to the

baseline accuracy and by only adding negligible overhead (3%) on the API call performance.

Future work includes studying the effect of collaborative SpyCon. In such scenario, mul-

tiple apps collect different (or partial) information from the proposed side-channel and fuse

them to leak sensitive user information while having small individual mutual information

and hence bypass the information-based detection algorithm. Another direction is to ex-

tend VindiCo beyond context-aware applications by learning the context-actions relations

at runtime without the need of a registry file that is generated at installation time.

88



Part III

Personalization of Pervasive

Autonomy

89



CHAPTER 6

Sentio: Driver-in-the-Loop Forward Collision Warning

Using Multisample Reinforcement Learning

6.1 Introduction

The dramatic increase in sensing capabilities has opened the door for a multitude of new

applications in the context of Advanced Driver Assistance Systems (ADAS). ADAS are

developed to adapt the vehicle systems according to the vehicle and/or human context in

an attempt to enhance both the vehicle safety and the driving experience. In these context-

aware systems, sensor information collected from various sensors are fused together to infer

the current context (or state) of the system and adapt the system functionality to match the

system’s and the user’s state. Lane departure warning, front collision warning, and driver

drowsiness detection are just examples to name a few [LCG15, LY15, YZL15, CZZ15].

While ADAS is one of the fastest-growing segments in automotive electronics [The], most

ADAS systems—except for driver drowsiness detection—focus on adapting to the state of

the environment surrounding the vehicle without taking the driver and passenger state into

consideration. Automatic lighting, adaptive cruise control, automatic braking, lane depar-

ture warning, and front collision warning are all among the most utilized ADAS systems

that fall into this category. However, due to the increase in sensing capabilities, mobile

systems and wearables have shown substantial success in inferring different human con-

texts [SRN12, MJV13, Muk15]. Given the state of the environment surrounding the vehicle

(inferred using the vehicle sensors) along with the state of the driver (inferred using mo-

bile/wearables systems), we ask the question of how to design algorithms that can make use

of this information and provide a personalized driving experience.
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In this chapter, we focus on the Forward Collision Warning (FCW) system. Standard

FCW system uses radars to detect vehicles or obstacles in front of the car. The system

measures the time-to-crash based on the distance and the relative velocity of the front object

and, if the time-to-crash is below a certain threshold (signaling a possible risk of collision),

it sounds an alarm and displays a visual alert, prompting the driver to apply the brakes.

Unfortunately, to design FCW systems, automotive makers fix a certain threshold based

on multiple experiments capturing the average human behavior and response. However, as

studied by the US Department of Motor Vehicles, emotions (both negative and positive)

can cause distraction and delay driver’s response by a few seconds [DMV]. Moreover, ar-

guing with a passenger could be even more distracting than talking on a cellphone while

driving [LS13]. Significant findings showed that contentious conversations to be more emo-

tionally taxing, and the ability to drive was significantly compromised [LS13].

These observations motivate the need to design a driver-in-the-loop FCW system which

adapts to individual drivers’ responses based on their cognition context. We argue in this

chapter that by carefully designing the FCW system, a driver-in-the-loop FCW could adapt

to the driver state and trigger the visual alarm early enough to accommodate the latency in

the driver response.

Aided by the current developments in building machine learning based agents, recent

literature in designing and building context-aware systems focused on using labeled data to

train a machine learning classifier that can “infer” the human state. A smart FCW system

not only needs to “infer” or “learn” the human preference but also continuously “adapts”

and “takes actions” in the form of visual warnings.

This feedback property opens the door to design a “Reinforcement Learning (RL)” based

agent to build the proposed driver-in-the-loop FCW system. Unfortunately, applying stan-

dard RL algorithms like Q-learning, in the context of FCW, faces several challenges. In this

chapter, we identify these challenges and propose a modified Q-learning algorithm, named

the “multisample Q-learning”, to address these challenges. The proposed algorithm is then

used to build a driver-in-the-loop FCW that adapts its behavior, at runtime, to the atten-
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Figure 6.1: Sentio architecture. The context of the driver (attention) is inferred using the

data collected by phone and wearables. The context of the vehicle (vehicle speed) and vehicle

environment (distance to front collision) is collected by the vehicle sensors. The adaptation

actions are then personalized based on the driver’s decision.

tion level, preference, and response time of human drivers. This online adaptation leads to

a personalized driving experience as reported by several human drivers.

6.1.1 Related Work

6.1.1.1 Personalized Forward Collision Warning

Learning the driver behavior model is an essential step in personalized FCW. However,

collecting a sufficient data has been the primary setback of these models [MDE13]. Using

statistical modeling to reduce the required data set has been reported in [MDE13].

Unfortunately, learning fixed parameters for a driver model, using offline data, can in-

crease the false alarms rate if the driver behavior changes at runtime, which was not ad-

dressed by the proposed statistical modeling framework [MDE13]. Real-time parameter

identification of driver behavior is proposed in [WYL16]. By assuming a fixed parametric

model for the driver behavior, the work reported in [WYL16] uses online data to update

this model and adapts the FCW threshold according to the learned parametric model. This

adaptation reduces the false warning rate if the driver behavior changes. Other tunings for

the warning threshold have been addressed, by using GPS data [NGC16], drivers’ expected

response decelerations (ERDs) [WCZ16], and drivers’ longitudinal braking behavior using

GMM [SDS17].
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Our work differs from previously reported work in the following sense. First, unlike [MDE13],

we avoid designing offline thresholds and focus on the problem of continuous adaptation to

the driver behavior. Unlike the other work on online adaptation [MDE13, WCZ16, SDS17],

we do not restrict our algorithm to particular parametric models. Instead, we use an entirely

data-driven approach to adapt to the human behavior. Second, all previously related work

focuses on using only the information collected by the vehicle sensors (e.g., Radars) and

ignore the fact that a rich set of sensory data obtained from mobile/wearable systems that

can help in identifying the state of the driver.

6.1.1.2 Human-in-the-loop Context-Aware Automotive Systems

The role of humans in automotive systems can be divided into three domains [OT16], (1)

inside the vehicle cabin, (2) around the vehicle, and (3) inside the surrounding cars. While

there has been a vast amount of work targeting each domain, we focus in this section on

those related to the first category. We classify the work in this domain into two subcategories

namely (i) intent detection and (ii) state detection. The work reported by [LCG15] falls

in the first subcategory, intent detection, in which a hidden Markov model is used as a

probabilistic model that captures the intent of the driver. The second category is concerned

with the attention of the human agent. The work reported by [AKK13, TST14] falls in this

category. Other reported results in this category include studying the driver behavior to

measure his level of fatigue through analyzing images of the driver [ZJ04, RLB04, DB08],

distraction of the driver [RLB04] and inattentiveness/distraction detection [AKK13, TST14].

Similarly, the work reported in [SJP15] actively monitors the driver to detect his cell phone

use. Detecting drunk drivers and calling the police for help has also been studied in [DTB10].

Our work builds on top of recent successes reported in the second subcategory. We aim

to design algorithms that make use of the inferred human state to design a personalized

FCW that adapts to the driver state.
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6.1.2 Contribution

Sentio aims at putting the human state and preference into the loop of computation, more

specifically, we make the following contributions:

• Designing a modified Q-learning named the “multisample Q-learning” algorithm that

addresses inherent challenges of using the standard Q-learning algorithm in the context

of FCW.

• We use the proposed multisample Q-learning to develop an RL agent for Sentio; a

driver-in-the-loop FCW system. This RL agent continuously monitors the state of the

driver and the environment surrounding the vehicle to release the FCW early enough to

match the driver attention level and preference (regarding the relative distance between

the driver car and other cars).

• We implemented a proof-of-concept of the proposed Sentio system that demonstrates

the feasibility of our algorithm. We evaluated Sentio on human drivers using a virtu-

alized simulated environment.

6.2 Sentio System Architecture

A conceptual overview of the proposed driver-in-the-loop FCW (Sentio) architecture is shown

in Figure 7.1. The proposed Sentio is divided into three main modules as follows:

6.2.1 Human Context-Inference

The first step towards a driver-in-the-loop FCW is to infer the current state of the human

driver. While recently reported work in the literature showed how to infer complex human

states [WBS11, JBN12, MKC13], the objective of this chapter is not to develop a new

human context-inference engine. Instead, and to facilitate verifying the central concepts

of the proposed Sentio, we will focus on a single facet of inferring human distraction. In

particular, we will make use of recent studies that show how being engaged in a conversation

can lead to a high distraction as well [MVP04, LS13].
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Therefore, the current implementation of the human context-inference module outputs

a binary signal (attentive/distracted) based on the available audio streams collected by

the driver’s phone. Since the design of such inference engine is not the main focus of the

chapter, we postpone the implementation details of this module until the Evaluation section

(Section 6.6). Indeed, the proposed Sentio can be generalized directly to any other human

context-inference engine that may use more complex data streams (e.g., in-vehicle camera

streams, ECG, heart rate) collected from various phone/wearables sensors.

6.2.2 Vehicle and Environment Context-Inference

The objective of this module is to utilize the car sensors to infer the context of the car and

its surrounding environment. In particular, we are interested in two sensory information: (i)

relative distance and (ii) relative velocity which can be directly inferred from the information

collected by the car front-facing radars and LiDARs along with the car speedometer. Raw

information from these two sensors can be captured by scanning the internal CAN bus of

the car through the standard OBD-based CAN scanners.

The final output of this module is a quantized version of the relative distance. All relative

distances below 7m are considered as one “dangerous” state1 (very near to collision), and all

relative distances above 14m are considered as one “very far” state2 in which the system does

not need to react. Similarly, the relative velocity is quantized, where all negative relative

velocities are considered as one state, signaling the case when the velocity of the driving car

is smaller than the leading car and hence a collision will never occur.

6.2.3 Context-Aware Adaptation Engine

The context-aware adaptation engine is the main contribution of the chapter. It is responsible

for (i) using both the driver and the vehicle context to—implicitly—infer the likelihood of

1Using the 2 seconds rule [New] for safe driving with an average relative velocity of 15 kph (typical
deceleration rate for a typical passenger car per second) between the driving car and the leading car.

2Maximum recommended safe distance using an average relative velocity of 15kph between the driving
car and the leading car [New].

95



approaching a dangerous state based on the driver attention level, his response time, and

his driving preference, and (ii) alerting the driver early enough to avoid a possible crash.

Learning the best timing that best suits the human state is subjective to the human

interaction and response to this alert which vary from one human to another. This variation

gives rise to two clear challenges:

• Variation between individuals: Every human driver has his preference regarding the

relative distance he likes to keep between his car and the leading car [WYL16]. When

an alert is signaled, the human observes the relative distance and decides, based on his

preference, whether to comply with the alert signal by decelerating the car or ignore

it [WYL16].

• Variation within the same individual: Human driver, in general, can change his

preferences over time [WYL16]. In other words, a driver can prefer a different relative

distance across time. This variation comes from the fact that other outside daily factors

change the driver behavior which can not be entirely comprehended. Similarly, when

the human attention level varies, his response time in observing the relative distance and

taking action changes as well [CDW03].

To address these challenges, the adaptation-engine continuously monitors the driver reactions

to the issued FCW. If the driver ignores the warnings, our engine “learns” that the driver

finds this warning false (earlier than the driver preference). If the driver reacts to the issued

warning, our engine learns that this warning matches the driver preference. This continuous

feedback loop of issuing warnings (actions) and monitoring the driver decision (response) fits

naturally within the Reinforcement Learning (RL) paradigm.

In the RL problem, a software agent tries to learn the behavior of an environment by

issuing actions and observing the change in the state of the environment with the purpose

of maximizing a notion of a total reward. In the context of Sentio, as shown in Figure 6.2,

the environment is both the human driver and the vehicle. Hence, the environment state

consists of both the human state (attention level) and the vehicle state (relative distance

and the relative velocity). The only action that is decided by the RL agent is when to issue
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Agent
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FCW signal(attention level, 
relative distance, 
relative velocity)

how far the vehicle 
to the preferred 
relative distance

Figure 6.2: Modeling human-vehicular interaction using Reinforcement Learning.

the FCW while the reward of the system is how far the current relative distance is from the

driver preferred relative distance.

Therefore, to correctly design an RL algorithm we need to define its three main compo-

nents namely (i) model for the environment, (ii) reward function, and (iii) learning algorithm.

In the context of Sentio, and compared with the standard RL setup we face several challenges

in defining these three components that we illustrate as follows:

CH1 Dynamic and time-varying rewards: The standard RL setup assumes the reward

function to be time-invariant. That is, applying the same action at the same environ-

ment state shall lead to receiving the same reward. Unfortunately, in the context of

Sentio, the reward received depends on the driver preference (the safe distance that he

prefers to keep between the two cars) which varies over time and is unknown to the RL

agent. This time-varying aspect precludes using techniques like Inverse Reinforcement

Learning (IRL) which aims to construct the reward function from previously collected

data.

CH2 Ignoring actions generated by the RL agent: In the standard RL setup, the

actions produced by the RL agent are assumed to have a direct effect on the environ-

ment. In other words, it assumes that the environment always obeys the actions taken

by the agent which implies that the rewards received reflect the actions decided by
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the RL agent. This assumption is violated in our setup since the human driver may

or may not comply with the warnings triggered by the RL agent. That is, while the

agent may decide to issue the FCW, the driver may choose to ignore the warning and

accelerate the car. Hence, the reward that is received by the RL agent does not always

reflect the RL agent actions but the decisions taken by the driver.

CH3 Reward time horizon: Finally, the standard online RL setup assumes that rewards

received at each step (or execution) of the algorithm are due to the taken actions in this

step. Again, such assumption is violated in our setup since the human response (which

is in the order of seconds) is not always instantaneous. Therefore, the environment

may take several steps (or executions) until the effect of the action is observed and

the corresponding reward is received. Moreover, the human response time is unknown,

depends on his attention level, and varies across time [CDW03]. While prior work

addressed this challenge by adding the extra assumption that a delayed reward follows

a Poisson distribution [CGS14], in the case of Sentio, there is no evidence that the

driver delay follows such distribution.

In the subsequent sections, we illustrate our solution to each of these challenges.

6.3 Human Driver as a Markov Decision Process

Solving the reinforcement learning problem starts by carefully modeling the environment—

the human driver and the vehicle in our case—in a way that captures how the environment

state changes in response to applied actions. Moreover, modeling the human driver has

to take into account the two challenges mentioned earlier namely the variations between

individuals and the variations within the same individual.

Accordingly, in Sentio, we model the change in the human and vehicle state as a Markov
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Figure 6.3: A Markov Decision Process model for the human driver and the vehicle. The

states of the MDP corresponds to the state of both the driver (attention level) and the vehicle

(relative distance and relative velocity). To capture the fact that human behaviors change

over time and across different individuals, the transition probabilities between these states

are assumed to be unknown and time-varying. To enhance readability, the relative velocity

is quantized into two states (low relative velocity and high relative velocity) and only the

transitions of the state (distracted, ∆d > 14, low relative velocity) are shown.

Decision Process (MDP) with unknown transition probabilities3. The states of the MDP are

based on the context of both the driver (attention level) and the vehicle (relative distance

and relative velocity), i.e., each state is a tuple s = (a,∆d,∆v) where a denotes the human

3Prior work in the literature prefers to model the human as Partially Observed Markov Decision Process
(POMDP) [RV11]. POMDP models reflect the fact that sensor data are not capable of measuring the actual
human state but measure only a function of the human state. However, POMDP based RL algorithms are
computationally intractable hindering their practical use [Mur00]. To overcome these limitations, we model
the human as an MDP, and we rely on the increasing success of sophisticated machine learning inference
algorithms in estimating the human state.
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attention (a = 0 means the human is distracted and a = 1 otherwise), ∆d denotes the

relative distance, and ∆v denotes the relative velocity. As shown in Figure 6.3, for the same

attention level and relative velocity, the relative distance can only increase or decrease by

one level at a time (distance can not jump suddenly from 3m to 5m without being 4m in

between4) and hence any two states s = (a,∆d,∆v) and s′ = (a,∆d ± q,∆v) (where q is

the quantization of the relative distance) are connected. Similarly, the relative velocity can

only increase or decrease by one level at a time and we connect the states accordingly. We

also assume that the human attention level can change at anytime and hence any two states

s = (a,∆d,∆v) and s′ = (a′,∆d,∆v) where a 6= a′, for the same ∆d,∆v, are connected.

To capture the fact that human attention may change simultaneously with relative distance

and/or relative velocity, any two states s = (a,∆d,∆v) and s′ = (a′,∆d ± q,∆v ± q) with

a 6= a′ are also connected. Indeed, the choice of the quantization of both the relative velocity

and relative distance affects both performance and the complexity of the algorithm of Sentio.

This MDP takes as an input the actions taken by the RL agent. The RL action is

whether to issue a warning (warning = 1) or not (warning = 0). Upon receiving any of these

actions, the MDP changes its state with some probability. To capture the variation between

individuals and the variation within the same individual, the transition probabilities of this

MDP are assumed to be unknown and can change over time. In Section 6.5, we will make use

of a reinforcement learning algorithm that continuously learns and updates these unknown

transition probabilities and takes actions accordingly.

6.4 Dynamic & Time-Varying Rewards

The objective of any RL agent is to generate actions that steer the environment from “bad”

states into “good” states. The definition of “bad” and “good” is captured by assigning a

reward value Ra(s) to each action a in all the states s. Learning algorithms are then used

at runtime to monitor the current reward and generate actions that maximize the total

reward. In the standard definition of the RL problem, it is assumed that the reward Ra(s)

4This assumption is valid given a high enough sampling rate.

100



is time-invariant (static) and is given as an input to the RL agent. However, as we argued

before (recall challenge CH1 in Section 6.2.3), the reward function depends on the driver

preference (relative distance between his car and the leading car) which varies across time

and is unknown a priori.

6.4.1 Reward Function Definition

To address this challenge (CH1), we define the reward function to consist of two components.

One component that is static and can be described offline R′(s), and the other component

changes at runtime Ia(t), i.e., we define the reward function as:

Ra(s, t) = Ia(t)×R′(s)

where the index t is used to denote the fact that the reward function is time-varying. The

fixed component R′(s) reflects the prior bias that lower relative distances are more dangerous

than higher relative distances and attentive states are more favorable than distracted states.

The time-varying component Ia(t) is binary indicator signal, i.e., I(t) ∈ {−1, 1} reflects the

driver acknowledgment to the actions (warnings) triggered by the agent (recall challenge

CH2 in Section 6.2.3). That is, the proposed Sentio will start first by taking action based

on the offline portion of the reward function R′(s). Once the action is taken (trigger an

FCW), Sentio monitors the reaction of the driver. If the driver “acknowledges” the warning

by applying the brakes, we conclude that the action taken by the RL agent is correct, and

hence the final reward is Ra(s, t) = 1 × R′(s). On the other hand, if the driver does not

acknowledge the action taken by the agent, we set Ia(t) to be negative, and the final reward

is equal to Ra(s, t) = −1 × R′(s). While the driver reaction may not be instantaneous

(due to different driver response time, recall challenge CH3 in Section 6.2.3), the proposed

multisample Q-learning algorithm (discussed in Section 6.5) is designed to address this issue.

In our problem setup, we set the reward component R′(s) according to how far s is to

the safest state s∗. The safest state s∗ is the one where the relative distance is the furthest,

the car speed is less than or equal to the leading car and the human is in attentive state.
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The reward R′(s) is then calculated as:

R′(s) =
1

shortest path between s and s∗ + 1
× 100.

6.4.2 Random Human Actions and Erroneous Rewards

A driver may apply brakes for various reasons other than collision avoidance, e.g., before

taking a turn or changing lanes or just a random press on the brakes due to other distractions.

If such random braking took place when the car state was within the modeled set of states

(i.e., the relative velocity is positive, and the relative distance is below 14m), such human

actions might affect the reward received by the RL agent. However, thanks to the continuous

monitoring and online learning, this erroneously received rewards will be overridden by the

subsequently received rewards. Indeed, between the instance in which the RL agent erroneous

rewards and right rewards, the RL agent may cause false positive events (issuing FCW

where none is needed) or false negative events (not issuing FCW where one is required). In

Section 6.6, we evaluate the proposed system on human drivers which exhibits such erroneous

behavior.

6.5 Multisample Q-Learning

Learning the optimal policy—action per state that maximizes the total reward—when the

transition probabilities of the MDP model are unknown can be solved using RL. By applying

an action in a particular state and observing the next state, the RL converges to the optimal

policy that maximizes the reward function. This type of RL technique is called Q-learning

algorithm.

6.5.1 Standard Q-Learning

The Q-learning algorithm assigns a value for every state-action pair. For each state s, the

Q-learning algorithm chooses an action a (among the set of allowable actions) according to a

particular policy. After an action a is chosen and applied on the environment, the Q-learning
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algorithm observes the next state s′ of the environment and updates the q-value of the pair

(s, a) based on the reward of the observed next state as follows:

Q(s, a)← Q(s, a) + α[Ra(s) + γmax
a
Q(s′, a)−Q(s, a)]

The hyperparameters γ and α are known as the discount factor and the learning step size,

respectively. To choose an action a at each state s, an ε-greedy algorithm is adopted. In the

ε-greedy algorithm, the RL agent chooses the action that it believes has the best long-term

effect with probability 1 − ε, and it picks an action uniformly at random, otherwise. In

other words, at each iteration, the RL agent flips a biased coin and chooses the action with

the maximum q-value with probability 1 − ε or a random action with probability ε. This

hyperparameter ε (also known as the exploration versus exploitation parameter) controls

how much the RL agent is willing to explore new actions, that were not taken before, versus

relying on the best action that is learned so far.

Note that the standard Q-learning algorithm assumes that the environment reacts instan-

taneously to the RL actions, changes its state before the next iteration of the RL algorithm

is executed, and the reward corresponding to this action is observed. In the context of Sen-

tio, these assumptions are not valid. In particular, due to delays stemming from the human

response as well as the mechanical response of the vehicle, the environment state does not

change instantaneously in response to actions taken by the RL agent (recall challenge CH3

in Section 6.2.3). To address this point, we propose a modified version of the Q-learning

algorithm named “Multisample Q-Learning” algorithm.

6.5.2 Multisample Q-Learning Algorithm

A direct approach to address the challenge mentioned above is to collect multiple envi-

ronment states over a fixed window (or horizon) after each action taken by the RL agent.

Meaning, after the RL agent decides as action (e.g., trigger the FCW), the RL agent shall

wait for a fixed horizon that captures the delay stemming from the environment response

and treat all the information collected within that horizon as one change in the environment.

Unfortunately, such approach will force the RL agent to wait for the whole horizon to pass
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Figure 6.4: Multisample timescales. An action is taken by the agent every Ta samples. The

reward is calculated after an action is taken by a time equals Tl. In this example, Ta = 5Ts

and Tl = 10Ts, where Ts is the state observing (sensor) rate.

before taking the next action. Taking into account that human response, and hence the fixed

horizon, is in the order of seconds [Sum00], we conclude that such approach will force the

RL agent to take action every few seconds degrading its ability to react to various scenarios.

Another approach is to discard all the out-dated information and take into consideration

only the fresh information [Tsi94]. While this algorithm is guaranteed to converge to the op-

timal policy, discarding the information will lead to a significant increase in the convergence

time [Tsi94] which will occur whenever the driver behavior changes over time.

Therefore, the proposed multisample Q-learning algorithm divides the Q-learning into

three different, overlapping, timescales (see Figure 6.4), namely:

• State observing rate (Ts): the state of the environment should be monitored when-

ever new measurements from the sensors are available.

• Actuation rate (Ta): to ensure fast reactivity from the agent, the RL agent should

decide an action and update (learn) the Q value at a relatively fast rate.

• Learning rate (Tl): the reward corresponding to a particular taken action should be

evaluated at a relatively slow rate to take into account the delay in the environment

change. Once a reward is calculated, the RL agent can update the Q value to reflect

the learned rewards so far.

These distinctive rates raise other challenges that we address in the next subsections.
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Figure 6.5: Handling the reward function for four different cases for driver behavior. Case

1: FCW is on and driver acknowledges it by pressing the brakes. Case 2: FCW is on and

driver ignores it. Case 3: FCW is off and driver acknowledges it by not pressing the brakes.

Case 4: FCW is off and the driver presses the brakes. To enhance the readability of the

figure we removed the subscript a and the index t from the notation of Ia(t).

6.5.2.1 Finite Horizon Reward

Recall that the reward is computed as Ra(s, t) = Ia(t) × R′(s) where R′(s) represents how

far the current state is from the safest state, and Ia(t) represents how happy the driver is

with the taken action. Computing the reward across a horizon (instead of single state) raises

the question of how to aggregate all the monitored states within that horizon. For example,

consider the case when the RL agent decides that at time t1 and state s1 to trigger the

FCW. Starting from the time t1 and until the end of the reward horizon, the driver chooses

to acknowledge the warning by pressing the brakes for some period followed by releasing

the brake pedal and accelerating the car. Multiple schemes can be proposed to aggregate

the reward in such scenario. In the proposed multisample algorithm, we use the heuristic

in which the indicator variable Ia(t) latches to the change in the driver acknowledgment,

i.e., once the driver acknowledges the RL warning, Ia(t) will remain equal to one for the

remainder of the reward horizon. This method is explained in Figure 6.5. Finally, the

aggregate reward is computed as:

Ra(s1, t1) =

t1+n∑
i=t1

Ia(i)×R′(si)

where n is the reward horizon. Note that, unlike standard Q-learning where the reward is

not a function of time, the reward now is assigned to a particular action that is taken at
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time t1 at the beginning of the reward horizon.

6.5.2.2 Learning Update Rate and Overlapping Rewards

To enhance the reactivity of the RL agent, the RL agent decides the next action even before

the reward horizon of the previous action is collected and aggregated leading to an overlap

between the effects of different actions. For example, consider the case when the RL agent

decides that at time t1 not to trigger the FCW. Before the reward is calculated for this

action, the RL agent decides at time t2 to trigger the FCW. Both the actions will affect

the environment during the time t1 ≤ t ≤ t1 + n in which the reward for the first action

is being collected. This raises the question of how to accommodate overlapping effects on

the collected reward. To address this question, we use multiple indicators Ia(t) one per each

action (the subscript a is to emphasize the fact that multiple indicator variables are used,

one per each action) taken in the previous t−n horizon. Each indicator is handled differently

according to the rules depicted in Figure 6.5. We assume that the inaccuracy that may arise

while calculating the rewards due to different actions in an overlapped reward horizon will

have a minimal effect over a long time due to the feedback nature we have in Sentio. The

effect of choosing the learning update rate is studied in the evaluation shown in Section 6.6.

Algorithm 6.5.2.2 summarizes all the details discussed in Sections 6.4 and 6.5. An illustration

for the three proposed timescales is shown in Figure 6.4.

6.6 Experimental Results

We evaluate the proposed Sentio by recruiting a total of eleven human drivers (six males

and five females) with ages that vary between 22 and 35 years. To ensure the safety of the

recruited drivers, reduce liability, and meet the ethical standards of experimenting on human

subjects, we decided to use a simulation environment (see Figure 6.6). In this environment,

an industry-level physics simulator (named CarSim [Mec]) is used to simulate the physics of

both the driving car and the leading car. Human drivers use a driving wheel and a pedal to

interface with the physics-level simulator. Our evaluation uses the following metrics:

106



Algorithm 1 Sentio Multisample Q-learning algorithm
Hyper parameters: Learning parameters: α, γ, ε

Time scales: Ts ≤ Ta ≤ Tl

Initialization routine:

Q(s, ano warning) = 1 ∀s ∈ S;

Q(s, atrigger warning) = 0 ∀s ∈ S;

Push the state s∗ into the queue M ;

numberOfHops = 0;

while M is not empty do

Dequeue state s from M ;

R′(s) = 1
numberOfHops+1

× 100;

Enqueue all states that can reach state s in M ′;

if M is empty then

Copy M ′ into M ;

numberOfHops = numberOfHops + 1;

return R′(s), Q(s, a)

State Observation Routine (activated every Ts)

Collect data from car and phone sensors;

Run inference to produce environment state s;

Push current state to the state stack S;

Actuation Routine (activated every Ta)

Pull the current state s from the state stack S;

Choose action a using ε-greedy policy;

Save action to the action list A;

Apply action to the driver;

Learning Routine (activated every Tl)

For all actions a in the stack A do:

τ = current time;
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s′ = current environment state;

s = the state at which the action a was taken;

t = τ − Tl (time at which the action a was taken);

Ra(s, t) = 0;

For all times ti between τ − Tl and τ do:

Compute the indicator variable Ia(ti);

Get the state si at time ti;

Ra(s, t) = Ra(s, t) + Ia(ti)×R′(si)

Update the Q matrix accordingly

Q(s, a)← Q(s, a) + α[Ra(s, t) + γmax
a

Q(s′, a)−Q(s, a)]

Figure 6.6: Vehicle dynamics virtualization testbed used in the evaluation study .

1. Learning performance: which is quantified by:

• False Negative (FN) Rate: False negatives occur whenever the car violates

the safety distance (relative distance below 7m) as a result of the FCW decides

not to warn the driver early enough. Lower FN rate reflects better performance.

• False Positive (FP) Rate: This metric quantifies the rate of false alarms. That

is, the rate of which the FCW is triggered unnecessarily. Lower FPR reflects better

performance.

2. Driver safety: While different violations of the safety distance have different severity

(in terms of the relative distance and the period for which the violation lasted), we
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quantify the driver safety using the Violation Severity (VS) which is computed as

a weighted sum of the violated distance over the violation time. Lower SV reflects

higher driver safety.

3. Driving experience: A better driving experience is the one in which the driver does

not use high braking intensity more often. Therefore, we use the histogram of the

Braking Intensity (BI) as an indication of the driving experience.

We divide our evaluation into two sections. In the first section, we aim to tune the pa-

rameters of the RL algorithm (e.g., explore the tradeoff between exploration/exploitation,

learning rate, and learning step size). In the second section, we use the proposed RL algo-

rithm (with the parameters tuned from the first set of experiments) to evaluate the driver

safety and experience and compare it against the fixed-threshold FCW that is used typically

in modern cars.

6.6.1 Parameter Tuning

To study the effect of each of the hyperparameters and correctly tune them, we need a

controlled environment in which we can repeat the same exact experiment multiple times

using different tuning parameters. Indeed, human behavior varies between each experiment

and is not reproducible. For that end, we started by using the physics simulator along with

the interfacing wheel and pedal to collect several driving traces from all the recruited drivers

aiming to build a human simulator that can be used for parameter tuning. Analyzing the 11

human driver traces, we can categorize the sample of drivers obtained into three categories—

based on their reaction to the FCW—as follows:

• Defensive drivers (2 out of 11 drivers): These drivers press the brakes directly once

they hear the FCW. Afterwards, they check the relative distance to the leading car and

decide whether the braking action they took was a right decision or it was a false alarm.

• Aggressive drivers (1 out of 11 drivers): After hearing the FCW, these drivers do

not react to the warning until they first check the environment and react accordingly.

• Assertive drivers (8 out of 11 drivers): After hearing the FCW, these drivers release
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Figure 6.7: False positives and negatives with different learning parameters for five driv-

ing traces across 15 minutes simulation time: (1) ε = 0.1, α = 1.0, γ = 1.0, (2)

ε = 0.1, α = 0.6, γ = 1.0, (3) ε = 0.1, α = 0.6, γ = 0.8, (4) ε = 0.1, α = 0.6, γ = 0.7,

and (5) ε = 0.5, α = 0.6, γ = 0.8.
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the acceleration pedal (as a precaution), check the relative distance with the leading car,

and then decide whether to press the brake or not.

Moreover, our data show four distinguishing aspects between the assertive drivers namely:

1. Braking intensity: which defines how intense the driver tends to press the brake pedal.

2. Acceleration intensity: which describes how fast/slow the driver prefers to drive based

on the intensity of pressing the acceleration pedal.

3. Comfort braking distance: which specifies the preferable relative distance that the

driver likes to keep between his car and the leading car.

4. Response time: which defines the time taken by the driver to observe the relative

distance to the leading car and take action (whether presses the brake or ignores the

warning).

According to these observations, we built a human driver simulator to mimic the behavior

of the assertive drivers (since the majority of the driver sample we got was assertive). The

simulator continuously picks—at random—the values for the braking intensity, acceleration

intensity, and response time.

6.6.1.1 Experiment 1a: Parameter Tuning

We examine the tradeoff between exploration and exploitation (ε) in choosing the appro-

priate action for the current context (vehicle context and human context) along with the

learning parameters (the discount factor (γ) and the learning step size (α)). Figure 6.7

shows the traces of the relative distance across the different choice of parameters5 with their

corresponding false positives and false negatives pattern.

• Effect of the learning step α: First we fix the values of ε and γ and sweep the value

of the learning step α between α = 1 and α = 0.6. We observe that for higher values of

α (Figure 6.7 - case 1) the number of false positives does not decrease with time which

signals that the RL agent is not able to learn the human preference and not able to produce

the warnings in a way that satisfies the driver. However, by decreasing the learning step

5Due to space limit, we show only 5 choices of parameters.
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α—which has the effect of asking the RL agent to use multiple data for learning instead

of depending entirely on the latest learned data—we observe that the number of false

positives decreases over time (Figure 6.7 - case 2). We conclude that a low value of the

learning step α is needed.

• Effect of the discount factor γ: Fixing the value of α at the best value from the

previous experiment α = 0.6, we start to sweep the values of the discount factor γ and

compare the results (Figure 6.7 - case 2, case 3, and case 4). We observe again that

lowering the discount factor γ leads to enhancing the number of false positives as seen by

comparing the results in case 2 (γ = 1.0) and case 3 (γ = 0.8) of Figure 6.7. However, by

decreasing the discount factor further, we note that the number of false positives starts to

increase again as evident by case 4 (γ = 0.7) in Figure 6.7. We conclude that a value of

γ = 0.8 achieves the best results.

• Effect of the exploration/exploitation factor ε: Finally we study the impact of the

exploration/exploitation factor ε. This factor controls the confidence of the RL agent

on the current Q values. Lower values of ε reduce the probability of picking a random

action and tend to decide actions based on the learned Q values. A higher value of ε

asks the RL agent to explore more actions at random aiming to test actions not taken

before. Comparing the results in Figure 6.7 for case 3 (ε = 0.1) and case 5 (ε = 0.5) we

observe that increasing ε leads to an increase in both false positives and false negatives.

We conclude that ε = 0.1 leads to the best results.

6.6.1.2 Experiment 1b: Timescales Tuning

After fixing the values of the learning step α, the discount factor γ, and the exploration/-

exploitation factor ε, we examine the other hyper-parameters in the multisample Q-learning

algorithm (the state observation rate Ts, the actuation rate Ta, and the learning rate Tl).

Since Ts is constrained by the availability of the sensory information and the state interfer-

ence algorithm, we fixed it at 0.25 seconds and we examined different combination for Ta

and Tl. In Figure 6.8 we show the traces for five of these combinations. First, we fixed the

value of the Ta at 0.5 seconds and changed the value of Tl. We noticed that the higher the
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Figure 6.8: False positives and negatives with different values for Ta and Tl for five driv-

ing traces across 15 minutes simulation time using ε = 0.1, α = 0.6, γ = 0.8 : (1)

Ta = 0.5s, Tl = 2.5s, and (2) Ta = 0.5s, Tl = 4s, (3) Ta = 0.5s, Tl = 5s, (4) Ta = 2.5s, Tl = 5s,

(5) Ta = 4s, Tl = 5s.
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value of Tl, the smoother the trace of the relative distance which indicates a better driving

experience. This entails that the more we incorporate the time response of the human in Tl,

the more the human enjoys a better driving experience. Next, we fixed Tl to 5 seconds and

examined different values for Ta. Although FN and FP appeared to be less as we increased

the value of Ta, the FNR increased as we increased Ta. In the case when Ta is 2.5 seconds

the FNR increased to 3.11% compared to 2.44% in the case when Ta is 0.5 seconds. On the

other hand, the FPR decreased as Ta increased. In particular, when Ta is 0.5 seconds the

FPR is 4.05% compared to 3.25% when Ta is 2.5 seconds. This shows a tradeoff between

smooth driving experience and low values for FPR/FNR. Hence, we chose the values of Ta

and Tl to be 0.5 seconds and 5 seconds respectively which achieve the smoothest driving

trace with low FNR on the expense of a little higher FPR.
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Figure 6.9: Relative distances and violations of two distracted drivers with change in behavior

over time over a simulation time of 30 minutes using Sentio and with a fixed threshold alert.
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6.6.1.3 Experiment 2: Tracking driver changing behavior

While the previous parameter tuning is studied by using the same type of driving behavior

(assertive driving) and for a fixed driver preference, the next step is to test the performance

of the tuned RL agent against different driving behaviors and for changing driver preference

(with respect to the relative distance to the leading car). We use our human simulator to

synthesize two driver behaviors; one simulates an assertive driver while the second simu-

lates an aggressive driver over a 30 minutes simulation time. During this time, the behavior

of the driver (with respect to the preferred relative distance) changes. We imposed dis-

traction over these two synthesized drivers (by increasing the response time and braking

intensity) [CDW03] and observed the difference between the proposed Sentio and the clas-

sical FCW (which uses a fixed ratio of relative distance and relative velocity to signal the

alert) typically used in modern cars.

Ultimately, we want the RL agent to learn to issue the alert ahead of time when the

driver is distracted preventing the vehicle to violate the dangerous < 7m safety distance.

To compare the performance of the two systems (fixed vs. Sentio), we plot both the

driving trace (relative distance) along with the violation of the safety constraint (i.e., the

amount of time and distance below 7m) for each case in Figure 6.9. In the case of a fixed

alert threshold, we observe that the violation in the case of aggressive drivers is higher

compared to the assertive drivers. Comparing the fixed threshold policy of both the assertive

and aggressive drivers to the proposed Sentio, we observe that (1) the relative distance is

fluctuating more whenever the driver is distracted. This reflects the fact that the simulated

driver brakes only after hearing the alarm due to the distraction effect. This is more severe

in the case of the aggressive driver due to using higher braking intensity (2) a reduction in

the violation of the driver safety, thanks to the fact that the RL agent was able to learn the

driver behavior and issue the warning early enough even if the driver preference changes over

time. In particular, the VS metric is reduced by 85.8% for the assertive driver and reduced

by 90.25% for the aggressive driver.
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Figure 6.10: Driving Safety and Experience for Driver #1.
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Figure 6.11: Driving Safety and Experience for Driver #2.
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6.6.2 Human Driving Experience

After gaining confidence in the proposed Sentio in a controlled environment, the next step

is to ask the same recruited human drivers to use the proposed Sentio. We compare their

driving experience against (i) the fixed-threshold system, (ii) the standard Q-learning (where

observing state, learning, and taking actions occur every sample), (iii) the delayed Q-learning

(where observing state, learning, and taking actions occur after a fixed delay to take into

account the human response time), and (iv) the proposed multisample Q-learning. Every

driver is asked to drive for 30 minutes (average commute time in the US is 25.4 minutes [US])

in each experiment while one of the four algorithms is chosen randomly at runtime (to remove

driver bias). To examine the effect of random behavior as discussed in Section 6.4.2, they

are free to brake at anytime regardless whether or not they hear an FCW.

Drivers are asked to engage in conversations with others while driving. A machine learn-

ing classifier is used to distinguish between attentive/distracted states. We trained a lo-

gistic regression model using recordings from MUSCAN [SCP15], CallFriend [CZ96], Call-

Home [CGZ97], and Librivox [Lib]. We used Mel Frequency Cepstral Coefficient (MFCC)

as the main feature in our model as it is a fair approximation of human perceptions of

pitch [GFK05]. Our trained model could predict if the person is engaged in a conversation

with 97.2% accuracy on a 5-fold cross-validation within the training set and 97% accuracy

on the test set.

We show in Figure 6.10 and Figure 6.11 the traces for the first 3.5 minutes (showing the

learning transients) of two drivers along with the corresponding traces for the four metrics

(VS, FP, FN, and BI histogram). We then report the results of the four metrics for all the

11 human drivers in Table 6.1.

Below are the observations and conclusions drawn from these experiments.

• Fixed threshold: Fixed threshold leads to the worst driving experience whenever the

driver is distracted. This is evident by the histogram of the braking intensity where we

observe that drivers are obliged to use high braking intensity (pressing the braking pedal

all the way to its maximum limit) to avoid a collision. Even with such driving experience,
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we observe that violations are not entirely removed, but yet drivers violate the safety

constraint.

• Traditional Q-learning: This method leads to no learning and a random behavior of

issuing the warning. This is best captured by the high amount of false positives across

time. While this method reduced the violation compared to the fixed threshold, this is

mainly due to a large number of warnings produced by this method (with most of them

being false). This behavior can be accounted to the fact that rewards are computed based

on the instantaneous values of the environment state without taking into account the delay

in the human response.

• Delayed Q-learning: While the learning behavior (and hence the FP rate) are enhanced

compared with the traditional Q-learning, we observe that it was not able to warn the

first driver early enough to avoid the crash. This stems from the fact that this method

learns and takes action only after the whole reward horizon has ended leading to missing

critical events and hence caused a crash.

• Multisample Q-learning: Similar to the delayed Q-learning, we observe that the pro-

posed multisample Q-learning can learn the preference of the driver leading to a decrease

in both FN and VS metrics with the cost of an increase in the FP especially while learning.

However, thanks to the multisampling of the proposed method, we observe an increased

safety compared to the delayed Q-learning (measured by the VS metric). Moreover, we

observe that the histogram of the braking intensity (and hence the driving experience) has

improved significantly where the drivers tend to use smaller barking intensities thanks to

the fact that warnings are produced early enough leaving the driver with enough time to

brake slowly.

Table 6.1 shows the results for the same metrics for all the 11 humans across the entire

30 minutes experiment time. These results reflect similar conclusions. On average, Sentio

reduced the violation severity by 94.28%, reduced the mean of the braking intensity by

20.97%, reduced the false negative rate from 55.90% down to 3.26%. These improvements

come at the cost of increasing the false positives (false alarms) from 2.71% to 5.15%, on

average. Indeed, most of these false alarms occur during the initial learning phase and their
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Fixed Sentio

VS BI (mean) FNR [%]/FPR [%] VS BI (mean) FNR [%]/FPR [%]

H1 (A) 85.379 0.852 54.5/0.22 0.501 0.419 0.58/1.88

H2 (S) 127.11 0.704 52.0/0.78 0.844 0.542 0.61/2.71

H3 (D) 54.294 0.41 61.61/0.49 0 0.496 0.66/3.45

H4 (S) 136.212 0.713 42.53/0.95 6.087 0.593 0.52/9.79

H5 (S) 295.411 0.702 99.0/2.46 11.03 0.536 18.69/8.37

H6 (S) 258.412 0.803 98.1/9.83 67.82 0.735 7.94/9.72

H7 (S) 105.205 0.84 52.9/6.33 0.707 0.749 1.85/7.81

H8 (D) 28.35 0.561 57.3/1.52 0.134 0.516 0.61/0.81

H9 (S) 185.755 0.739 19.7/1.28 1.560 0.604 0.39/4.53

H10 (S) 221.086 0.747 49.2/5.41 2.496 0.510 3.51/6.25

H11 (S) 121.158 0.796 28.1/0.62 1.289 0.516 0.51/1.28

AVG 147.124 0.715 55.90/2.71 8.406 0.565 3.26/5.145

Table 6.1: Comparison between the performance of fixed threshold FCW and multisample

Q-learning in Sentio for 11 distracted drivers (A = Aggressive Driver, S = Assertive Driver,

and D = Defensive Driver). Degradation in metric performance (with respect to Fixed

policy) is marked in red.

rate decreases afterwards.

Finally, we informally asked the drivers about their experience; all drivers reported the

excessive false alarms at the beginning of the experiments. However, they felt that the false

alarms rate decreased significantly while driving. Moreover, nine drivers assured that, in

case of Sentio, the alert was given at a proper time to examine the environment when they

were distracted. However, the two defensive drivers reported that the alert was given too

early and they had to brake unnecessarily.
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6.6.3 Execution Time Analysis

We report the execution time of the proposed method. Recall that Algorithm 6.5.2.2 con-

sists of different routines that are executed at different rates. Averaging out the execution

time across all drivers, we observe that the initialization routine consumes 61.86 seconds.

Fortunately, this routine is called offline, and hence it does not affect the online execution

time. The state observation (and inference) routine consumes 20.4 ms, the actuation routine

consumes 2.59 ms, while the learning routine consumes 104 ms which is negligible compared

to the human response time.

6.7 Discussions

Despite the fact that Q-learning based algorithms enjoy strong mathematical guarantees in

terms of convergence to the optimal policy (action per state), the mathematical guarantees

for its safety are still lacking. Recently, there have been new studies in the literature that

extends RL algorithms to safe RL in which safety constraints are incorporated in the learn-

ing and deployment processes. One example for such work is constraining the exploration

strategy using some prior knowledge to avoid going into risky situations [?, ?]. Nevertheless,

the relation between the optimality of the policy and the safety of the policy is indeed an

interesting area to explore and study in future work.

Indeed, Sentio does not come without limitations. As shown in the experimental results,

the false alarm rate is higher on average compared to the fixed threshold FCW. A possible

solution is to change the hyper-parameters over time. In particular, the exploration versus

exploitation parameter ε plays a significant role in the increase of the false alarms. How-

ever, ε also plays a significant role in adapting to the changes in the driver behavior. One

possible track is to change ε across time based on our confidence of how much the human

behavior will be fixed. Moreover, the human state is complex and it is not merely binary

(distracted/attentive) but a continuous range of values. A next step would be to explore

more elaborate human models that take into account different human behavior and study
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the effect of such elaborate models on the performance of Sentio. Moreover, industrial-level

testing and verification of Sentio across a wider range of drivers’ states, weather conditions,

and road conditions along with real-life deployment is the next step in this research.

6.8 Conclusion

While FCW is one of the highly adopted ADAS in vehicles, its primary focus is still dependent

on the environment around the vehicle (relative distance and relative velocity). However,

by taking the driver state into the loop of computation, the FCW can be personalized and

provide a better experience. In this chapter, we purposed Sentio, a driver-in-the-loop FCW

that learns the driver preference as well as his attention level to signal the FCW at the right

time. We proposed a variant of the Q-learning algorithm to solve our problem and enhance

the learning rate of the driver preference. Our multisample Q-learning algorithm could track

the change in the driving behavior across time and adapt the timing of the FCW accordingly

without the need for offline training. By examining the results of driving traces on a car

simulator for multiple drivers, Sentio shows a better performance than the fixed threshold

FCW that is widely used in commercial vehicles.
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CHAPTER 7

IoPAT: Internet of Personalized and Autonomous

Things

While traditional IoT systems interact with humans, in general, by collecting data directly

from humans and their environment, a unique feature of IoPAT is its ability to assess human

satisfaction and closing the loop by taking actions to adapt to the changes in his mood, needs,

and expectations. This tight coupling between human behavior and computing promises a

radical change in human life [Pic95]. To emphasize the difference between the proposed

IoPAT and traditional IoT, we consider the example of smart thermostats in the context

of smart homes. Current state-of-art smart thermostats are capable of adapting the home

temperature based on room occupation using fixed schedules and policies [LSS10]. For

example, homeowners are required to define a preset of configurations, and the IoT system

makes sure to follow these configurations. Unfortunately, human needs vary across time. In

the context of smart home, since body’s temperature needs to drop to sleep [Har07] and since

body’s temperature is affected by multiple factors like excitement, anxiety, body activity, and

health issues, the same human may prefer a cooler or warmer temperature during sleep time.

Even more, in the same mood, health, and activity situations, the same person may have a

different preference for the best room temperature. Unfortunately, due to this variation in

human needs and behavior, current IoT are heteronomous and incapable of providing the

necessary level of personalization.

122



7.1 IoPAT Systems

In IoPAT systems, the first step is extracting complex semantics from various sensory data

to infer the state (or context) of both the human users along with their physical environ-

ment. Such information can be collected from various edge devices including thermostat

sensors, mobile phones, and wearables. These raw sensory data can be used to infer com-

plex human states including human activity (e.g., exercising, running, walking) [LPL12] and

mood [LLL13]. Thanks to the increasing computational capabilities at the edge devices and

sophisticated machine learning models, such state and context inferences become ubiquitous.

The next step is to fuse the individual states inferred from various edge devices along

with those relayed from the cloud. This global state is then utilized by adaptation algorithms

to close the loop and take actions in an attempt to match the user and environment state.

Unfortunately, the human preferences vary between different humans and even for the same

human across time. Therefore, a unique aspect of IoPAT is their ability to assess the human

satisfaction and “learn” how to correct their actions to enhance the user experience.

To better illustrate the potential of IoPAT systems over traditional IoT, we consider the

example of a smart home. Current state-of-the-art smart IoT-based thermostats are capable

of regulating home temperature based on weather forecasts and occupancy [CMH13]. That is,

these smart thermostats can respond to real-time changes in the outdoor temperature based

on the number of the occupants of the home. However, these systems ignore a fundamental

fact. Human comfort temperature varies across individuals and, even more, it varies across

time for the same individual. A home occupant may prefer a particular home temperature

while reading and prefer another temperature while working out. Even for the same activity

(e.g., reading), the same individual may prefer different temperatures across time. This lack

of adapting to human variations in human preferences and responses is the major drawback

in the current IoT systems.

To circumvent this performance gap and provide every human with a personalized expe-

rience, the proposed IoPAT utilizes sensor information available at different edge devices like

mobile phone and wearable sensors to continuously infer complex human states (e.g., activ-
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Figure 7.1: Proposed architecture for IoPAT edge devices.

ity and mood). Upon changes in any of these states, the IoPAT-based thermostat utilizes

the history of this particular individual to take an action and change the home tempera-

ture. However, as discussed before, individual humans may change their comfort zone, the

IoPAT-based thermostat monitors the comfort of the user using a black-globe thermometer

and re-adapt accordingly. That is, the IoPAT system needs to continuously “learn” the new

human preference to close the loop and provide a unique experience for each human.

7.2 Architecture for IoPAT Edge Devices

Our architecture for IoPAT edge devices consists of three main subsystems. Below we give

more details about each of these subsystems.

7.2.1 Resilient Context Fusion

The first step in an IoPAT system is to utilize the available sensors to infer the state of

the human and his environment. Such inference can take place directly from multiple raw
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sensor measurements or by fusing different low level inferred states. While context inferences

have been studied thoroughly in the literature [OGB11, CSD15, HYT14], IoPAT systems are

susceptible to a unique threat vector namely the human himself. An individual human may

try to maliciously influence the inference engine to in an attempt to lead the IoPAT system to

decide wrong actions which may trigger several liability concerns. To alleviate this challenge,

a commonly explored idea is to exploit the redundancy in the collected sensor data in order

to identify and isolate the malicious data leading to a new set of resilient learning-based

context inference and fusion algorithms [SCW18].

7.2.2 Reinforcement Learning Controller

Once the human and the environment state (or context) are determined, this state is then

used to close the loop and take adaptation actions. As mentioned in Section 1.2.1, adapt-

ing to variations between humans and variations within the same human are the central

challenge in designing an IoPAT system. To address these challenges, the IoPAT controller

continuously monitors the human reactions. If the human dislikes the actions taken by

the controller (as reflected by changes in his state), then the IoPAT controller “learns” the

human preference otherwise the controller “learns” that this action matches the human pref-

erence. This continuous feedback loop of taking actions and monitoring the human decision

(response) fits naturally within the Reinforcement Learning (RL) paradigm.

In the RL problem, a software agent tries to learn the behavior of an environment by

issuing actions and observing the change in the state of the environment with the purpose of

maximizing a notion of total reward. To model variations between the state of the individuals

and the variation within the same individual, we model the human as a Markov Decision

Process (MDP), where the states in the MDP correspond to the human state. Each action

by the IoPAT controller will lead to a transition in this MDP. However, the transition

probabilities between these states are unknown in advance due to the intrinsic variation in

the human preference. In order to solve the MDP to get the best action for each state

without knowing the transitional probabilities, our IoPAT controller is equipped with an RL
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algorithm, named Q-learning algorithm, that best fits this problem setup. In the Q-learning

algorithm, an agent applies an action on the environment and observes the effect of this

action per state. The agent chooses an action which maximizes a notion of reward value.

The reward value is a quantification of how good the taken action by the agent.

7.2.3 Information-Based Firewall

As motivated in Chapter 4, sharing information in the context of IoPAT systems may lead

to privacy leaks stemming from the tight coupling between human behavior and actions

produced by IoPAT controllers. Spyware exploiting these privacy leaks cannot be detected

by the current state-of-the-art signature-based and behavior-based detection techniques. Our

architecture proposes a novel information-based detection and mitigation firewall. The basic

idea behind this firewall is to keep track of the ability of any Spyware to infer the human

state through monitoring actions triggered by changes in these states. To this end, we draw

on the literature of information theory and leverage mutual information to quantify the

amount of correlation (or dependence) between two random variables. In our scenario, we

use the mutual information between state and action as a metric to measure how certain a

Spyware may infer the human state from observed actions. Mutual information provides a

theoretical bound on the inference capability of any learning algorithm. Generally speaking,

the lower the mutual information between context and actions is, the smaller the accuracy

any inference algorithm can get. Push into one extreme; if the mutual information is zero,

then no algorithm can infer context from monitored actions. Once the mutual information

(and hence the correlation) between actions and human states are above a certain threshold,

the firewall starts to carefully corrupt the information before being shared with other edge

devices in the IoPAT system in an attempt to lower this correlation and prevent any inference

algorithm from discovering patterns in the data.

7.3 Case Study

In this section, we study the effect of the IoPAT architecture proposed in Section 7.2. In

particular, we focus on how the proposed RL-based controller could address the adaptability
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challenges. To that end, we conducted numerical simulation using the thermal model of

a house [The12] with three occupants. We simulated a period of 8 hours in total with a

sample time of 30 second. We implemented the proposed IoPAT RL-based controller and

a traditional IoT-based thermostat. Details about the high-fidelity mathematical model for

the house, humans, and the IoPAT controller are given below.

7.3.1 Thermal Model of a House

In our simulations, we utilize a thermodynamic model of the house that takes into consid-

eration the geometry of the house, the number of windows, the roof pitch angle, and the

type of the insulation used. The house is being heated by a heater with a flow of air with

temperature 50◦c. A thermostat is used to allow a fluctuation of 2.5◦c above and below

the desired set-point which specifies the temperature that must be maintained indoors. We

consider two external controllers that set the desired set-point. A classical IoT thermostat

that determines the set-point based on the number of occupants in the house. The second

controller is the IoPAT controller explained in Section 7.3.3.

IoT based HVAC controller IoPAT based HVAC controller
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Figure 7.2: Prediction Mean Vote (PMV) for the three occupants (y-axis) across time (x-axis)

using IoT system (left) and IoPAT system (right) for varying occupants’ activity and stress

level (relaxed/stress).
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To take into account the personal behavior, we model each human as a heat source with

heat flow that depends on the average exhale breath temperature (EBT) and the respiratory

minute volume (RMV) [GLC10].These two parameters are highly dependent on the human

activity. For example, RMV ≈ 6 l/m when the human is resting while RMV ≈ 12 l/m

represents a human performing moderate exercise [Car07].

7.3.2 Human Thermal Comfort

We use the Prediction Mean Vote (PMV) [Fan70] as a measure for the human thermal

comfort. PMV gives a score on how warm/cold a person feels. It depends mainly on the

human activity, metabolic rate, clothing, environmental variables (air speed, air temperature,

mean radiant temperature, and vapor pressure of air).

The PMV score ranges from −3 to 3 which is the range of thermal sensation from very

cold (-3) to very hot (3). According to ISO standard ASHRAE 55 [ASH10], a PMV in the

range of −0.5 and +0.5 for an interior space is recommended to achieve thermal comfort.

PMV score for each human can be estimated using the knowledge of the clothing factor, the

clothing insulation, the metabolic rate, the air temperature, the air vapor pressure, and the

mean radiant temperature [Fan70].

In our IoPAT controller, we assume the knowledge of the weather forecast which affects

the clothing factor and clothing insulations. For example, in our experiments, we assume a

winter season and hence the IoPAT controller fixes an average for the clothing insulation of

0.9 clo [ASH10]. The metabolic rate is determined by the occupant activity [Enga] and stress

level (relaxed/stressed) [SBT05]. This can be inferred using the heart rate and respiration

rate either using wearable sensors [CG09] or using non-invasive technologies [AMK15]. Air

temperature can be directly measured using thermostat sensors, while air vapor pressure is a

one-to-one correspondent to the ambient temperature [Engb] which can be directly measured

using outside thermostat as well. Finally, the mean radiant temperature can be estimated

using a black-globe thermometer [BW34, KSW70].
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7.3.3 RL-based Controller for IoPAT

While human stress level (relaxed/stressed) and human activity (resting, watching TV, eat-

ing, ...) can affect their thermal comfort, the IoPAT RL-based controller needs to track their

PMV score and take correcting actions to maximize their comfort. Accordingly, we model

each human as an MDP. States in the MDP corresponds to different PMV scores (with 0.5

granularity) resulting in 14 states for each human. We design the reward function for the

RL-based controller on the difference between the average PMV (across all humans) and the

nominal value −0.5 to 0.5. The RL-based controller then changes the temperature set-point

accordingly. While the relation between the actions (changes in the set-point) and the hu-

man comfort is unknown to the controller, we use a Q-learning algorithm to continuously

“learn” the human response to different set-points and take corrective actions.

7.3.4 Numerical Results

Using the simulation environment discussed in Sections 7.3.1 and 7.3.2, we consider the

scenario in which the state of the three occupants change over time and report the thermal

comfort for each human when both the IoT based controller (which changes the set-point

according to the occupancy and weather forecast) and the proposed IoPAT controller are

used to controlling the house temperature. During the simulation time, we change the state

of the three occupants. We summarize the scenarios in our simulation as follows:

• Human 1: is sitting and relaxed for the first 4 hours. He then goes to sleep for the

remaining 4 hours.

• Human 2: is sitting and stressed for 2.5 hours, performing domestic work while still being

stressed for another 2.5 hours, and finally going to sleep for the remaining 3 hours.

• Human 3: is sitting and relaxed for 3 hours, performing domestic work for 2.5 hours while

still being relaxed, and then finally going to sleep for 2.5 hours.

Figure 7.2 reports the comparison between the IoT controller and the IoPAT controller with

respect to the individual thermal comfort and the average thermal comfort. During the first

2.5 hours, when the three occupants are seated, the IoT controller shows a good range of

PMV (between −0.5 to 0.5) at a set-point of 23◦c. Similarly, the RL-based controller chooses
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an action of setting the set-point at 23◦c.

However, once human 2 and human 3 start to perform domestic work, their average

exhale breath temperature increases which affects their thermal comfort. While the IoT

controller is only affected by the occupancy and the air temperature, it decides to still

provide a set-point of 23◦c leading to a higher PMV, almost reaching at value 2. In contrast,

thanks to the feedback from the different sensors, the reward for the RL-based controller

starts to decrease forcing the RL-based controller to take corrective actions. Accordingly, the

RL-based controller starts to gradually decrease the set-point to 21◦c followed by a further

decrease to 20◦c to compensate the rise in PMV for human 2 and human 3 leading to a

decrease in the individual and average PMV.

Similarly, in the last 3 hours, all occupants are sleeping and hence their average exhale

breath drops and their comfort score also decreases. Again, the IoT controller uses the

occupancy based policy leading to the same set-point of 23◦c which in turn leads to a drop

in the PMV score reaching a value of −2. On the other side, and thanks again to the

RL-based controller, it decides to increase the set-point gradually until it reaches 25◦c to

compensate the decrease in the PMV.

These results show the effectiveness of the proposed RL-based controller for IoPAT sys-

tems to track the variations in the human behavior and provide a personalized experience

as compared to traditional IoT systems.

7.4 Conclusion

Our everyday life activities are becoming more dependent on edge devices. Since most

of these devices interact with humans, the IoT system should include the human factor

into the loop of computation. Accordingly, we propose IoPAT system. IoPAT considers the

human preference and current state as an integral part to the IoT system. In this chapter, we

proposed an architecture for IoPAT and discussed the challenges that face the personalization

of IoT. We showed a case study of a smart house using IoPAT, in which we compared to the

regular IoT with respect to the thermal comfort of the occupants.
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CHAPTER 8

Conclusion and Future Research

We conclude the contributions of this thesis in this chapter by summarizing the conclusion

of each of the three parts of the thesis while giving outlines for a future research direction

in the area of personalized and autonomous systems.

8.1 Conclusion

This thesis was divided into three main parts which target the three main challenges of

personalized autonomy. The first challenge was context-engines support (Part 1) in which

CAreDroid and CAMPS were presented as operating systems support for context-aware

applications. The second challenge was the privacy concern that arise from pervasive and

personalized systems (Part 2). In this part SpyCon was presented to exploit the information

leakage and VindiCo provided detection algorithm and mitigation techniques to address

this new spyware. The third challenge was the adaptability of the personalized systems

and the problem of taking the human variation into the loop of computation (Part 3). A

reinforcement learning algorithm was proposed by Sentio to address this challenge in the area

of ADAS while IoPAT provided a generic personalization architecture for the IoT systems.

8.1.1 CAreDroid

Context-aware computing is a powerful technique for physically coupled software. It can

enhance functionality and improve resource usage of applications by adapting them to con-

text. In CAreDroid, we present an adaptation framework for context-aware applications in

Android. CAreDroid allows applications developers to develop context-aware applications
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without having to deal directly with context monitoring and context adaptation in the ap-

plication code. In CAreDroid, multiple versions of methods that are sensitive to context

are dynamically and transparently replaced with each other according to application-specific

configuration file. By pushing the context monitoring and adaptation functionalities to the

Android runtime, CAreDroid was able to provide context-awareness more efficiently and

with significantly fewer lines of code compared to current Android development flow. In

particular, using different case studies, we show how CAreDroid can be used to develop

context-aware applications. Results from these case studies show that CAreDroid reduces

the code complexity by at least half while decreasing the computation overhead by at least

a factor of

8.1.2 CAMPS

Humans differ in behavior and preference with respect to charging their phones. Hence,

CAMPS started by analyzing the human data in charging his phone. CAMPS provided a

new OS mechanisms of charging-aware power management and deferrable task scheduling

that could improve overall availability for a significant portion of smartphone users. In

particular, CAMPS proposed to utilize the power headroom during certain phases of battery

charging to run these tasks, rather than starve the battery of energy during its most power-

intensive charging time. Increasing the energy delivered to the battery during the charging

period, or conversely, decreasing the required charging duration to reach full SOC would

improve overall device availability to the user.

8.1.3 SpyCon

A new class of privacy-threatening spyware that is designed to snoop around adaptations

made by context- aware apps was presented as SpyCon. SpyCon showed that through

the user study, monitoring the context-based adaptations triggered by context-aware apps,

SpyCon could infer user behavior. To exacerbate the situation, experiments showed that

this new spyware is undetectable using off-the-shelf antivirus and moreover many of the top

132



45 downloadable free apps have enough information to reveal about user.

8.1.4 VindiCo

VindiCo was designed as a safeguard which protects authentic context-aware applications

against leaking private information via this side-channel. VindiCo employs a general detec-

tion technique based on mutual information algorithm which is agnostic to implementation

details of context-based spyware and uses three mitigation techniques to hinder the perfor-

mance of SpyCon, which are delaying, sup- pressing, and masking. An end-to-end use case

has been shown to demonstrate the effectiveness of the proposed VindiCo architecture by

having a SpyCon monitoring an authentic context-aware phone setting application. Our

mitigation techniques have shown a degradation of SpyCon inference accuracy from 90:3%

to the baseline accu- racy and by only adding negligible overhead (3%) on the API call

performance.

8.1.5 Sentio

In Sentio we focused on the adaptation challenge of ADAS. In particular, we targeted the

adaptation to humans to weave personalization into the fabric of ADAS. While FCW is

one of the highly adopted ADAS in vehicles, its primary focus is still dependent on the

environment around the vehicle (relative distance and relative velocity). However, by taking

the driver state into the loop of computation, the FCW can be personalized and provide

a better experience. In this chapter, we purposed Sentio, a driver-in-the-loop FCW that

learns the driver preference as well as his attention level to signal the FCW at the right

time. We proposed a variant of the Q-learning algorithm to solve our problem and enhance

the learning rate of the driver preference. Our multisample Q-learning algorithm could track

the change in the driving behavior across time and adapt the timing of the FCW accordingly

without the need for offline training. By examining the results of driving traces on a car

simulator for multiple drivers, Sentio showed a better performance than the fixed threshold

FCW that is widely used in commercial vehicles.
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8.1.6 IoPAT

We studied the personalization on IoT systems in IoPAT. Our everyday life activities are

becoming more dependent on pervasive devices. Since most of these devices interact with

humans, the IoT system should include the human factor into the loop of computation. Ac-

cordingly, we proposed IoPAT system. IoPAT considered the human preference and current

state as an integral part to the IoT system. We showed a case study of a smart house using

IoPAT, in which we compared to the regular IoT with respect to the thermal comfort of the

occupants.

8.2 Future Research

With the increased prominence of personalized computing in the context of smart cities,

healthcare, and automotive systems, a future direction is to build on the research work

presented in this thesis for effectively tackling new problems in the area of personalization

and autonomy of ubiquitous computing. Similar to the prior research presented in this

thesis, the common thread here is a two-pronged approach; end-to-end applications along

with systems support for building these applications. In particular, Future work will focus on

investigating three applications of personalized computing namely (i) automotive systems,

(ii) differentiated education, and (iii) healthcare.

8.2.1 Mobile-Assisted, Context-aware, and Personalized Automotive Systems

As mentioned in Chapter 6, very few pervasive automotive systems take the driver state

(or context) into consideration. Thanks to the recent advances in mobile and wearables,

complex human states can be inferred with high precision. However, and regardless the

recent advances in both mobile/wearables and automotive context-aware systems, there is a

little work focusing on the integration between context-aware systems from both sides. In

such integrative context-aware systems, information collected from the sensors at both the

mobile/wearables and the automotive systems are combined to infer a richer context that
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Figure 8.1: A pictorial architecture for the envisioned mobile-assisted, context-aware, and per-

sonalized automotive systems. Information communicated over the internal networks inside the

automotive system is fused with information collected from various phone/wearables sensors to in-

fer complex human and environment state. This complex state is then used to adapt the behavior

of both the car as well as the various apps running over the phone.

can not be determined by any of the two systems (mobile/wearable and automotive) alone.

This richer context is then used to adapt the functionality of both systems and provide

recommendations and actions to both the user and the car simultaneously. We refer to such

systems as Mobile-Assisted, Context-aware, Automotive Systems (a pictorial architecture

for these systems is given in Figure 8.1). While such integration between mobile/wearables

with automotive systems, if correctly designed, are daunting, several challenges need to be

addressed to achieve such system.

The long view of this project is multifold. First, the future research agenda will examine

the computing stack on both automotive and mobile/wearable sides to provide systematic

support at the OS level and the networking level. Second, develop novel machine-learning

algorithms that use the information collected from both the automotive and mobile/wear-

ables to infer complex human contexts. Third, develop novel machine-learning algorithms

to handle complex driver-computer interactions. Since the final objective of building such

systems is to provide a personalized driving experience, accordingly, an overarching objective

of this project is to build a testbed which can be used to test and verify such systems.
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8.2.2 Context-Aware Internet-of-Things for Personalized Healthcare

The practice of medicine stands at the threshold of a transformation from its current focus on

the treatment of disease events to an emphasis on enhancing health, preventing disease and

personalizing care to meet each individual’s specific health needs. It is no wonder that this

transformation is ignited by the advances in both machine learning and ubiquitous computing

that paved the way to developing new technologies capable of monitoring different biological

aspects of the human body. Regardless the recent technological advances, there is a need to

advance the current status-quo in two directions namely:

• Turning data into actions: a common thread in the recent advances in healthcare

is to utilize supervised learning techniques for monitoring, diagnosis, and risk stratifi-

cation leaving small work focusing on decision making. A future direction is exploring

various problems in which a personalized system could take actions (e.g., recommend-

ing physical exercises, adjusting medication dozes, and designing optimal treatment

policies) to enhance human health.

• Systematic Support for Internet-of-Medical Things: The widespread access to

real-time, high fidelity data on each individual’s health is paving the road for person-

alized healthcare. Unlike the rapid increase of smart sensors in the context of mobile

phones and wearables, there is very few work targeting the computing stack for theses

systems. Similar to the research presented in this thesis, a future direction is build-

ing end-to-end practical systems, along with developing systematic support that helps

developers build customized healthcare IoT.

8.2.3 Context-Aware Personalized Differentiated Learning

A third application lies in differentiated instruction and assessment (also known as differenti-

ated learning). Differentiated learning is a teaching philosophy that treats different students

differently. In particular, it transforms the one-fits-all teaching process into a process in

which different students are given different avenues to learning in terms of: acquiring con-
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tent; processing, constructing, or making sense of ideas; and developing teaching materials

and assessment measures so that all students within a classroom can learn effectively, re-

gardless of differences in ability. For example, some students may learn better from a video

illustration, whereas some students may learn more from a well-organized handout. Or, some

students may perform better on a project, but others are good at exams. Therefore, a better

strategy would be to develop a personalized educational scheme that takes into account the

inherent differences between students, and the scheme should be able to change dynamically

according to feedback from the student.

The objective of this research is to build context-aware instruction and assessment sys-

tems that adapt to the current state of students and adapt the pedagogical policies that

fit the different student needs. Akin to the research presented in this thesis, this project

entails investigating how to build novel reinforcement learning algorithms that

take into account the human (student) state and history to provide him with a

personalized education material that best suits his current state. A future direction can

be performing field studies to understand to what extent a personalized differ-

entiated learning systems would affect the pedagogical process for different age

levels. These developed systems will lead to a better and deeper understanding of how to

maximize the student learning outcomes while addressing different student needs.
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