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TOTAL-REACTION CROSS-SECTION MEASUREMENTS FOR CHARGED PARTICLES
Bruce D. Wilkins

Lawrence Radiation Laboratory and Department of Chemistry
University of California
Berkeley, California

May 9, 1963

ABSTRACT

Total reaction cross sections have been measured for 10-MeV -
protons, 22.4-MeV deuterons, and 40-MeV alpha particles on Be, C, Al,
Ti, V, Fe, Ni, Cu, Zn, Zr, Nb, Mo, Rh, Ag, Sn, Ta, Au, Pb, Bi, and Th.
A beam attentuat;on method that utilized millimicrosecond electronic
techniques was used; these technigues made possible 5% counting statistics
to be obtained in 20 minutes. The total reaction cross section ORr
shows structure as a function of A in the vicinity of Ni for proton
and alpha-particle bombardments.

The results of an optical-model analysis for 10-MeV protons on
Cu, Ni, Al, and Ag indicate that gpod‘fits to\ op and the elastic-
scattering angular distributions could only be obtained by using a
Gaussian form factor, located on the nuclear surface, for the imaginary
optical potential. Furthermore, an optical-model analysis of 48-MeV
alpha particles on ClQ.indicates that the addition of total reactiog
- cross-section data places a powerful constraint on the shape of the
imaginary potential at the extreme surface of the nucleus.

The experimental techniques .used in these measurements are ..
discussed in detail. Improvements in technique for future measurement

of op are suggested.



I. INTRODUCTION

The measurement of charged-particle total reaction cross sections
in the energy region where Coulomb barrier effects are appreciable and
also the refinement of beam;attenuation techniques necessary for this
energy region are discussed in this work. |

By total reaction cross section, one means the cross

Op >
section for all interactions between the tgrget nucleus and the in-
cident beam of particles that leave the. nucleus. in a‘stéte different
from the original ground state. This includes all direct-interaction
events and all events that lead fo the formation of the compound nucleus,
including those events for which the compound nucleus de-excites back

to the ground state, i.e., compound elastic scattering Oog This
gquantity GR is to be @istinguished from the total cross section Op s
which includes not only all GR events but all the elastic-scattering
events as well.

For the measurement of the quantity o to be~m¢aningful in

terms of nuclear structure, it is necessaryAthEt a model of the nucleus
exist that predicts this quantity and correlates it with other experi-
mentally measurable. quantities such that some insight into nuclear
structure can be gleaned. The optical model fulfills this requirement.

One of the most interesting problems related to the optical
model involves the mechanism of absorption. Does the absorption occur
on the surface of the nucleus. or throughout the nucleus? The optical
model gives one a way to distinguish between these two possible modes of
absorption. This model mredicts the differential elastic scattering,
the total reaction cross section UR , and.the polarization induced by
the scattering process. In the case of protons many excellent elastic-
scattering data are available. These experimental results have been
fitted equally well by using either volume absorption (Woods-Saxon
shape)12 or surface absorption (Gaussian shape) for the imaginary part
of the potential. The important point is that at energies near the

Coulomb barrier these two different shape potentials predict different



total reaction cross sections. Thus an accurate measurement of Or
may determine the shape of the imaginary potential. Measurement of the
total reaction cross section for charged particles in this low-energy
rggion is a difficult task, and very few results are listed in.the
literature.

It was the intent of this work to measure the total reaction
cross sections for various charged particles on several elements with the
hope that the results would help us distinguish between absorption
throughodt the nucleus and absorption at the surface only. Furthermqre,
measurement of the reaction cross section provides a constraint on the
choice of the potential parameters that future optical-model anal&sis
may yield. v v

A short review of the optical model is given before a detailed
description of the.experimental method is reviewed.. Finally, a section

is devoted to the presentation and discussion of the results obtained.

<



II. REVIEW OF OPTICAL MODEL

The optical model has recently been tremendously successful in
correlating the elastic scattering and polarization features of. com-
plex nuclei. This model is a direct descendant of the nuclear shell
model.l’2 . The basic premise of these two models ig that a single nucleon
interacts with the entire system through an average potential due to all
the other nucleons in the system. The models differ in the energy region
they treat. The shell model works in the region of the ground state or
low-lying excited state in which the energy levels are widely spaced,
whereas the optical model is. concerned with the continuum region in which
the energy leyéls are very dense and overlap. Resonance features that
are difficult to treatvmaymﬁélneglected'by.averaging over many energy
levels. The optical model is also characterized by a complex potential,
which accounts. for inelastic processes that attenuate the incident beam.

Historically, the first attempt to explain nuclear reactions
was made in. the 1930's with a simple potentlial-well model.5 With' this
model one can consider nuclear interactions as a two-body problem between
the incident particle and the nucleus, described in terms of a central
attractive potential.

In 1935, experiments by Fermi and others showed that low-energy
neutrons exhibited extremely sharp and closely spaced resonances in their
interaction with complex nuclei. The potential-well model was in dis-
agreement with this new experimental evidence, and was discarded in favor
of Bohr's theory of the compound nucleus.5

The Bohr theory was based on the strong coupling between ﬁhe
incident particle and the many particles of the nucleus. Bohr's model
of the nucleus. gave rise to the idea that the nucleus was almost opaque
to the incident nucleon, and thus the mean free path for absorption in
nuclear matter was very short. This model was so successful in ex-
plaining the low-energy neutron experiments and other nuclear phenomena
that for many years attention was diverted from the systematic features

of nuclear properties encountered throughout the table of nuclides.
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It was not until 1948, when Mayer2 and Haxel, Jensen, and Suess
proposed the single-particle shell model, that these systematic features,
such as the magic numbers, could be explained. The nucleons were con-
sidered to travel in particle orbits having a long mean free path for
a nucleon-nucleon collision within the nucleus. This model indicated
that the nucleus was actually quite transparent and not opaque as the
Bohr model suggested. Serber, considering high-energy nuclear collisions,

/also pointed out that the nucleus may be partially transparent.7

In 1949 Feshbach and Welsskopf extended Bohr's strong-coupling
theory to predict the energy variation of neutron total cross sections.
They predicted that these cross sections would decrease uniformly with
increasing energy to the asymptotic value of 271-R2 (R = rOAl/E). It
was not long until Barschall reported results on the scattering of fast
neutrons (50 keV to 3 MeV) by nuclei.9 His results showed that the total
cross section decreased smoothly with increasing energy, but superimposed
on the total neutron cross-section curves were broad maxima and minima,
whose positions varied continously with atomic weight and energy. Feshback
and Weisskopf could not by their approach explain the occurrence of
these resonances.

The succesgss of the independent-particle model and the inability
of the Bohr theory to cope with the resonances observed in the scattering
of fast neutrons led Feshbach, Porter, and Weisskopf to propose the "éloudy
crystal ball" optical model as a means of explaining the neutron-
scattering data.lo This model pictured the target nucleus as being

represented by a complex central potential of the form

v(r) - [Vg +1 W) for r <R,

= 0 for r >R,

and

R = T Al/5 5
o)



where VRv is the strength of the real potential analogous to the in-
dependent-particle potential, and W is the strength of the imaginary
potential, which allows fo%’the possibility of the incident particle's
being removed from the beam owing to absorption intc a compound state.
The quantity rS is the radius constant and A the atomic weight of the
target nucleus.

The results of using this model to explain the total neutron-
scattering data are surprisingly good. The resonances are reproduced
by the model and are understood in terms of size resonances of the

potential well. As more experimental results became available, the

optical model was used over a wide range of energy and target nuclei to

correlate the neutron-scattering data in terms of optical-model parameters.

In 1954 Cohen and Neidigh reported extensive proton elastic-
scattering angular.dkmrﬂmmiOHSQll Their results showed maxima -and
minima in the angular-distribution characteristics of optical-model
predictions. Woods and Saxon found that they could fit the proton
elastic-scattering data of Cohen and Neidigh by adding a form factor to
the central potential that introduced a diffuse nuclear surface to the
optical potential and approximated the nuclear-density function.” The

Woods-Saxon potential has the following form:

V(r) = - (V + iW) (1 + exp (Eéﬁ )]'l s
where
V = strength of the real part of the potential,
W = strength of the imaginary part of the potential,
R = rOAl/5 , the radius of the potential,
and

the surface diffuseness.

o]
I

Cohen and Neidigh's work and the success of the Woods-Saxon

potential generated a flurry of interest in the elastic scattering of
protons. Soon, many groups had reported data in this field.l§_16 The

Woods-Saxon potential was used by Glassgold et al,l7 and Melkanoff et al.

© to analyze much of these data.

8



It was known that the nucleus exhibited strong spin-orbit coupling
from shell-model work. Experimental verification of spin-orbit coupling
~in the optical-model region had to await the development of a polarized
proton beam. In 1954, Oxley, Cértwright, and Rouvina at the University
of Rochester obtained the first beam of high-energy polarized protons.19
A double-scattering experiment showed that nucleil exhibited a left—righ£
asymmetry when polarized protons were scattered. Results for many nuclei
were soon available at both high and low energy.go.’21
In terms of the optical model this effect was accounted for by

adding a spin-orbit force to the optical potential of the form

' : 2 - -
o . K 1 af(r) N
Vso - (Vsr 1 wsi)<mﬂ_c ) r (s 1)

where VSr and wsi are the strengths of the real and imaginary parts
of the spin-orbit potentidl, f(r) refers to the same form factor used in
the central potential, and (h/mﬂ_c)2 is a dimensional factor, so that
Vér and wSi can be expressed in MeV. The quantities 5 and 7 are
the spin and orbital angular momenta in units of #%. The same form factor
is usually used for the central and spin-orbit potentials to avoild
introducing another parameter. |

The optical potential was expected to be a function of the three
observable quantities of the incident particle, i.e., its position,
-momentum, and spin. With the inclusion of the spin-orbit force there
still remained a major assumption, the momentum dependence of the nuclear
potential. To assume that the potential:depends only upon the kinetic
energy of the incident particles neglects the variation of the projectile's
momentum as it passes through the nuclear surface. Velocity-dependent
potentials are very difficult to treat, and it is only with the recent
advent of ultrahigh-speed computers that progress is being made with
nonlocal potentials.22 Using a local or velocity-independent potential,
one expected the parameters to show an energy dependence. This is in-
deed the case. The real part of the potential Vr joins smoothly, at
zero energy, the shell-model value of Ross, Mark, and Lawson for both

23

protons and neutrons. It shows a steady decrease with increasing

energy, reaching zero at a value of 300 to 40O MeV for the projectile.

LA



W, on the other hand, seems to increase slowly with increasing energy
of the projectile, leveling off in the vicinity of 200-MeV particles.

The parameters V.. behaves very similarly to VR , and W i is approxi-
S

’mately zero at ai? energies. No systematic energy variation has been
_ observed for the so-called "geometric parameters" rd: and a.

It was hoped, however, that at a given energy one could find a
set of parameters that would give a reasonable fit for all vaiues of A
for the target nucleus. With the Woods-Saxon form factor the parameter
W seemed to be smaller for larger values of A. Bjorklund and Fernbach
reasoned that this indicated that the imaginary potential should be peaked
on the surface of the nucleus. They carried out extensive optical-model
analyses for neutron and proton scattering, using a Gaﬁssian form factor
centered on the surface for the imaginary potentialogu’25 They obtained
excellent fits to the experimental results, and the value of W was no
longer a function of A. This was, of course, at the expense of adding
one more parameter--that is, b, the width of the gaussian.

There have been several theoretical attempts to explain why one
might expect absorption to be peaked on the nuclear surface for low

26,27

bombarding energies. These efforts are usually based on the idea
that at low bombarding energies the incident particle has very few low-
lying channels in the interior of the nucleus open to it for absorption.
The levels are already occupied, so that the exclusion principle inhibits
absorption. In the surface region the levels are not all occupied, and
inhibition of this sort is not so important. Absorption will also be
proportional to nuclear density, which is a decreasing function in the
surface region. These tWo effects couple together in such a way that it
is not yet clear whether or not one should expect a surface peaking of
the imaginary potential.

There have been many attempts at justification ofthe optical
model in terms of basic theory.28’29 In one approach Brueckner has
attempted to proceed from knowledge of the two-body scattering amplitudes
to the optical-model parameters and the structure of the nucleus as it

30

scatters a low-energy particle.



Althdugb Jjustification of the optical model remains an open
guestion, it has been extremely successful as a phenoménological model. .
Besides neutron and proton scattering, it has beén used successfully to

fit the elagtic scattering of deuterons,Bl alpha pafticles,52 helium-B,53

LA

. L . _
nltrogen—lh,5 and K—mesons55 from complex nuclei. Lemmer and Green,
using a nonlocal optical pdtential, were also able to extend the optical

model to predict the proper ordering of all the energy leveéls of the

26 ‘Optical-model

nuclei,'including the position of the magic numbers.
wave functions, obtained in fitting elastic-scattering data, have been
used for a distorted-wave Born-approximation calculation of the direct-
interaction stripping reactionse57 There has been considerable improve-
ment in the fit to experimental data in this field since optical-model
wave functions have replaced the plane-wave approximétion.

The optical model itself has undergone many refinements since
its inception a few years back. The original concept of the optical-
model potential was based on the simple physical picture that each nucleus
could be regarded as a piece of nuclear matter of a given shape and
spatial extent. This simple concept loses much of its meaning if one
tries to describe the optical potential more exactly in terms of a
velocity- dependent nonlocal potential. Much of the current interest
in the optical model lies in trying to find an equivalence between the

nonlocal potential and the local optical potential. This model should

'produce many interesting results over the next .few years.



ITT. EXPERIMENTAL METHOD

A. General

Total reaction cross sections GR can be measured by two
principal methods. Historically, the first method used for the measure-
ment of reaction cross sections on charged projectiles was based on
summing the partial reaction cross sections determined from the chemical
separation of the radioactive products. This method is practicable only
at low bombarding energies for which the total number of partial reaction
ig low. Also the range of isotopes on which this method can be used is
seVerely.limited because many of the reaction products are stable nuclei.

Beam-attenuation techniqués, long in use in work on neutron total

38,39

have recently been adapted for the measurement of
ho,L1

cross sections,
proton totoal reaction cross sections. An attenuation experiment

for charged particles is complicated by the energy loss due to ionization
of the beam particle passing through the target. Thus the target thick-
nesg is restricted by whatever energy resolution is desired. The gquantity

o can be obtained from the relationship

R

I .
= = - 1
T exp ( nxoR) (1)
o

where 7
IO is the incident beam intensity,
I 1s the attenuvated beam intensity,
n the target density,

and

x  the target thickness.

For an energy resolution of 10% for low-energy charged particles, the

3

attenuation factor nxo is the vicinity of 1077, whereas in a typical
neutron experiment it has a value near unity. It is therefore very diffi-
cult to obtain good statistics in the charged—particle attenuation experi-

ments. When the quantity nxo 1s very small, we have
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-nxg
e X 1-nxog

Substituting l-nxo into Eq. (1) and rearranging gives

2 = nxo. , (2)

It should be noted at this point that o_ in this experiment is only

related to ¢ in Eq. (2). .The'exact rzlationship is shown later.

~ If one were to measufe Io and I separétely for charged
particles, as is done in the neutron experiments, the statistical pro-
blem of subtracting two nearly equal numbers would arise [See Eq. (2)].
Greenlees and Jarvis,uz using this technique. have made a measurement
‘of 9.3-MeV protons on Cu. Their method consisted of rotating an Au
sample and a Cu sample of the same stopping power into a beam alternately,
and measuring the variation of count rate in a stopping cbunter° The
power of this method rests on the rapid alternation of the measurement
of IO (Au target in) and I (Cu taréet in), which thus averages out
variations in beam intensity. The Au attenuation at 9.3 MeV is small,
so that only a small correction need be made. Of course, in addition,
a correction for elastic scattering of protons out of the stopping
counter must be made for Au. However, since this is almost pure Coulomb
scattering, the correction factor, although larger than that due to
attenuation in the Cu target, is well known. To reduce their error
to about 8%, 100 hours of machine time was required.

A more powerful method, however, can be used. If one were to
measure directly the quantity - IO - I [see Eq. (2)], then the statistical
problem of subtracting two nearly equal numbers is overcome. This can
be accomplished in the following manner. A thin passing counter is placed
in front of the target,'and'a’sfopping counter is placed behind the
target. The passing countér givés'a measuremenﬁ of IO, for the un-
attenuated beam. Putting the stopping counter in anticoincidence with

the passing countér, one obtains a direct measurement of the particles
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removed from the beam by determining IO ~ I. It is then necessary
only to make a target-in— target-out measurement to obtain the reaction
cross section. This is the method used here, and it is discussed in
detail. ’ |

An experiment with 9-MeV protons was carried out at the University

b

of Minnesota, by a similar method but with slow electronics; con-
sequently, a week of running time on a low-duty-cycle machine was re-

quired to reduce the error to 8%.

B. Experimental Parameters

The experiments performed here with the 60-inch cyclotron beam
and using fast electronics require about 20 minutes to obtain the raw
data for a measurement with 2 to 5% statistical accuracy.

The experimental parameters discussed are those for the proton-
attenuation experiment. The necessary changes needed for other charged
particles are mentioned later.

The 60-inch cyclotron produced a well-focused external beam of
- 2k -Mev H2+‘ions outside the cyclotron shielding. There were several
difficulties tpat had to be overcome before the experiment could be

1"

started. Even with "fast electronics” the beam intensity needed in this
experiment was very small, on the order of lO5 protons/sec° When the
cyclotron was run at this level, the beam was very unsteady because the
ion source was unstable at such a low power level. If the beam increased
suddenly by several orders of magnitude, the plastic scintillator counters
could be damaged.

Ancther problem encountered at low beam levels was the bunching
of the beam. This was due to a %60-cycle ripple in the radio-frequency
power supply. This had the effect of greatly increasing the instantaneous
counting rate during those bunched portions of the beam. Thus, the
average beam rate had to be decreased so that the instantaneous count

>

rate fdr any portion of the beam would not exceed 5 x 10 particles/sece
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The data-collecting time was correspondingly increased. Since two
protons traveling simultaneously through the counter system :could not

be tolerated, it was necessary.to separate the H + beam from the cyclotron

into individual protons. °
All the. difficulties mentioned above were overcome by use of
the following technique. A beam protons was produced by the elastic
scattering of a small portion Qf the available external beam of H2+.
The probability of scattering both protons from the H2+ into the same
solid angle of acceptance is negligible. The beam had to be run at
high levels to produce the necessary particles in the solid angle of
acceptance. Under these conditions the beam was found to be quite stable.
The experimental arrangement is shown schematically in Fig. 1.
The external beam from the 60-inch cyclotron was focused by a quadrupole
magnet and then steered by a bending magnet. Residual gas pressure in
the equipment was found to reducevdrastiéally the available H2+ beamn.
~ Collisions with gas molecules in the long flight path, from the cyclotron
to the experimental afea (20 ft) would disrupt the molecular bond of
H2+ and scatter the particle out of the beam. Care was taken to reduée
the gas pressure. It was then found possgible to focus a 1-pA beam
through an l/8-in— collimator placed after the bending magnet. The
apparatus was placed on the 500 port of the bending magnet to facilitate
the removal of the H+ component from gas scattering(which had a larger
.energy spread). The l/8-inf collimator was made of tantalum slightly
thicker than the range of the beam particle, followed by an antiscattering _
baffle. Tantalum was used becauée,of its high density.'vThis made possible
the use of a thinner collimator, which reduced the surface area available
for slit scattering. The baffle, placed 1.5-in. behind the collimator,
was of such a diameter that the primary beam would just miss it.
The choice of a scattering foil was crltlcal The foil had to -
be sufficiently thin so as not to degrade the beam,appreciably and yet
be thick enough to provide an adequate number of protons at the solid 4
angle of acceptance. For these reasons a foil of high-7Z material had

to be chosen. An acceptance angle of 15 was chosen because the
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Fig. 1. BSchematic diagram of the é@erimental area.
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Rutherford scattering is large at this angle. A smaller angle could not
be used because of physical space limitations in the experimental area.
Not only should the cross section for elastic scattering be largg at this
angle, but.the inelastic-gcattering cross section must be very small.
Inelastic events“introduced low-energy components into the scattered
beam that were very difficult to eliminate. The latter resgtriction
severely limited the choice of scattering folls. A lead foil .
(AE ® 0.75 MeV for 12-MeV H' ions) enriched in Ph208 (95%) was used for
most of the proton experiments. The isotope Pb208 was chosen because .
the first excited state in Pb208 is at.an energy of 2.6 MeV, and. therefore
inelastic protons would be at least 2.6 MeV lower invenergy than elastically
scattered protons from Pb208° Other lead isotopes abundant in small
percentages led to (p,p') reactions that limit the energy resolution
.obtainable in this experiment. Th252 was algo used. This choice was
~dictated by barrier considerations. 'A proton sees a barrier of approx
tv_.ll MeV when it encounters a-'I'h252 nucleus. The reactidnlgross section 1is
correspondingly low for 12-MeV protons. Even'when‘the bartrier is pen-
: eﬁfated, it greatly hinders the reevaporation of a proton. Neutrons
evaporated from the Th cause little difficulty because the counters are
very sensitive to them.

Particles scattered at 15O passed through a collimating system
consisting of a 0.062-in. collimator placed 10 in. from the scattering
foil and followéd by an antiscattering baffle. Again the collimator
and baffle were Jjust thick enough to stop the protons. The collimated
beam produced by this system passes through two 3-mil plastic scintillators
(counter 1 and counter 3 in Fig. 1) spaced 22 in: apart from each other.

Plaétic scintillators were used throughout the experiment. Their
pulses have a very fast rise time, 2 musec (necessary in fast coincidence
work), and a short decay time, 20 musec, which permits a very high count-
ing rate. Also, the handling and shaping of the various plasticscintil-
lators is relatively easy. Unfortunately, at the low beam energies used
in this experiment, the plastic scintillator gave poor energy resolution,

about 10% for a stopping counter and 15% for thin passing counters. This

<
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was due to the relatively few photons reaching the photosensitive surface
of the photomultiplier. When there are few electrons produced, the
statistical variation in this number begins to be important and thus

leads to poor resolution.

The counter chamber consisted of a highly polished aluminum
hemisphere. The plastic scintillator was placed near the center of the
hemisphere in such a way that the light rays were reflected into the
photomultiplier face, regardless of their initial direction. The orifices
for incoming- and outgoing-beam were covered with thin reflecting foils.
These foils were made of a plastic film, Zapon, which was about 20 Mg/crn2
thick., A thin coat of aluminum was evaporated on the surface of the Zapon
foil to form the reflecting surface. The light-collection efficiency of
the photomultiplier in this system was satisfactory. The signal-to-noise
ratio for the passing counters was quite high (see Fig. 2). Counter 1
was subjJect to a heavy electron bombardment from the scattering foil in
the absence of a magnetic clearing field. A magnet placed close to the
scattering foil prevented the electrons from reaching counter 1. It was
important that the electrons did not reach counter 1, for this counter
determined the upper 1limit on the counting rate. At very high count rates
in counter 1 the pulse-height response became unsteady. The response was
unsteady because the later dynodes of the phototube received such a flux
of electrons that excessive current was drawn from the divider string that
supplied voltage to the various dynodes. This caused fluctuations in the
voltage supplied to the dynodes and hence variations in the size of the
output pulse. '

The two passing counters 1 and 3 were placed in fast coincidence
(7 = 2 musec) to determine the passage of a beam particle. A coincidence
was used to prevent dark-current noise from a single phototube and random
background in a single counter from triggering the total beam circuit.
Counters 1 and 3 were placed 22 in. apart so that a time-of-flight crit-
erion could be placed upon the particles. Inelastic events from the scat-
tering foil and slit scattering from the collimators caused congiderable
concern. To eliminate these from the beam, advantage was taken of the

difference between the velocities of the degraded particles and of the
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elastically scattered particles.  With a resolving time of 2musec in the
coincldence circuit and a 22-in. flight path, the 2.6-MeV excited state
of Pb208 could be separated from the elastically scattered particles.
Some tnelastic events from the other Pb isotopes could not be removed
because the first excited states are closer to the ground state. 1In
addition, slit-scattered events passing through the collimating system
could contribute particles that were not removed by the time-of-flight
technigue. It was not practicable to increase the distance between
counters 1 and 3 because multiple Coulomb scattering from counter 1 re-
moves more and more of the beam from the beam axis as the distance is
increased. Even at 22 in., only 15% of the particles striking counter 1
reached counter 3. Further increase in the time-of-flight path would
have reduced the number of coincidences, since the counting rate in
counter 1 could not be increased, for reasons mentioned before.

For a precise experiment, a well-defined beam should impinge upon

the target. Multiple Coulomb scattering from counter 1 and counter 3,

' however, produced a divergirg beam which had to be collimated. A metal

collimator between counter 1 énd counter 3% was first tried but it was

found to cause too much slit scattering. A satisfactory solution was

ﬁhe placing of pléstic scintillator collimators (counters 2 and L, see
Fig. l) in the counting system. These collimator counters were placed

in anticoincidence with the passing counters. Counter 2, located Jjust

in front of counter 3, consisted of a plastic scintillator, which was
thick enough to stop the beam particles and which had 0.180-in. hole in
the center. Counter 4 was a h-in.-long cylinder with a 0.25-in.-diam

hole running the length of the cylinder. It extended as close to counter
5 and the target as was mechanically possible. Another very critical reason
for using this counter is discussed later. . A metal collimator of slightly
larger inner diameter than counter 4 was placed between counter 4 and

the target, to prévent backscattered particles (from the target and from
the stopping counter) from entering counter 4 and cancelling out the

event.
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A beam particle is defined by an event of the type 1 2 3 L (where
the upper bar indicates counters placed in anticoincidence) i.e.,
IO =12 3 L. The quantity IO - I was measured by placing a plastic-
scintillator stopping counter, counter 5, after the target (see Fig. 1)
in anticoincidence,  i.e., IO ~-I=12 3L 5. v

As mentioned before, the maximum allowable rate for IO was deter-
mined by the counting rate in counter 1. This rate was about 5 x lO5
counts/sec and IO was about 10% of this. However, this was very close
to the maximum allowable rate from two other considerations. An IO
event occurred once in every 24O rf bursts (the £0-in- cyclotron had a
frequency of 12 Mc). If an IO event was received every 100 rf bursts
with a perfectly uniform beam, then 1% of the time two protons would pass

through the counters in one rf burst. Because these particles were all

focused within about 2 mu sec of one another in a given. rflurst.tie electronics

could not resolve the two particles, and a. 1% error would occur. Since
the beam showed some &étructure associated with rf voltage even under the
best operating conditions, the maximum allowable rate was about the same
as for the counter-1 criterion. Also, a 10-Mc fast scaler was used to
record IO' The instantaneous counting rate of I, was of the order of
0.5 to 1 x lO5 counts/sec, owing to the effective duty cycle of the
cyclotron. This correspond to a 0.5 to l% correction on IO due to pile-
up in the fast scaler. Thus one should be satisfied with an average
counting rate for IO of about 5 x ].OLL counts/sec. As an experimental
check on the maximum allowable counting rate a graph of IO - I/IO
vs the counting rate was plotted (see Fig. 3). The point at which the
IO - I/IO curve begins to deviate from a straight line indicates when
count-rate effects start toc be important. In practice, the count rate
was kept a little below the maximum rate to insure a safety factor.

The photomultiplier output from a monitor counter located at
60° to the scattering foil (see Fig.-1) was displayed on an oscilloscope
triggered by the 60-cycle main power, so that the éyclotron operators
could view the gross beam structure introduced by the 360-cycle modulation
on the rf voltage mentioned earlier. The operators could then optimize

the machine parameters to obtain the best duty cycle.

©~
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All the counters following counter 2 were mechanically aligned
with respect to counter 2. The 22-in. pipe connecting counter 1 and .
counter 2 was relatively flexible, so that the counter assembly could be
aligned with respect to an axls drawn through the beam spot on the
scattering foil and the 0.062-in. collimator preceding counter 1. This
was ea51ly done by the follow1ng method. I was recorded vs the integrated
1nc1dent beam on the Faraday cup (see Flg l) If the apparatus was
slightly out of line, so that a large proportion ofmthe particles struck
one of .the collimator counters, then I was greatly reduced. - This method
gave a fast and accurate alignment.

At the beam levels used in this experimeﬁt, gain shifts of the
order of 10% in counter 5were expected This, coupled with an energy
regolution of about lO% in the plast;c scintillator, made it essentially
impossible to ellmlnate by pulse-height analy51s 1nelast1c events occurring
in the target. A more reliable way was to place in front”of counter 5
an energy-degrading foil sufficiently thick to stoplprotons that tad
been inelastically scattered in the target. Aluminum was chosen as the
material for the degrader foil because it is readily attainable in thin
foils. ~Another deslrable fegture of aluminum is the much lower density
in atoms/cm2 for alumlnum_than for a plastlc scintillator of the same
stopplng power, it also contrlbuted fewer reaction events than an equi-

‘ valent amount of plastic scintillator. This had the effect of reducing
the beam attenuation due to causes other than the target. A high-Z
material such as gold, which has still fewer atoms/cmg, cannot be used
because it contributes too much back-angle elastic scattering for low-
energy protons, |

The energy spectrum in counter 5 had a low-energy "tail" about
2.5 MeV long, prlnclpally composed of sllt scattered particles that could
not be eliminated from the beam by the time-of-flight technique. Other ~

reactions that contributed to this low-energy tail were the (p,p') events

from the minority isotopes of the Pb scattering foil, the (p,p!) events 3
occurring in both the energy degrader and the counter-5 plastic scintillator,
and, of course, the (p,p') events from the target that get through the
degrader. It was very impotrtant that the energy-degrader foil not be
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thick enough to stop any of these slit-scattered particles that were not
eliminated by the time-of-flight technique. If they stopped in the de-
grader foil, they gpeared as reaction events in the target and masked the
true events. In practice, the degrader was adjusted so that 6.5-MeV
protons produced by inelastic events at the center of the target

(A E ="l MeV) could not reach the stopping counter. The pulse-height
distribution in counter 5 was obtained to make sure that the particles
in the low-energy tail were passing through the degrader, but the data
were not in general usable to help with the separation of inelastic

events.

C. Corrections

Low-energy protons undergo a considerable amount of large-angle
elastic scattering. It was necessary that counter 5 subtend a large
angle from the target; otherwise, these large-angle elastic events would
miss the counter and look like a reaction event in the target. Counter
5 was designed to subtend any angle from 20° to 600. For 10-MeV protons
it was necessary to set it at 600° In this geometry, a particle that
undergoes a 60O scattering travels through appreciably more target and
energy degrader. To compénsate for this effect, counter 5 had a hemi-
spherical shape with the degrader placed in such a way that large-angle
scattering events passed through correspondingly less degrader (see
Fig. 4).

Absorption of protons occurred more frequently in the Al degrader
because it was several times as thick as the targets. This contribution
had to be subtracted. The absorption in the degrader was, of course,
energy-dependent. The appropriate subtraction was made by removing the
target and placing a "dummy" target ahead of the scattering foil, of
such thickness that the energy of the beam incident on the degrader re-
mained the same. In this configuration the numbers iO =1 5'5 I and
and i - i =123k 5 were measured. In practice the "dummy" was
an Al foil that could be placed at any angle so as to simulate all the

various target thicknesses. Aluminum was chosen because it is easily
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obtainable in a variety of thicknesses, and also because there are

i

accurate range-energy tables for it.

Throughtout a day's run, a graph of (io - i/io) vs dummy angle
was constructed (see Fig. 5). Interpolation to a given dummy angle for
each target, according to its thickness, gave the appropriate target-
out messurement.

The angle 6 the solid angle subtended by counter 5 on the

5 M

target, had to be large enough to prevent the elastic scattering, whose

m
f 0.,(6) da,
-

5
outside the ahgle(@S 'cel(e) is the differential elastic-scattering

cross section is

cross section) from being so important that the uncertainty in this
quantity limited the accuracy of the experiment. Yet, the angle 95
had to be as small as possible in order to reduce the inelastic con-

tribution, whose cross section is

i _[95"1 (6) aa

i=0 o

where o (6) is the differential inelastic cross section for the
excitation of the ith level of the target nuclei, and where the sum
extends from the ground state up to the Nth state; N i1s determined by the
thickness of the energy-degrader foil. Here Oy (6) refers to the
compound elastic differential cross section. Because these two corrections
are opposite in sign, the angle 95 should be placed in such a way that
the two corrections will be about equal in value. Unfortunately, the
elastic-scattering correction for 10-MeV protons is much larger than the
inelastic correction, especially the high-Z material, and 95 had to

be set a large angle. In fact, it was Impractical to increase this

angle above 60o because at larger angles the scattered particles traveled

through considerably more target and degrader foil, and it became im~

possible to make the appropriate corrections.
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A third principal correction was needed in the experiment. It
may be remembered that a "dummy" foil was inserted ghead of the scattering
foil when the target was removed. The absorptive effect of the energy
degrader would then be exactly compensated for in the target-in and
target-out measurements. However, this had the serious effect of
changing the incident energy of the protons on counter % in the two
configurations. In the protgn experiment the energy incident on counter
3 was 11 MeV, and 10 MeV in the target-in and target-out configurations.
The p + C elastic cross section 0 shows an extraordinarily large resonance
in this energy region. The importance of counter 4 now becomes apparent.
Counter L4, located as near as possible to counter 3 in anticoincidence,
greatly reduced the scattering-out correction, since it was placed in
anticolncidence with the passing counters. However, ﬁhe number of
protons scattered out at larger angles than 6LL , the angle subtended by
counter 4 on counter 3, was still appreciable. The solid line in Fig.

6 shows the value of the quantity

no= j.w igSE (6) + }J: o, (9)} an (3)

9, L v J

averaged over the energy spread of the proton passing through counter 3.
The quantity GSE (8) is the differential cross section for shape
elastic.scattering, and ci(e){refers to the differential cross section
for compound eldstic scattering and scattering to the first excited
state. The angle 94 was large enough so that no correction term
occurred for the elastic collision between the proton and the hydrogen
in the plastic scintillator. Any proton scattered outside the critical
angle @, had its recoil partner hitting counter L. If one of the pro-
tons did successfully traverse the cylindrical counter 4, then it im-
parted so little recoil energy to the other proton that the collision
between them could be neglected.

These data were very comprehensive, so that the correction could

be reliably made. As a check, however, the degrader was removed from
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counter 5 in the target-out position, and the quantity (io - i)/iO
was measured as a function of beam energy. The beam energy was reduced
by the addition of energy degraders ahead of the s?attering foil. The
squares in Fig. 6 show the result of this measurement. Anticoincidence
events obtained in this configuration are due to nuclear reactions and
elastic scattering in counter 3 scattered outside the angle @h' The
position of the resonance in the cross section provided a quick and
reliable method for measuring the beam energy. The quantity nB, defined
as ng = 1 (11 MeV)-7n(10 MeV) the scattering-out correction due to
counter-3 events mentioned above, was obtained from data in Fig. 6 and
applied to the measurement.

The experimental quantities IO s IO - I, i, io - i, and N3

o)
are related to the quantity of interest, OR > by

- X —_—
Ionx inx 3 "nx B
5 0 1=0
’ 5

where n 1is the target density; x, the target thickness; n', the
counter-3 density; and x', the counter-3 thickness. All other terms
have been defined previously. One obtains from the literature the

- differential elastic-scattering datavloel(GQ , Where

0o (6) = GSE (6) + OCE (6)

Subtraction of 01 (6) gives
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After corrections for the inelastic scattering, one is still left
with Iop It may be large compared with the value of OR at low energies--
"epecially for light targets--because there are so few channels open for
" de-excitation of the compound nucleus. At high energies, for which
there are myriads of levels, IR should be of negligible importance.

Thus, this technique 1s capable of measuring only the nonelastic cross
section OR - GCE , whereas the optical-model calculations give predictions

of the total reaction cross section.

GR,
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IV. ELECTROCNS

A. Description

Figure 7 shows a schematic diagram of the electronics. 1In the
proton experiment the beam particle lost only 0.25 MeV in the passing
counters, which produced a relatively small light output. A high-gain
photomultiplier was needed to compensate for this effect. It was also
especially important for counters 1 and 3 to have good time resolution
so that the time-of-flight technique could be applied. With this in
mind, a 1lh-stage RCA 7264 photomultiplier was used for counters 1 and 3.
The tube has a curved photosensitive surface with a transit-time spread
of only 1 mpsec. This is accomplished by reducing the spread in the
length of the flight paths of the primary electrons from the photo-
sensitive surface to the first dynode. The 1lk-stage RCA 6810A photo-
multiplier was used for the other counters. Pulse-height fluctuations
occurring in:.the photomultipliers at high counting rates were reduced
appreciably by providing voltage to the last five dynodes and the anode
directly through cathode followers.

The pulses from counters 1 and 3 were amplified by Hewlett-
Packard 460-A wideband amplifiers and fedwinto a Wenzel fast-coincidence
unit,u6 It was found possible, through careful adjustment of the co-
incidence unit, to obtain a 2-mpsec resolving time. The following con-
ditions were necessary for this.resolutiono The input pulses must have
a rise time of the order of Z2musec. The input pulses also need to be
clipped to 2mysec in length, which required short clipping lines on each
pulse. Each pulse must be of sufficient amplitude so that the output
pulse is not a function of the input-pulse size (see Fig. 8). If this
condition is not fulfilled the output pulse-height spread due to a At
between the pulses of different times of flight is masked. In practice
a 3.5-V pulse was adequate to saturate the coincidence unit. Also the
bias on a discriminator diode had to be adjusted to optimize the pulse-
height ratio of the coincidence and noncoincidence pulses. To verify that

a 2-mpsec resolution was obtained, delay curves were taken (see Fig. 9). For
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anticoincidence the Wenzel unit was found to work best with large constant-
size pulses {6 V). To accomplish this, a tunnel-diode discriminatorl\L7
producing a constant output pulse was used on all anticoincidence pulses.
The tunnel-diode disériminator unit differentiated the photomultiplier pulse
and fired on the zero crossover. This elminiated to a large extent the
characteristic time jitter of the usual fast amplitude discriminator and
preserved adequate time resolution (see curve, Fig. 9). The pulse from
the tunnel-diode discriminator was amplified to the appropriate size by

a cascade of wideband amplifiers and fed into the coinckdence units.

Three Wenzel units called C€Cl, CC2, and CCs (see Fig. 7) were needed to
. accommodate the"anticoincidence pulses". The output of CCl was amplifed
and fed into a 10-Mc amplitude discriminator (CCL discriminator).h The
~purpose of this discriminator was to eliminate the smaller output pulses
' due to the time-of-flight criterion and other small output pulses from
random singles events. The CCl discriminator output was fed into the CC2
coincidence unit. Normally one would expect this procedure to cause
difficulty because of the inherent time Jitter in the ccl discriminator.
However, in this case very fast resolution was not needed in the CC2 unit
because it was automatically carried in the CCl pulse used as an input

to CC2. By the proper adjustment of the clipping lines, the resoltuion
of CC2 was set at 10 musec. At this resolution the time jitter from CCL
discriminatof became unimportant. The CC3 unit was set up in a similar
way to CC2 with a 10-musec time resolution and driven by the output of
CC2. Counter 3 was carried through in the coincidence qué for all three
units to eliminate the possibility that random electronic noise in a single
channel would trigger the circuit. The anticoincidence pulses for CCl,
CC2, and CC3 were from.counter 2, counter 4, and counter 5, respectively.
The scaling of CC2..output gave 1 2 304 = Ioa The output of the CC2 dis~
criminator drove two Hewlett-Packard 520 fast scalers simultaneously,
the averagevof which gave IO. Agreement between these two scalers was
always on the order of 0.5%. Two simultaneous scalers were also used to
scale CC3%, which records 1 5.3 in 50 It is important to note that at very

high count rates CCl and CC2 discriminators may not have recovered from
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their previous firings. With this electronic system, no IO event would
be recorded if either CCl or CC2 discriminators failed to fire. Under
these circumstances it was impossible to get an io - I event.

To measure the counter-5 pulse-height spectrum,. it was necessary
to. look at the fast pulses from the photomultipler. The counting rate
was entirely too high to use the slow microsecond pulses normally employed
in pulse-height analysis, and special techniques were needed to analyze
the fast pulses. The output of CC3 was used as a gate pulse for a fast
linear gate.49 The gate pulse activated an integfating circuit that gave
an output pulée proportional to the area of the signal to be analyzed.

The gate pulse alone gave an output pulse indicated by Fig. 10. The

area between 1 and 2 (see Fig. 10) was normal%y zero. Counter-5 signal
was fed into the. linear gate with an appropriate time delay so that it
was centered between 1 and 2 on Fig. 10. It was also necessary to know

- the number of events for which there was no counter-5 signal in coin-
cidence with the Io - I gate pulse. This number was easily obtained by
adjusting the capacitance feed-through of the system; this caused a change
in the height of the pedestal (see Fig. 10). so that the area between 1
and 2 was no longer zero when the gate pulse triggered the circuit. This
nonzero area was integrated into an output pulse that gave rise to a

peak called the "miss peak." The counter-5 signal was also incremented
by the small pedestal area, but this caused no trouble so long as the
signal area was large compared with the pedestal area. The signal from
the integrating circuit was further amplified, stretched, and fed into a
400-channel pulse—height analyzer.

The counter-5 tunnel-diode digcriminator was adjusted so that any
pulse height below the full-energy peak height gave rise to a CC3 output
pulse. A sample spectrum is shown in Fig. 11. The miss peak contains the
(p,n) events, (p,p) events scattered outside of counter 5, and (p,p")
event:s for which the inelastic proton failed to traverse the degrader.
There are also some events in the miss peak from reactions in the degrader
and scattering-out from counter 3. These were either corrected for, or .
averaged out in the target-out measurement. In Fig. 11, events in channels

15 through 24 are inelastic events (6.5 MeV < Ep < 7.k MeV). The events
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above channel 24 include inelastic events (for which the outgoing proton
energy is greater ‘than or equal to 7.4t MeV) and the low-energy tail of
the. incident beam. In this energy region nc separation could be made
between these two because the time-of-flight system could sort out only
protons with energy less than or equal to 7.4 MeV (see discussion of
time-of-flight method). The cutoff at about channel 64 (9.5 MeV) is at
the lower side of the full-energy peak.

B. Test Procedure

An experimental procedure for setting up the electronics was

'followed before each day's run that minimized the check-out time and

gave the most consistent results. First, the pulse heighté and delays
from the counters into the three coincidence units were all checked and
set at optimum values. The thresholds on the three tunnel-diode dis-
criminators from counters 2, 4, and 5 were set as low as possible. Anti-
coincidence-discriminator curves-were then taken (see Fig. 12) by re-
cording the number of counts in the miss peak as a function of the CCl,
CC2, and CC% 10-Mc discriminator settings. It was easy to obtain flat
coincidence-discriminator curves, but very careful adjustment of the
experimental parameters was necessary to obtain anticoincidence-
discriminator plateaus. = These.curves were the best indication that the
electronics was functioning properly, because a very small percentage
of spurious events would affect a curve of (IO - I)/Io" since this
ratio was of the order of 10_5. The fast linear gate was used to check
the efficiency of the anticoincidence circuits by feeding in linear pulses
from the collimator counters. If the anticoincidence circuit was working
properly, no pulses other than the "miss peak" would appear in the linear
gate output. Adjustments were made until this requirement was fulfilled.
Another essential test concerned the time-of-flight separation.
With the CC discriminators set at the values obtained from the discriminator

curves, the number of counts in the miss peak for a fixed value of IO
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was measured as a function of the counter-l delay time (see Fig. 13).
The minimum occurred at a relative delay of approximately 1.8 mpsec.

If the delay was decreased, a rise in the number of counts in the miss
peak for IO =2 X 10 was observed. This effect was caused by two

kinds of events. First, protons of energy less than or equal to 6.5 MeV
yielded larger pulses in the passing counters than the full-energy par-
ticles, and thus gave rise to larger clipped pulses in the coincidence
circuit (see Fig. 1L, pulse B). These large clipped pulses had a wider
delay-time spread (see‘Figo 15, pulse B). At a shorter delay they became
relatively more effective at firing the Io circuit. Every low-energy
pulse that fired the Io circuit fell in the miss peak and caused the
rise seen in Filg. 15. -Secondly, elastic and inelastic events that
occurred in counter 3 could contribute. Such an event would again give
rise to a larger clipped pulse; only, now, it would arrive at counter 3
at the same time as the normal pulse. This had the effect of putting
pulse B (Fig° 15) at the same delay as pulse A. Pulse B would again
activate thé IO circuit more effectively than pulse A at reduced delays
and increase the number of counts in the miss peak. The sharp rise in
the number of counts in the miss peak for longer delays (see Fig. 13)
occurred because protons in the low-energy tall are counted most
efficiently at longer delay. The minimum in this curve (Fig. 13) is the
point at which the coincidence time-of-flight technique is working best.
The minimum in the time-of-flight curve had to be established for both
target in and target out, because the velocity of the proton in traversing
from counter 1 to counter 3 was not the same in both cases.

Another very simple test tc verify that the coincidence units
were working properly and that the CC2 and CC3 discriminator settings
were adequate involves the removal of all enticoincidence pulses. The
IO—I and IO scalers should then agree with each other. Removal of any of
the coincident pulses from one of the coincidence units should render

the IO-I and IO scalers inactive.
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V. EXPERIMENTAL RESULTS

A. Protons

The raw data for the proton measurements are listed in Table I.
Targets were chosen to give a systematic representation of elements
throughout the periodic table. Special emphasis was placed on obtaining
térgets near magic numbers. The targets consist of thin foils accurately
weighed on an analytical balance. A beam attenuation experiment becomes
increasingly easier as the target thickness increases; however, a com-
promise must be made 1o preserve energy resolution. The target thicknesses
were all chosen to represent as closely as possible a lO% energy degradation
of the proton beam. ZEven with these "thick targets" the rejection ratio
defined as IO/(IO - I) was of the order of 1000 to 1. The energy de-
grader was about three times as thick as the target. Under these con-
ditiong, the target-in--target-out differences were in the ratio of four
to three. In order that the uncertainties due to éounting statistics be
comparable to or smaller than other sources of error, it was necessary
that IO be 2 x lO7

min was required for a target-in measurement. For low-Z targets the

counts. At the counting rates used, a period of 10

statistical uncertainty is about 2% for the reaction cross-section measure-
ment, whereas for higher-7 materials this quantity is nearer L. This is
due to the smaller number of target atoms per square centimeter for the
higher-7 targets.

The beam energy listed in Tables II and IIT is the lab energy
at the center of the target. These energy values were calculated from
the target and plastic scintillator-3 mass thicknesses. The energy at
the center of plastic scintillator % was known from the position of
scattering resonance (see Fig. 6). Range-energy tables allow extrapolation
to the center of the target.
be as small as 0.2%, whereas for other targets (such as Ag the éorrection

may run as high as 10%. TFortunately N3 could be measured quite

The counter-3 correction N variesg in importahce. For Be it may

accurately by the method outlined earlier. The quantities IO and io



Table T.

The experimental quantities obtained in the measurement of
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0, - C

R ~.°CE °
A1l column heads are defined in the text except o, which is ;;:E; - ;QLH; " g %%5
0. [e]
Element thfiiiiﬁs I, I, -1 1 i~ df I, ngn'x o
(mg/em)  (x 10°) (x 105)
Be 23.57 20.115 34,996 20,000 14,466 445 672
C 22.09 20.072 28,126 20.000 1h kes +40 618
Al 28.76 20.076 24,118 20.000 14,466 +40 797
Au 54 .46 20.225 2l 782 20.000 1h k66 +H0 3072
~ Cu 36.70 20.011 21,181 20.000 1k ug6 +40 1000
7n 36.84 20.009 21,010 20.000 14 ,k66 +H0 99k
Ag 43,05 20.516 21,239 20.000 14,466 +#0 1312
Au 54,46 20.015 2k 841 20.000 14,466 0o 3063
Ni 34.86 20.002 20,110 20.000 1, L66 0 83k
Rh ho.67 20.003 20,622 20.000 14,466 +5 1303
Nb 36.96 20.000 19,933 v 20.000 14,466 +50 1172
Ti 27.45 21.206 21,504 20.000 1,466 +70 902
Fe 29.49 20.002 19,5%5 20.000 14,466 +65 853
Ta il 52 20.108 22,021 20.000 14,466 +65 2508
Sn 37.12 20.001 20,016 20.000 1h,hge +75 1522
Zr 30.09 20.401 19,509  20.000 ik b6 +95 1233

a :
Average of nine runs.




Table II. The raw cross section o, the elastic-scattering correction, inelastic-scattering correction,
Op-Ocgps &nd the energy (1ab) at the center of the target. A lead scattering foil enriched to 9i% Pb208
is used in these measurements.

_gv_

Element ?EZE%Y o v//'w[oSE(e) + o (6)]aa % - 60.2° (1ab)
6, = 60.2° (1ab) «{f ﬁi o, (8)an oR~%g
i=1
(Mev) (mb) (mb) (mb) (mb)

Be - 10.15 * 0.47 672 + 10 89 + 5% 8o + 8% 663 + 1k
C 10.16 + 0.46 618 + 13 286 + 1hb 0 h 332 + 19
Al 10.12 + 0.50 797 £ 2k 190 * 10% 97 * 107 04 £ 28
Ty 10.22 + 0.40 902 * 43 116 + 9° wyox 4F 830 + bk
Fe . 10.20 £ 0.42 853 + ks 148 + 119° i+ 5t 759 £ L7
Ni 10.14 + 0.48 834 + ko 223 + 112 89 + of 700 * b2
Cu 10.12 £ 0.50 1000 + L1 215 + 112 31 * 3f 816 + 43
Zn 10.12 + 0.50 99k + L1 193 + 10%7¢ bg £ 5t 850 + 143
Zr 10.25 + 0.37 1233 = 72 453 * u5h 20 % Sh 800 + 85
Nb 10.17 = 0.45 1172 £ 57 483 + 37° 15+ 5" 703 + 68
Rh 10.14 + 0.48 1303 x 57 562 * 42t 10 £ sh 751+ TA
Ag 10.12 * 0.50 1312 = 57 630 = 32* 7% 1f 689 + 65
Sn 10.21 £ 0.1 1522 = 72 803 * 4o b+ 2f 723 + 82
Ta 10.20 = 0.42 2508 £119 2179 £164° 2+ 1h 331 *203
Au 10.12 * 0.50 3068 + 59 2895 + 892 o+ 173 +107

aReference 50. dReference 15. . . gReference 54.

bReference 4s, eReference 52. hEstimates from inter-

i f other data.
Reference 5. fReference 53. polation of other a




Table ITI. The raw cross section ¢, the elastic-scattering correction, OR-Oppms and the energy (lab)
at the center of the target. A thorium scattering foil was used in théSe measurements.

- 9.%..

Element Energy o] m 6. = 62.1°
(1ab) d// logg(0) + o (6)]1an ‘//F ? W
' ) 6. = 62.1°(1ap) 0 221 o, (8)ag 9R"OcE
&Mg!l__ (mb) (mb) (mb) (mb)
Be 9.93 + 0.47 6l + 10 92+ 5a 8o + 8748 632 + 14
c 9.94 + 0,46 504 + 13 27h * 14° 0 229 + 19
Al 9.90 * 0.50 C7hh oL 185 + 10% 97 + 107 656 + 28
Ti 9.99 * 0.4 887 * 43 114 = o°¢ Wy o+ LF 817 = b
Fe 9.97 * 0.4 839 = 15 146 + 11°0° 5h & 5% Th7 £ by
Ni 9.92 * 0.L8 797 * %o 220 + 11° 89 + of 666 + hp
Cu . ‘9.90 £ 0.50 990 + 41 216 * 11a 31 * 3f 805 = 43
Zn 9.90 % 0.50 966 + 1 203 + 10% b + st 812 + 43
7 10.03 + 0.37 1197 * 72 ok + Lol 20 + 5 795 £ 83
b 9.95 £ 0.15 1161 + 57 453 + 362 15 + 50 705 + 68
Mo 10.03 + 0.37 1168 + 72 Y67 & L7 00 £ 52 701 + 86
Rh 9.92 * 0.148 1082 + 57 53h + 4® 10 + 5P 758 + 71
Ag 9.90 * 0.50 1354 * 57 60% + 30% 7+ 1% 718 + 64
Sn 9.99 % 0.1 1374 + 72 768 + 38% bx 2f 633 + 8¢
Ts, 9.98 % 0.h2 2ho6 +119 2110 *160° o+ 1P 388 +195
Au 9.90 % 0.50 2052 + 58 2790 + 86 0 b 162 +10L
Pb 9.92 + 0.48 363k +108 3615 +108" o B 49 *15%
v 9.96 + 0.4k 1082 + 4o 300 + hgPot p0 + 351 78p * 62
8Reference 50. dReference 15. SReference 5k.
bReference h5. eReference 52. hEstimates from interpolation
cReference 51. fReference 53. of other data.
To. = 18.6°.

5
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were obtained from the Io scalers for the target-in and target-out
cases, respectively. Events in the miss peak and up to channel 24 (see
Fig. ll) gave Io - I and iO - 1 in the two configurations. Values of
0, the raw cross section (presented in the last column of Table I), must
be corrected for elastic and inelastic scattering. These corrections
are listed in Tables II and III. Table II shows the results obtained by
using a Pb208 scattering foil, and Table III the results from the use of
a Th252

cross sections o are listed in the second columns of Tables II and IIT.

scattering foil of slightly greater stopping power. The raw

The third columns of these two tables contain the elastic-scattering
corrections that must be substracted from o. Reference numbers to the

data used to make the corrections are given in the table. Whenever ex-
perimental data on elastic scattering were available, they were graphically
integrated between the proper limits and reported in the tables. In some
instances elastic-scattering data were available at nearby energies. By
using the l/E2 dependence of Rutherford scattering, extrapolation to the
proper energy was carried out. Optical-model calculations were kindly

made .available by Dr. E. Schwarcz in order to check those cases for which

e

Dr. Schwarcz used the results of

=

25

the l/E2 correction was severe.
Fernbach-Bjorklund optical-model analysis for these calculations. 1In
some cases Tor which elastic-scattering data were unavailable for a given
target, the correction was made by interpolation from values of nearby
elements. It was found by inspection of known data that the integrated
correction term for elastic scattering varies quite smoothly from cne
element to another except in the low-7 region; therefore, userof. this:inter-
polation method whenever necessary may not be quite as uncertain as one
might first guess. However, the elastic correction term in these cases
limits the accuracy of the UR measurement. The value of Ogr listed 1in
the tables can be corrected when a more accurate determination of some
of’ these correction terms becomes available later.

A correction (included in column 3) due to the finite beam size
has been applied to the elastic-scattering correction. This quaitity,

obtained by geometrical means, was found to be about +1% of the total
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elastic correction. This is quite negligible compared with Ip in all
but the highest Z elements. Column 4 contains the inelastic-scattering
corrections that must be added to ¢, and indicates appropriate references.
Again, it was sometimes necessary to make interpolations and extrapolations
from existing data. Most of the data for the inelasgtic corrections were
kindly provided by Dr. N. M. Hintz of the University of Minnesota. His
angular distribution of (p,p') events for many elements showed isotropic
distributions to all the levels with the exception of the first excited
state, which usually had a slight forward peaking. The final result
Or ~ Y%og is listed in the last column.

Because of the impracticality of increasing the solid angle
subtended by counter 5 beyond 6009:the'elastic-scattering correction
for the high-Z targets Ta, Au, Pb, and Th is very large.. Even though
o 1s measured within a statistical accuracy of 3 to 4%, the uncertainty
of o, -0 about 40% for these targets. For this reason it is very

R CE

difficult to measure o with any accuracy for 10-MeV protons

-0
on high-7 targets. TheRresugg for heavy elements, howéver, may be used
as a check on the reliability of the measurements. Elastic-scattering
data exist for Au, which shows very little deviation from what one would
obtain from Coulomb scattering from a point charge. The sum of the
elastic-scattering correction and the optical-model value for Og from
the results of Fernbach and Bjorklund should be quite close to the correct
value for this quantity ¢ , because deviation in on from the optical-
model value causes only small errors in the sum of these two quantities.

The measured value of ¢ for Au agrees, within the statistical un-

certainty of 3%, with the theoretical value.

B. Deuterons

The total reaction cross section for deuterons was measured by
using the same experimental setup. Only the experimental parameters that

vere not the same as in the proton experiment are discussed in this
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section. First, it should be pointed out that the deuteron measurements
needinot be done by the scattering-foil technigue. The 60-in. cyclotron
accelerated 24-MeV D+ ions. Thus it was no longer necessary to separate
two simultaneous particles via the scattering foil. However, the ex-
pense of redesigning the whole experiment, plus the criterion of beam
stability at low power levels (mentioned earlier), led to the use of the
same technique again. With 24-MeV deuterons the choice of a scattering
foil was based on somewhat different criteria. The Coulomb barrier was
no longer of any importance for deuterons of this energy. Conseguently,
op will be large regardless of the element chosen for the scattering
foil. Also, the time-of-flight separstion could eliminate only particles
of energy below '19.5 MeV. The Pb208 has quite a number of levels up to
4.5 MeV that could introduce inelastic components in the beam. Fortunately,

e’ is

however, almost the entire cross section of 24-MeV deuterons on Th
accounted for by fission. The fission fragment may strike counter 1, but
it has such a short range in matter that it could not possibly reach
counter 3 to give a 1, 3 coincidence and therefore could not cause con-
tamination. A certain amcunt of contamination occurred from (d,d') and
(d,p) events in Th2§2° '

The time-cf-flight separation again determined the maximum thick-
ness of the energy degrader, as in the proton experiment. An Al foil
thick enough to stop 15-MeV deuterons and 11-MeV protons was chosen. The
use of such a thick degrader prevented esgentially all the evaporated
particles from the target from resching counter 5.  Unfortunately, the
degrader foill was many times as thick as the target. This relatively
small difference between the target-in—target-cut measurement made
adequate statistics harder to obtain.. Although no resonance similar to
the proton scattering was found, a small energy dependence in the gquantity
" (defined previously in text) for deuterons was observed and the appro-
priate corrections made. ‘As no resonancevoccurred in the nB measurement,
another method had to be used to measure the energy of the deuteron beam.
Al degrader foils of known thickness were placed in the beam ahead of the

scattering foil, and a plot of pulse height in counter 5 vs absorber
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thickness was obtained. After extrapolation to zero pulse height a
range-energy curve was used to determine the beam energy of the deuterons
at the center of the Al target. The value obtained was 22.4 + 0.1 MeV.

The 22.4-MeV deuterons undergo considerably less elastic scattering
than the 10-MeV protons. Thus counter 5 was set to subtend a much
smaller angle. Under these conditions it was no longer necessary to
make the large corrections for the path length traveled in the target
for large-angle scattering. The hemispherical counter 5 used for protons
(see Fig. 4) was replaced with a flat-surfaced counter. The degrader was
so0 constructed as to make small corrections for slight differences in
path length through the target at the largest scattering angles. For
Z>50, for which scattering is more important, 95 was set at M3.OO,
and for 7 < 50, 6, vas set at 28.7°.

Table IV lists the results for the deuteron experiment and the
reference numbers to the elastic and inelastic corrections. Corrections
not available in the literature were obtained from extrapolation and inter-
polation from nearby elements in a manner similar to that for protons.
The inelastic correction is composed principally of (d,d'), (d,p), and
(d,pn) events. These reactions are quite strongly peaked in the. forward
direction for deuterons, and could lead to quite a large correction event
though 95 is fairly small. These corrections may. have been under-
estimated because the angular distributions seldom were carried below
15° to 20°, which is just where (do)/(dq) was increasing rapidly. Also,
the angular distributions were invariably done at an energy different
from 22.4 MeV, and some sort of severe energy extrapolation was usually
needed. The (d, t) correction was generally negligible, and the (4,0)
and (d,HeB) events did not pass through the degrader foil.

C. Alpha Particles

The alpha experiment was very similar to that with the deuterons.

The beam-energy method mentioned in the preceding section gave an energy



Table IV. The total beam IO, IO- I, io- i, the raw cross section o, the counter-3 scattering-out correction n, ,

the inelastic-scattering correction Oins the elastic-scattering correction Ou1s and the non-elastic cross

section cR- GCE'

Element T I -1 i-1i o

o o for 3 9inel %1 °Rr™ CE
(x 106) , 1x10/= i (mb) (mb) (mb) (mb) (mb)

Be 37.001 180,057 35,170 858 + 10 2z b 60 + 18 51+ 3 865 & 21
c 20.001 89,89k 35,165 885 £ 18 Lox 7 65 + 18 50 = 8 896 + 28
Al 22,005 92,965 35,185 1098 + 31 2+ 9 75 + 13 1 £ 2 1134 = 35
Ti 21.002 83,465 35,125 1381 £ 57 -61 + 20 85 + 24 58 £+ 9 1347 £ 66
v 20.002 80,141 35,150 12 + 56 2L+ 19 85 + 24 63 + 9 1410 £ 64
Fe . 21.003 83,037 35,140 1406 + 61 -39 + 21 90 * 25 87 = 1k 1370 = 70
Ni 20.004 81,072 35,190 1486 = 55 +7 + 17 ® t 25 gt + 5 1491 + 63
Cu 20,000 81,116 35,190 1537 = 56 +7 + 17 99 + 16 10k = 5 1539 + 61
7n 20,000 81,247 35,190 1595 + 58 +7 = 17 100 * 25 108 + 5 15% * 65
Zr 20.000 76,772 35,080 1937 + 96 =328 + 34 9 + 15 182 + 27 1521 +106
Nb 21.002 82,787 35,160 1789 £ 80 -23 & 27 90 * 23 190 + 22 1666 £ 90
Rh 21.004 83,384 35,175 ' 1899 * 82 24 o+ 27 82 + 21 230 + 11 1747 £ 89
Ag 20.002 79,072 35,185 1801 + 81 +6 £ 27 78 t 12 250 £ 12 1635 = 87
Sn 20.002 77,04k 35,130 1863 +101 -95 * 36 79 £ 17 284 + 33 1563 +117 -
Ta, 20.000 75,569 35,140 1843 +128 -9l + 4§ 95 *+ 20 210 * 31 1637 £1h0
Au 22,001 83,946 35,185 1773 117 +9 + 4o 9% £ 22 2hg + 12 1632 +126
Pb 20.003 74,970 3k, 560 1891 +122 -6 * 4o 95 + 2k 266 = Lo 1714 +136
Bi 20,000 76,490 35,180 1952 +121 0+ ko 93 * 23 272 & 41 1773 %136
Th 20,000 h,708 . 35,140 1772 +1h7 -97 £ 53 95 + 24 319 + 48 1451 +165

-‘[g—

8References for Oinel and 0.y 8re 54,55,56,57,58,59,60.
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of 40.0 + 0.2 MeV for the alpha particles at the center of the Al target.

A measurement of the correction was again found to have a small

Ul
energy dependence. For5 Z > 50, es.was set at hB.O? and 7Z <.50,
95 = 28.7°. The degrader foil was sufficiently thick to stop 26-MeV
alpha particles from reaching counter 5. Table V lists the results and
the references for the corrections. The (a,0) and (o,p) reactions are
the main components of the inelastic correction.  The (@.d) and (a,t)
contributions were negligible, and the (a,HeB) generally did not pass
through the degrader. Current literature supplies an ample amount of
(x,0') angular distributions on which to base this correction, but a
dearth of (a,p) angular distributions required the following method
for this correction. .

The statistical model by Dostrovsky, Fraenkel, and Friedlander6l
for particle evaporation at low energies was used. (A computer program

using the Monte Carlo technique was applied.) This model is based on

Weisskopf's 'equation62

P (e)de = V3¢ w(£)/w(i)lde , (7)

where Pj (¢)de is the probability per unit time for the emission of a

particle j with a kinetic energy between ¢ and ¢ + de . The constant
g.m,
Y. equals < J ; g. and m, are the number of spin states and the
J ¥ J J

magss of particle j, respectively; o refers to the cross section for
the inverse reaction; and W(f) and W(i) are the level densities of
the final and initial nuclei at their respective excitation energies.

For the level density the équation

WE) = Cexp (2[a(xm - 8)]1Y3) | (8)

is used; here, C and a are constants, E 1is the energy of excitation,

and & 1s a correction due to pairing and shell effects.



Table V.

the inelastic-scattering correction 05

The total beam Io’ IO- I, io- i, the raw cross section o, the counter-3 scattering-out correction ﬂ3

section o,- O.pme

R

CE

nel’

the elastic-scattering correction 0.1’ and the nonelastic cross

b4

Element I I-1 i }‘ir g N5 Oinel O Or~ OcE
(x 10°) 107 = i (xib) (mb) (mib) (mb) (nb)
Be 36.037 92,519 13,250 789 £ 7 9+ L 36 £ 7 51+ 3 783 & 11
c 20.018 46,308 13,230 8o + 12 12 £ 6 60 £ 9 65+ 3 901 * 16
Al 29.023 59,31k 13,345 1105 + 17 23 + 10 sho+ 8 k1 x 2 12h1 + 21
Ti 30.041 52,495 12,570 1ho2 + 30 %2 + 18 T7 £ 12 3Lt 5 1500 + 37
v 25,027 Lk 089 12,710 1397 = 32 43 + 18 80 * 12 31+ 5 1480 + 39
Fe 26.028 Lk 168 12,640 1363 = 34. 36 + 20 68 + 12 31+ 5 1436 + ho
Ni 32,065 57,407 13,360 1271 + 28 Lo + 18 79 = 15 36 £ 2 1354 + 37
cu 20,020 37,363 13,360 1526 * 36 ko + 19 128 + 26 50 £ 3 1646 + 48
7n 20.021 37,004 13,360 1511 + 37 ko + 19 129 + 26 48 + 3 1639 + b9
Zr 34,059 57,156 13,300 1753 + 48 ks + 32 97 £ 23 2L+ 7 1771 + 63
Nb 20.025 35,608 13,700 1704 % 52 53 + 27 105 + 2h 13k = 7 1728 + 64
Mo 20,027 33,431 13,300 1792 £ 65 L7 + 34 103 + 24 160 + 10 1782 + 78
Ag 20,018 35,788 13,360 1881 * 52 61 + 27 99 % 25 195 + 10 1846 £ 64
Sn 20,015 33,231 15;110 1858 * 65 59 £ 34 97 £ 25 26 + 13 1768 = 78
Ta 20,027 32,016 13,250 1846 = 83 79 & Wit 97 + 25 136 + 7 1886 + 97
Au 28,038 Lg,57h 13,400 1931 + 65 88 £ 39 100 + 25 200 % 10 1919 + 79
Pb 31,013 50.855 13,370 1953 + 62 89 + ko 100 + 30 250 £ 13 1892 + 82
Bi 20.005 32,839 13,390 1923 + 87 100 + 46 100 * 30 270 £ 20 1853 2105
Th 25,007 39,509 13,250 1973 = 84 PR £ 51 100 + 30 Lol + 20 1761 105
8References for 94 nel correction are 66,67,68,69,54; see also text for statistical-model correction to Tinel®

bReferences for O

1

correction are 54,68,70,71,72.

-‘ezg_
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The model as formulated by Dostrovsky et al. has three parameters,
a, d, and T which are varied to fit excitation function data;
(ro occurs in the equation for the inverse cross section). They also
replaced the parameter & with Cameron's pairing 5'5,65 plus a 1-MeV shell
correction at magic numbers, and repeated the calculations. The three-
parameter technique gave quite reasonable results, but the pairing method
was considerably poorer. Because it would be tedious to go through the
elaborate fitting procedure of establishing the parameter § for every
one of the targets, it was hoped that the latter technigque mentioned above
could be improved. The principal difficulty in that technigue was the
inhibition .of proton eVaporation. The p/n evaporation ratio is controlled
by the value of & , whereas the shape and position of the excitation
function are determined by the level-density parameter a. It was felt
that inadequate accounting of shell effects might have caused the trouble.
Cameron has published a set of empirical shell corrections in connection
with his semiempirical mass f'or’m\ﬂ.a.6LL This set of valyes 5, was in-

troduced .into the level-density eguation
N 1
W(E) = cem (2l (8- g - g3 (9)

where & D ie the pairing correction.68FigureS'l6 and 17 show the .
predicted execitation functions for Ge compound nucleus with and without
o} s respectively. The predicted op has been normalized to the ex-
perimental value for o's on Zn. The improvement is gquite marked.
Parameter values of r = 1.7 x 10" cm and a = A/20 were used in both

65

figures. Porile's experimental excitation functions for alphas on
Zn621L are used for comparison. The fits throughout.the periodic table
with the use of Cameron's E% were as good as. those Obtained by Dostrovsky
et al., who used a variable parameter & Tfor each proton and neutron num-
ber.

Statisfical-model calculations were carried out for each target
used in the experiment, and the (Q,p) correction .

)

0 E
£ [ max do dodE ‘could be computed by assuming a
5 6.5 MeV &, xp
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Fig. 16. The results of the statistical-model calculation with
the shell correction included for alpha particles on Zn.6LL The
dashed line represents the predicted values, and the solid
line represents the experimental results of Porile.0> The pre-
dicted values have been normalized to the experimental value
OR reported in the work for L40-MeV alphas on Zn.



-55.

10 : .
10% .
o N ]
= i
b
o' .
|oo A 1 4 1 5
20 30 40 50
Ex
MU.31018

Fig. 17. The results of the statistical-model calculation with
no shell correction for alpha particles on Zn. The dashed
line represents the predicted values, and the solid line
represents the experimental results of Porile.0D The predicted
values have been normalized to the experimental value of OR
reported in this work for 40-MeV alphas on Zn.
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slight forward peaking of the predicted (&,xp) events. Direct-interaction
events, not accounted for by this model, contribute to the forward peaking.
If the assumed peaking of the angular distribution were underestimated
because of direct interaction, the correction could be too small. The

correction varies from O to 50 mb, depending upon the target material.

D. ZFErrors

Principal causes of error in this beam-attenuation experiment
are fhe uncertainties in the elastic and inelastic corrections, the.
statistics, and the Mg correction. These effects have been discussed
in detail earlier. The error arising from these effects is usually
between 3% énd 6%, dependihg on the target. Other sources of error,
which were considered and estimated to be about 1% or less, can be
neglected. These were target nonuniformities, uncertainties in the
determination of target thickness, impurities.in the target, dead-€fime
corrections of the fast scalers and 10-Mc discriminators, multiple beam
particles in the same rf cycle, beam bunching that caused the instantaneous
counting rate to be too high, accidental coincidences caused by neutrons
and -gamma rays that triggered the coincidence circuit, and very-large-
-angle scattering from the target, which cancelled the event because of an
anticoincidence in: counter k4.

A md jor source of accidental coincidences could be due to knock-
on protons from plastic scintillator 3 caused by collisions with neutrons,‘
which would give:an accidental coincidence with a beam particle that
passed through counter 1 and was then scattered out of line from the
other counters. A rough determination of. this process was obtained by.
preventing all chérged particles from reaching counter 3 (a thick stopping
foil was placed between counters 2 and 3) and by assuming that the
neutron flux in counter % was unchanged. The number of coincidences between

counters 1 and % was recorded and found to be ¥ery small.
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Another possible problem is the deuteron contamination of the
proton beam, and conversely, the proton contamination of the deuteron
beam. The cyclotron frequencies necessary for accelerating these two
different ions are very close to each other. Special effort was made
to stay on the far side of the resonance, away from the resonance of
the unwanted ion. From observation of the stopping-counter pulse-height
spectrum, this contamination was estimated to be less than l%.

Many of these sources of error, although small in their own
right; are even less important because they tend to be averaged out in

the target-in—target-out measurement.
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VI. DISCUSSION AND ANALYSIS

A. General

It was necessary to make an'optical—model analysis in order to
determine if the total reaction cross-section results were helpful in
clarifying the optical-model description of the nucleus.

Before a discussion of this analysis is given, it will be useful
to define several terms used in‘optical-model work. The total cross
section is defined as the sum of the cross sections for elastic scattering,

o and the inelastic scattering,-cin.. Thus,

el’

. =0 + 0
T el inel

The quantity O is the sum of all processes that lead to a reemission

1
of the incident particle without loss of energy in the center-of -mass

system. Hence, 9, refers to all those processes in which the incident

nel
particle disappears or is reemitted with a loss of energy in the same
system of reference. The elastic cross section Gel is composed of two

parts:

01 = %E * “CE

The shape elastic scattering (SE) is due to a reflection of the incident
particle by the potential that it experiences. "Compound elastic scat-
tering" (€E) refers to a process in which the incident particle forms a
compound state with the nucleus, and then at a later time deexcites and
emits a like particle via the entrance channel. The total reaction cross

section %R is defined by the equation.

%R Oinel * GGE ‘
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With the optical model one can predict the quantities QSE and OR;

Experimentally one cannot distinguish between g and Oop? and thus one
measures Gel and'cinel. Fortunately, at excitation energies for which

there are many levels open to de-excitation, the probability of de-excit-

ation via the entrance channel becomes negligible. In this case, Uel x OSE

and o, & O
inel ~ "R

B. Optical-Model Program

I would like to thank Dr. Norman K. Glendenning for the use of
his optical-model program written for the IBM 7090 computer. An accurate
ﬁathematical description and detail approach to the optical -model computer

73

program appears in the literature. It should suffice here to give a

few of the principal equations, and to say that the general approach of

the program involves numerical integfation of radial Schroedingef equations
for effective partial waves by the three-point Runge-Kutta method. The
differential elastic-scattering cross section is computed from the scat-

tering amplitude f(6):
(—dg) = |e(e)]® . | (10)
an ,
el

For charged particles, £(6) is given by
1 218,
(o) = f£.(8) += e (24+41) C P (cos ), (11)
e k £ 2
£=0

for which the different terms are defined as follows:

= & | .
k=%u Ve Minc Elab ’

inc

the wave number

where p is the reduced mass of the system, Minc is the mass of th incident

particle, the Pz (cos 6) are the Legendre polynomials, and the amplitudes
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Cg = 621§£'— 1

oI , where 6£'is the nuclear phase shift. The termvfé(e)

is the Coulomb amplitude, and ¢ 1is the pure Coulomb phase shift. Thus

£.(6) = A . exp { - ingn [Sinz(e/z)] # 2ic,), (12)
' 2kSin (6/2)
o, = arg I' (£+1 + in), where (13)
vl lez e2
no= > (14)
Aok
The total reaction cross section is given by
‘ o0
' kg }: - 2 2 :
%R = 2 (24+1) [cI, - (CI)) - (CR,)71 , (15)

£2=0

'Where'CRﬂ and CI, are the real and imaginary parts of Cz.

The optical potential used in this analysis was of the form

\ r-R 2
o R iw(1l-a) SR Wy
Vo=V, - cR. P g+ W exp ﬂ (Ifﬂﬁb) J
l+exp (———) W
. a l+exp( 5 )
_ 1/3 s m o ooal/3
where R = rOA +ry and R~ = 1 +ry - (16)

Here Vc is the Coulomb potential for which one assumes an incident point

charge and an extended constant-charge density nucleus:

2 2, 1 ~
v, = (leze /ZroAl/3) (3-r /rOA /3) for r < rOAl/3 ,
Z .2 ez/ZrOAl/3 for r > roAl/3 :. (17)

12
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The quantity &, by ranging from O to 1, allows the imaginary potential
to-assume any proportion of volume to surface absorption. The param-
eters r ., and b of the imaginary potential are analogous to ro and a

W
of the real potential. With the inclusion of r, and b one can check

those situations for which Ty £ ro and a $ b. Eost of the calculations,
however, were made with ry = Tor The parameters ro, a, VR,'and W.have
been defined earlier in the text. The number 1.45 in the denominator
of the Gaussian form factor of Eg. (16) is a normalizing factor; this
number 1.45, in the special case with 0 < a < 1, insures sufficient
width of the Gaussian form factor to encompass the surface region of the
volume form factor. _

No spin-orbit force was included in the optical potential; thus,
comparison with polarization data could not be made. The spin-orbit
force in general affects only slightly; however, the prediction of

elastic scattering and GR-92 . \

The spin-orbit force has been used occasionally as a means to
increase the back-angle elastic scattering. In all cases we were
able to get sufficient back-angle elastic scattering with the central

potential without the need for two additional parameters, Vso and wso

C. BSearch Routine

The general approach used by many groups that carry out an
optical -model analysis has been to search for a single set of parame-
ters that gave a reasonable fit for nuciei throughout the periodic table.
With this approach one has very little .chance for fitting any unusual
features that might appear in the oel(e).or op data. The philosophy
behind this analysis has been to study each nucleus individually by
varying the potential -well shape to get the optimum fit to the exper-
imental data. It was hoped that these optical parameters would show

only a systematic variation from nucleus to nucleus.



It became apparent, however, that such an extensive program as
this required an automatic parameter-search routine to allow the com-
puter program to converge to a best fit with the experimental data.
First, before a search routine could be written it was necessary to
investigate the effect of variations in individual parameters on the
predicted quantities. This study was started on proton analysis because
more information was available for protons than for other particles.

Figure 18 through 22 show th effect of the varigtion of indi-

vidual parameters on the predicted quantity - QE dg)- , called
- aq aq:
el _ Ruth
G/qRuth henceforth, wherg Eﬁ . is the differential elastic-scat-

tering cross section predicted by the Rutherford écattering Tormula.
It is seen from these figures that the various parameters affect G/oRuth’

differently. These curves of g/ can be dividedrinto four general

o
‘ Ruth
categories, i.e., (i) the positions of maxima and minima; (ii) the

extent of oscillation; (iii) the average magnitude of th diffraction
pattern; and (iv) the slope of the average magnitude with respect to

the coordinates 0/ and, Gc o One of the greatest problems en-

a
Ruth
countered in optical -model analysis has been the tendency to find
several sets of parameters that give an equally good fit to G/ORuth’
€.g., the well -known VR2 ambiguity. Empirically, it is easy to see
why this would arise because changing V or ro has the same effect on

the curve c/ i.e., to move the position of the maxima and minima.

“Ruth’
The parameter W affects features (ii) and (iii), and parameter ‘a affects
features (i) and (iv). The behavior of the parameter b 1is unusual
because it affects all four of the features. It would therefore be
expected to show many interdependencies with the other parameters.

Tna many-parameter problem such as this, a directional-deriv-
ativelapproach for a search routine usually converges quickly to a
good fit. It is important, however, that the search routine not be
misled by the parameter interdependencies. For this reason the param-

eters b and o which show strong parameter interdependencies, were

chosen as grid parameters. Directional derivatives are used on the
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Fig. 18. Variation of the quantity o/o for 10-MeV protons

Ruth
on Cu for different values of the optical-model parameter V
obtained by keeping all other parameters constant:

W=28.0MeV; a = 0.50 F; b = 0.50 F; r = 1.27 F; 0: V.= 60.0
MeV; @: V = 56.0; A: V = 52.0 MeV; 4&: = 48.0 MeV.
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Fig. 19. Variation of the quantity of c/cRuth«for 10-MeV protons

on Cu for different values of the optical-model parameter Ty
obtained by keeping all other parameters constant:

. V.=.52.0 MeV; W = 8.0 MeV; a =-0.50 F; b = 0.50 F; ,
0: r =1.21 F; @: r_ =130 F; & v = 1.24 T; A: r, = 1.27 F.
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Fig. 20. Variation of the quantity 0/0 for 10-MeV protons on

Ruth
Cu for different values of the optical-model parameter W obtained
by keeping all other parameters constant:

V =52.0 MeV; a = 0.50 F; b = 0.50 F; r_ = 1.27 F; O: W = 4.0 Mev
: W =6.0MV; A W=28.0 MeV; & W = 18.0 Mev.



-66-

- (6) /o (0,

IO T T T T T T T T T T T T T T ]
(o]
|()4;gb§6.‘
L
10 | ]
[ |
5 J
| 1
|O—2 " ] \ 1 L i 1 ] ) | ) ] ) l
20 40 60 . 80 . iI00 120 140 160
6c.m (deg)
MUB-1929

Fig. 21. Variation of the quantity ¢/c for 10-MeV protons on

Ruth
Cu for different values of the optical-model parameter a
obtained by keeping all other parameters constant:

V =52.0 MeV; W = 8.0 MeV; b = 0.50 F; r_ = 1.27 F;
0: a = Otk F; @: a = 0.47 F; A a = 0.50 F; &: a = 0.53 F.
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Cu for different values of the optical-model parameter %
obtained by keeping all other parameters constant:

V = 52.0 MeV; W = 8.0 MeV; a = 0.50 F; r_ = 1.27 F;
0: b =0.10F; ® b =0.30 F; A: b = 0.78 F; &: b = 0.90 F.

Fig. 22. Variation of the quantity c/o for 10-MeV protons on
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remaining parameters. For a search routine it is necessary to establish
2
a goodnessg-of-fit criterion. A least-squared fit X of the following

standard form was chosen:

XZ _ at %5 (G)Pred -9 <9>exp i (18)
:E: (O/o Error)ai(e)exp ’
i=M

where M to N represents the range of experimental data.

The search routine called GULLEY uses what shall be called a
"o valley" approach. It takes as its starting point a set of parameters
that must be near a minimum in X2 space for a specified value of b and
r- A shorf grid routine called ELASTIC 6 determines the valué)of the
parameters for this starting point. From the starting point GULLEY
increments the parameter b and arrives at some point A. It then deter-
mines the derivative of X? with respect to the parameters V, W, and a.
With this knwledge it guesses a new point B, in parameter space and
reevaluates the derivatives. From the two sets of derivatives and the
X2 values at points A and B, a new guess C is made. The program then
takes the lowest two points in X2 space from the guesses A, B, and C,
assumes X2 space to be parabolic in shape between these points in each
of the three dimensions V, W, and A, and calculates a point D which
lies somewhare between the values of the parameters at these two points.
If the value of X2 at D is not the lowest value of the set A, B, C, and
D, a ﬂew guess C' is made. A point D' is reached in a manner anlogous
to point D. This procedure continues until the D point has the lowest
value of Xz. In practice this is almost always the first D guess.
The program then increments b and from its knowledge of how the param-
eters V, W, and - a changed from the starting point to point D, a new
A point is chosen, and the whole A, B, C, and D procedure is repeated
for this new value of b. In this manner, GULLEY works its way along
the "b valley," adjusting the parameters V, W, and a to keep X2 at
a minimum. The grid parameter ry is then incremented and a new GULLEY
run. Attempts to incorporate ry into the dynamic set of parameters

V, W, and :a were unsuccessful because of the strong V-R ambiguity.
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The power of this method over a standard minimum-seeking X2
approach is obvious. All the local minima in XZ corresponding to the
different sets of best-fit parameters found with a minimum-seeking
approach are now smoothly related to each other by their different
positions along the "gulley." In other words, all the best fits can
be found with a minimum of searching in the vast five-dimensional Xz
space by searching only along a line that relates all the parameter
interdependencies. Another convenient aspect of the b vailey approach
relates to the simple dependence of gp on the position along the b
valley. The intersection of the experimental value of %R with the b
valley gives directly the best parameterg for a given shape potential.
In many cases there is no intersection of these two quantities, and this
provides a meaningful criterion for discarding a particular shape po-
tential.

There is always the worry that besides the "gully" investigated
there is another independent gully far removed in parameter space that
has been missed. Careful analysis of Fig. 18 through 22 shows that
only V and ro could be raised or lowered to such an extent that the

predictions of 0/ would again be in phase with the experimental

%Ruth
data. Raising and lowering V or ro could displace the diffraction
pattern by an entire oscillation and produce another gully. Changes
in rS of this magnitude can be disregarded because of their drastic
effect on O Investigation of the region of V = lOOzto 120 MeV indi-
cates that an independent gully does exist, but-the X wvalue was not as
low as in the principal gully for which V has & value near 50 MeV.
FORTRAN listings of the search routine GULLEY and.subroutines

DIFFER and ELAS are included in the Appendix.
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D. Discussion of Proton Results

Figure 23 shows a plot of the experimental GRjGCE vs A for

10-MeV protons. The solid line in this figure stems from the optical-

"model predictions of GR by using surface absorption carried out by b .«
Bjorklund and Fer"nbach.77 These results were obtained by using a stand-
" ard set of parameters for all nuclei.

The experimental data show several interesting features. The
appearance of a strong minimum in the region of Ni is the most intrigu-
ing. The optical model will not predict any sharp minima if one assumes
that the parameters should show little, if any, variation from nucleus
to nucleus (see Bjorklund's curve, Fig. 23). One might speculate that
this minimum is due to a resonance in o, that is not measured in the

CE

experimental data of OR - OCE. At 10 MeV, an excitation energy of approx

13 to 18 MeV, nuclei in this region exhibit many energy levels, and the

probability that GCE would exhibit a resonance that contributes over

-100mb seems remote. Even more clinching is the appearance of the

‘same minimum in the experimental o for 40-MeV alphas (see Fig. Ll).

R - %CE

At this energy region o should certainly be negligible. The appear-

ance of the proton magigEnumber 28 at Ni may cause a dramatic change
‘in the nuclear potential. If this is the case the optical parameters
“must show a considerable change in going from Ni (28 protons) to Cu

(29 protons), which does not show a reduction of OR - OCE. An optical-
model analysis of the Ni-Cu situation would seem to be a favorable case
~to determine whether. the optical model yields any information on the
structure of the nucleus. This analysis is discussed in detail later.

Another unusual feature in Fig. 23 is the extremely low value of

op - o for carbon. In this energy region the Nl3 compound state has

only two important modes open to it for deexcitation, the 4.43-MeV level
L 12

and the ground state of 012.7 The (p,n) threshold on C is 18 MeV,

and this prohibits all neutron evaporations; therefore, the experimental

value of op - Oy is composed principally of deexcitation vid the 4. k3

MeV level of CL2. This value agrees quite well with the total integrated
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Fig. 23. The experimental results of Or-opp obtained in this work
for 9.9 to 10.0-MeV protons plotted as a function of A. The solid
line shows the theoretical predictions of Bjorklund and Fernbach,77
obtained by using an optical-model potential with surface absorption.
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. : 1z
cross section for the inelastic scattering of 10-MeV protons on C

b5

(4.43-MeV level) measured by Nagahara. In this particular case,

OCE is expected to be quite large because it has only the one major
level to compete against, and conversely, GR -.GCE should be considerably
smaller than predicted values of OR. IF should also be noted that
carbon exhibits a strong energy dependence for o - OCE (see TableslII’
and III). This is also in agreement with Nagahara, who showed the
existence of a sharp resonance at 10.42 MeV for both elastic and in-
elastic scattering. This resonance is included in the 10.16 % 0.46-MeV
measurement but not the 9.94 * 0.46-MeV measurement, when. one averages
over the proper energy spread of the target. This anomaly at 10.42 MeV,
which made itself felt throughout the experiment (see n3 correction),
is probably related to a resonance in the entrance channel because the
Ec.m, of this system is 9.62 MeV, the exact energy of the next level of
Cl2 that is expected to be strongly excited. An extensive optical-model
analysis has been carried out by Nodvik, et al. for protons on C12 at
a variety of energies down to 12 Mev. ?

A third feature of Fig. 23 is the general deviation of the

experimental o, - from the predicted values of Bjorklund and

R ~ %CE
Fernbach in the region of A=100. To tlarify the discrepancy in this
region, an optical analysis was made on silver. As one goes to higher-
Z targets the value of op - OCE for 10-MeV protons’drops rapidly to zero
because of the Coulomb barrier.

Figure 24 listes all the total-weactiom cross-section measurements
in the vicinity of 10-MeV protons that have been made by different groups-
Some groups, such as Carlson et al. for 9-MeV protons,43 and Greenlees
and Jarvis for 9.3-MeV _protons,42 have used beam-attenuation techniques
to measure - Op for Cu. Others, such as Meyer and Hintz, measured the
partial cross section for (p,q) for several elements for which q is any
charged particle, and added to it those values of (p,n) that were in
the literature.7 Remeasurement of the (p,n) cross sections (see Albert

[

and Hansen and Wing and Huizenga7 )} give different values for Y when
added to the (p,q) cross sections from Meyer and Hintz. Benveniste et

al. also measured the (p,q) cross section for Cu at 10 MeV.79
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Fig. 2k. A1l experimental data for protons on OR=OcR in the region
of 10 MeV plotted as a function of A:

Results of this experiment;

from Algert and Hansen (p,n),77 and Meyer and Hintz
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(»5a);

from Meyer and Hintz;76 % from Carlson et al;
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The agreement between the trend of the data of Albert and Hansen,
and of Wing and Huizenga, and the data of this experiment is satisfac-
tory (see Fig. 24). The beam-attenuation values for Cu at about 9 MeV -
are larger than the results of this experiment and those from the sum-
mation technique. Since they are measured at 9 MeV, they would be ex-
pected to be smaller because the effects of the Coulomb barrier are

more - -strongly felt at lower energies.

E. Optical-Model Analyses of Proton Results

1. Copper
Figure 25 shows the results of the GULLEY search-routine analysis
63 '

on Cu ° with the use of a Woods-Saxon (volume sbsorption) form factor
for the imaginary part of the optical potential. This figure is a plot
of b vs ros the two grid parameters of GULLEY. The contour lines are

9

' 2
the values of X obtained in fitting Benveniste's results for the

elastic scattering of 10.2-MeV protons by Cu63.

At each point in the

contour, the parameters V, a, and W have been adjusted to give a minimum
2

in X . The dashed lines give the predicted values of Op - This analysis

was carried out with ro'= ry (see p.69 for analysis with ro $ rw). It
is Quite apparent that the valley of best fit is a function of both b
and rye

Another manner in which the results of the analysis may be plotted
is shown in Figs. 26, 27, and 28. This plot along the "b valley", with
Ty held constant is andlogous to taking a vertical slice out of Fig. 25.
Figures 26, 27, and 28 display the behavior of V, a, and W vs b at the
value ro = 1.30 F. The variation of V, a, and W with respect to changes
in ro can be shown by taking a horizontal slice out of Fig. 25. Figures
29, 30, and 31 show this variation of V, a, and W for b = 0.38 F. Figures

25 through 31 illustrate some of the interdependencies of the parameters,
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b (F)

MU-31021

Fig. 25. A contour map of b vs ry for 10.20-MeV protons on Cu63 obtained
by using volume absorption. The contours give the value of x2 obtained
in fitting 0o1(0). The dashed lines show the predicted values of og-

For each point in the b-r, grid the other parameters have been adjusted

i nimi 2. -
to minimize X<; To = Ty
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Fig. 26. A plot of b vs V for a constant L equivalent to a vertical slice
out of Fig. 25 in the V dimension. The parameter r, = 1.30 F.
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Fig. 27. A plot of b vs W for a constant r,, equivalent to a vertical slice
out of Fig. 25 in the W dimension; ro = 1.30 F.
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Fig. 28. A.plot of b vs a for a constant ros equivalent to a vertical slice
out of Fig. 25 in the a dimension; r, = 1.0 F.
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Fig. 29. The solid line is 2 plot of V. vs r_ at a constant b,
equivalent to a horizontal slice from Fig.'85. In the V dimension
b = 0.38 F. The-dashed line shows the variation of V vs ry
along the "b valley," i.e., points of lowest ¥2.
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Pig. 30. The solid line is a plot of W vs Ty at a constant b,
equivalent to a horizontal slice from Fig. 25 in the W dimension
at b = 0.38 F. The dashed line shows the variation of W vs r

0
along the "b valley," i.e., points of lowest X2.
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Fig. 31. The so0lid line is a plot of a vs r at a constant b,
equivalent to a horizontal slice from Fig. 25 in the a dimension
at b = 0.38 F. The dashed line shows the variation of a vs rg
along the "b valley," i.e., points of lowest X°.



-8p.

{
A

particularly V-R and b-w. The V-R relationship fits quite acéurately
the equation VR = CONSTANT, where n =2(1 + E/V). This equation,
derived from a square-well potential, keeps constant the number of
waves within the nucleus.

Table VI lists the best fits obtained at different. values of r,

The outstanding feature of this table (see also Fig. 25) is the constancy
50

of o, at 760mb. Contrary to what had been suggested, accurate meas-

R

urement of g will not necessarily remove the VRY ambiguity if one stays

in the valley of minimum.xg. Figure 32 shows a plot of G/G vs 6

Ruth c.m.”’
The solid line is an optical-model prediction made by using volume ab-

sorption with the parameters chosen from the area of minimum Xe.

An experimental value of 840 * 30mb for 10-MeV protons on natural
' 7

Cu has been arrived at by aveéraging the results of Albert and Hansen,

78

of Wing and Huizenga, and of this work. The average o_ from these

. R
experiments was adjusted slightly in order to coincide with the proton

63

energy of 10.2 MeV, the energy of the elastic-scattering data on Cu
65

63

There is expected to be little difference in ¢_ between Cu -~ and Cu

. R
It should, therefore, be safe to use the ¢, for natural Cu when one makes

R 63

comparisons with the elastic-scattering data of Cu A predicted o

R

of 840omb (see Fig. 25) at no time comes close to intersecting the valley
R 2

of minimum X~ .

It had been suggested by Hodgson that, if need be, one could
always increase the value of GR by increasing the radius of the imaginary
potential beyond that of the real potential.8o In hopes of raising the
predicted SN to 84Omb while using a volume absorption potential, a search

was carried out in which r ., the radius constant of the imaginary potential

W

"was varied; Figure 33 gives the results of this analysis. Again, the
outstanding feature was the constancy of o_ at 760mb, if one stays in

R
R caused by varying Ty Was

always compensated for by changing W in order to retain a good fit to

the valley of minimum XE. Any change in ¢

the elastic-scattering data. Table VII lists the best fits obtained at

different Ty for r, = 1.30 F. From the results of this analysis it seems

safe to say that volume absorption cannot fit'simultaneously the elastic-

6
scattering and o, data for 10-MeV protons on Cu 5.

R
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6
Table VI. Sets of "best fit" parameters for 10.20-MeV protons on Cu 3
obtained at different values of ry by using volume absorption; ,ro =Ty

ro b a -V -W X2 OR
(¥) (F) (F) (MeV) (Mev) ()
.250 0.70 0.523 55.6 7.80 160 760
.275 0.5k4 0.512 53.8 ‘7.95 110 761
.300 0.38 0.498 52.1 8.10 75 760
.325 0.22 0.478 50 .4 7.95 60 763
.350 0.08 0.460 48.8 7.80 70 765

e

!
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Fig. 32. A plot of 0/0pyy, 15 shown for 10.20-MeV protons on Cub3.
The solid line is the predicted value of c/dRuth by using volume
absorption. The optical-model parameters for this figure are
chosen from the area of minimum X2 (see Fig. 25) and are listed
in Table VI at ro = 1.325 F. The dots are the experimental points
of Benveniste. 9
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b (F)
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Fig. 33. A contour map of b vs ry Tfor 10.20-MeV protons on Cu65
obtained by using volume absorption. The contours give the value
of X2 obtained in fitting 0e1(6). The dashed lines show the
predicted values of Og. Yor each point in the b-ry grid the
parameters V, a, and W have been adjusted to minimize X<;

ry = 1.30 .
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Table VII. Sets of '"best fit" parameters for 10.20-MeV prdton’s, on Cu63
Obtained at different values of L by using volume absorption;_' ro. = 1.30 F.

2

rw b a -V -W : X GR
(F) (F) (F) (Mev) - (Mev) (mb)
1.20 0.10 0.46 52.5 9.6 90 750
1.30 0.38 0.50 52.1 8.1 76 760
140 0.38 0.52 51.5 6.9 72 770

1.50 0.16 0.54 51.5 6.3 | 75 770
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Figure 34 displays the results of the GULLEY search routine on
62 -
Cu 3 with the use of a Gaussian (surface absorption) shape for the
imaginary potential with ro = rw‘ The experimental value of 8L0 + 30mb

for GR is seen to intersect the area of minimum XZ. Table VIII lists

the best fits obtained for different values of rou Attempts at making
Ty > ro materially worsened the fit to the elastic scattering. Figure

35 shows a plot of 0/0 Vs Gc m.’ for which the solid line is an

Ruth
optical -model prediction with surface absorption corresponding to the

9

area of minimum X2 and the dots are the experimental points of Benveniste.
Table IX givgs the results obtained for two different ro's with

the use of a potential that contained both a volume and a surface term

in the imaginary potential [a@ = 0.5; see Eq. (16) for the optical po-

tential used in this analysis]. Although an extensive search was not

carried oﬁt, the results seem to fall between the volume and the surféce

fits in their ability to fit both o, and the elastic scattering.

R
For the case of 10-MeV protons interacting with Cu, surface

absorption for the imaginary potential is clearly superior to volume

absorption. With the surface term it is possible to obtain excellent fits

‘to both the elastic scattering and o, data, whereas with the volume

R
absorption it is impossible to fit the o_ measurement.

R

2. Nickel

The GULLEY search-routine analysis on Ni using volume absorption
for the imaginary potential, was not able to give any adequate fit to
the elastic-scattering data of Hintz for 9.85-MeV protons.SO With
volume absorption, the optical -model calculations were unable to predict
enough scattering in the backward angles. In a previous attempt to
analyze this same system Glassgold et ajl_nl7 suggested that this difficulty
was due to large amounts of Scw’ which the optical model does not include

58

in its prediction of OSE (6)n It was thought that Ni might have a

relatively high o, because a high (p,n) threshold (w10 MeV) prohibits

CE
deexcitation via neutrons, and thus increases the probability of de-

excitation of the compound state through the entrance channel.



-88-

120 1.25 1.30 1.35 |.40

MU-31030

Fig. 34. A contour map of b vs r, for 10.20-MeV protons on cub?
obtajined by using surface absorption. The contour gives values
of X~ obtained in fitting oel(e). The dashed lines show the
predicted values of orR. For each point in the b-ro grid the
other parameters have been adjusted to minimize X2; T, = Ty
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Table VIII.  Sets of "best fit" parameters for 10.20-MeV protons on Cu63
at different values of ry by using surface absorption; ry = I
i )

r b . v W X o

o] R
(F) (F) (F) (MeV) (MeV) (mb)
1.250 1.00 0.62k4 52.7 9.2 140 835
1.275 0.96 0.623 50.6 9.6 69 846
1.300 0.92 0.623 48.5 10.0 50 855
1.325  0.89 0.629 46.5 10.k4 128 882

1.350 0.86 0.631 Lh .5 10.8 - 2ho 900
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Fig. 35. A plot of U/ORuth is shown for 10.20-MeV protons on Cu65.

The solid line is the predicted value of G/URuth obtained by
using surfacing absorption. The optical-model parameters for this
fit are chosen from the area of minimum X2 (see Fig. 34), and are
listed in Table VIIT at r = 1.300 F. The dots are the experi-
mental points of Benvenis%e.79
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Table IX. Sets of "best fit" parameters for 10.20-MeV protons on Cu63
at different values of r by using a combination of surface and volume
absorption; & = 0.5 and r,= T

W

ro b a -V -W X2 OR
(F) (F) (F) (MeV) (MeV) (mb)
1.25 0.87 0.565 S5h.h 8.5 155 793

1.30 0.59 0.550 51.0 10.3 73 783
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The GULLEY search routine using surface absorption, however,
was able to give excellent fits to the experimental data of Hintz (see

Figs. %6 and 37 and Table X). The experimental value of oy - Oup Of
680 + 30mb, obtained by averaging the data of Meyer and H1ntz76 and

results of this paper, is seen to intersect the area of minimum X

(see Fig. 36). One can conclude from this that Oqp 15 probably quite

small, for otherwise optical-model predictions of Oqg and Or would not

agree so well with the experimental values of (d + o ) and (0 - GCE)
If this is the case the large minimum in the experlmental value of ORp- OCE
- at Ni (see.Fig, 23) must be due to a decrease in GRO
Comparison of the optical-model parameters listed in Table XI for
Cu and Ni should give some hint as to the reason for the drametic change
in GRo Figures 38 and 39 show a plot of the real and imaginary potentials
for Cu and Ni, respectively. It is probably unwise to attach very much
physical meaning to the parameters because the locadl optical-model
parameters are just an approximétion to a more realistic nonlocal potential.
The nonlocal parameters are not so readily understood in terms of physical
meaning. It should suffice to say that the real potentials for the two
nuclei are quite similar. The differences lie in the imaginary potential,
where Wi exhibits a much narrower region on the surface for abgorption.
Whether this should be ascribed to Ni's being a proton magic number or
some other structural feature remains unanswered. In view of the ex-
cellent fits obtained with Ni and Cu for both GR and GSE (8}, one sus-
pects that optical-model parameters fluctuate rather than remain constant
as one goes from nucleus to nucleus. To check this critical point, an
isotropic distribution for GCE wags subtracted from the Ni Gel (9) data
to see if optical-model fits could be obtained by using the "Cu param-

"

eters. Fair agreement with the reéulting angular distribution was

reached only if Oop < 4Oomb, a value not large enough to remove the

GR - GCE difference between Ni and Cu. Also the on prediction for Ni

(825mb) with the use of the "Cu parameters" was in poor agreement with

the experimental value. Some Improvement in this fit to Sag (6) and
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b (F)
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Fig. 36. A contour map of b vs r, for 9.85-MeV protons on Ni
obtained by using surface absorption. The contours give
values of X2 obtained in fitting del(e). The daghed lines
show the predictgd values of ogp. For each point in the b-r
grid the other parameters have been adjusted to minimize
X2; To = Pye
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Fig. 37. A plot of g/op,4;, 18 shown for 9.85-MeV protons on Ni.
The solid line is the predicted value G/URuth obtained by
surfacing absorption. The optical-model parameters for this
fit are chosen from the area of minimum X (see_ Fig. 36) and
are listed in Table X, at ry = 1.300 F. The dots are the
experimental points of Hintz.
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Table X. Sets of "best fit" parameters for 9.85-MeV protons on Ni at
different values of ry by using surface absorption; roo= Tye

ro b a Y -W X2 GR
(F) (F) (F) (Mev) (MeV) (mb)
.250 0.62 0.572 53.5 . 15.5 37 642
.275 0.59 0.575 51.5 15.9 21 653
.300 0.57 0.578 49.6 16.1 15 667
.325 0.55 0.580 L7.7 16.2 19 679
.350 0.55 0.580 45.8 15.6 37 697
.375 0.53 0.588 i1 15.8 68 7.5

i T N ST S
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Table XI. Comparison of the 'best fit" set of parameters for 10.20-MeV

protons on Cu63_and 9.85-MeV protons on Nij; both sets use surface absorp-
tion; r =Ty '

Element ry b a v W R (OR GCE)eXp
(predicted)
(F) (F) (F) (MeV) (MeV)  (mb) (mb)
Ni 1.30 0.57 0.578 L4L9.6 16.1 667 680 + 30

Cu 1.29 0.93 0.623 149.3 9.9 853 8ho + 30
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Fig. 38. Comparison of the "best fit" real optical-model
potentials obgained. for 9.85-MeV protons on Ni and 10.20-MeV
protons on Cu 5. The parameters are listed in Table XT.
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Fig. 39. Comparison of the best-fit imaginary optical-model
potential obt%ined for 9.85-MeV protons on Ni and 10.20-MeV
protons on Cu 5. The parameters are listed in Table XI.
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Op for Ni could probably be realized if one assumed a distribution

other than isotropic for ¢ B’ but the arbitrary nature of this precluded

C
further investigation. Further work may help one to correlate given

parameter fluctuations with known structural features.

3. Bilver
Figure 40 shows the results obtained from GULLEY by using both

volume and surface absorption for the imaginary potential. This figure
2
shows a plot of X" vs b for given values of ro where the numbers in

The experimental value of o, -

parenthesis are the predictions of ¢ R

R

is 700 £ 60mb. Hintz's data were used for 9. ( The results

CE

are not quite as clear-cut as in the previous cases. ©Surface absorp-
tion gives a considerably better fit to Gel (9) than does volume absorp-
tion. If one looks at the minima in the X2 cuves in Fig. Lo, volume
absorption is seen to give a somewhat better prediction of Op © However,
the X2 curve 1is very flat for surface absorption when r, = 1.25 F, and
one can reach the proper value of GR with very little increase in Xz.
The fit at this point is still appreciably better for Oy (6) than for
any fit using volume absorption. Table XII lists some fits with 4if-
Terent values of Lo Figure 41 shows a plot of G/ORuth vs
the solid line is a typical fit using surface absorption.

e , where
c.m.

L.  Aluminum
Aluminum presents a situation similar to that of Ni. Analysis
for 9.85-MeV protons on Al with the use of volume absorption is completely

unable to give an adequate amount of ¢ (6) in the backward angles.

Surface absorption, on the other hand,sfs able to fit the backward angies
very well albeit the forward angles are not fitted so well (see Fig. L2).
Some improvement can be gained with the fit to the forward angles only
by ingnoring the backward angles altogether. Table XIII presents the
best fits for different ry values. The optical-model predictions were

50

fitted to Hintz's data for 9.85-MeV protons on Al. The experimental

value of op - Oy, reported in this work is 660 * 30mb.
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Fig. 40. A plot of X° vs b for 9.79-MeV protons on Ag. The
symbol e represents volume absorption, and Ty = 1.50 F;
the symbol ® represents surface absorption, and r = 1.30 F;
and the symbol o represents surface absorption, and ry. = 1.25 F.
The parameters V, a, and W were adjusted to minimize X at
each point. The number in the parenthesis refers to the pre-
dicted op in mb.
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Table XII. Sets of "best fit" parameters for 9.79-MeV protons on Ag at

different values of r ; r =1 .
0 o} W

Form r b . a -V ' -W X2 o}
o R

Factor

(F) (F) (F) (MeV) (MeV) (mb)
Volume 1.25 0.87 0.579 55.5 8.5 102 666
Volume 1.30 0.77 0.567 50.9 8.4 90 690
Volume 1.35 0.66 0.553 46.8 8.3 88 L5
Surface 1.25 1.05 0.736 52.7 12.7 W1 715
Surface 1

.30 0.84 0.745 48.6 18.5 55 717
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Fig. 41. A plot of U/GRuth is shown for 9.79-MeV protons on Ag.
The solid line is the predicted value of ¢/o obtained by
using surface absorption. The optical-model parameters for
this fit are listed in Table XII at surface Yo = 1.25 F. The
dots are the experimental points of Hintz .20
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Fig. k2. A plot of o/ogyty is shown for 9.85-MeV protons on Al.
The solid line is the predicted value of G/GR th by using
surface absorption. The optical-model parame%ers for this fit
are listed in Table XIIT at ry = 1.50 F. The dots are the
experimental points of Hintz.%o
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Table XIII. Sets of "best fit" parameters for 9.85-MeV proton on Al at

different values of r, by using surface absorption; roo= Ty
i Lo . Ll b}

r b a -V -W X2 o]

e} R
(F) (F) (F) (Mev) (MeV) (mb)
1.30 0.37 0.512 4.9 33.4 65 557
1.35 0.37 0.503 43.8 3k.3 4s 572
1.40 0.30 0.550 40.5 b1.6 50 595
1.45 0.30 0.564 37.8 42.0 40 627
1.50 0.30 0.590 35.L 46.1 29 663
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5. Overall picture

| The four cases analyzed--1.e., 10-MeV protons on Cu, Ni, Ag,
and Al--present a strong point in favor of the Gaussian shape (sur-
face absorption) for the imaginary potential. Not only does the sur-
face absorption fit the experimental o_, (6) better than volume absorp-
tion, but it also predicts the correct values of o_. Volume absorption

R

was never able to fit both o and Oap (6). Table XIV 1lists the "best

fit" set of parameters for each nucleus studied. The parameters are
seen to show some systematic variation as a function of A, especially
for the real part of the potential.

Figure 43 shows a plot of the experimental o vs A

R "~ %z

together with the range of UR predicted by the optical model with the

use of both surface and volume absorption. The range was determined
arbitrarily by accepting any value of QR provided the corresponding

value of Xz was within a factor of 2 of its minimum. For those cases
in which volume absorption was unable to give any good fit to o, ()

data, a value of %R is used that corresponds to the best fit obtained.

F. Discussion of Alpha-Particle Results

The experimental values of oy - o, for 40.0 *t 2-MeV alpha

particles are plotted in Fig. L4. The outstanding feature of the re-

sults is the appearance of a minimum in Op ~ GCE

This minimum, which also appears in the proton (GR - GCE) results (see

in the region of Ni.

preceding section), is certainly due to GR’ because 9o for 4O-MeV
alphas should be negligibly small. Interpretation of this minimum will,
of course, be similar to that for the proton measurement. It would be
interesting to carry out an optical-model analysis for 40-MeV alphas on
Cu and Ni to see if the experimental results could be fitted and if any

conclusions drawn in the proton case would be applicable for this system.
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Table XIV. Comparison of the "best fit" set of parameters obtained for
approx 10-MeV protons on Cu, Nl, Ag, and Al. Surface absorption is used
for all sets; ro = rw

Element r, b a -V -W g (og - GCE)exp
(predicted)
(F) (F)  (F)  (Mev) (MeV) (mb) (ub)
Al 1.50 0.30 0.590 35.4 4.1 663 656 + 28
Ni 1.30 0.57 0.578 49.6 16.1 667 680 + 30
Cu 1.29 0.93 0.623 49.3 9.9 853 840 = 30

Ag 1.25 1.05 0.736 52.7 12.7 715 700 £ 60
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Fig. 43. Comparison between the experimental value of o ~Oop for
10-MeV protons and the optical-model prediction of o¢,. The " i
bar shows the range in Or One gets with surface absorption.

The ¥:¢ bar gives a similar range obtained by using volume
absorption. The numbers in parentheses refer to the best X2
obtained with a particular potential shape. Different ¥x2's
should be related only when predictions on the same nucleus
are being compared.
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. for 40-MeV alpha particles plotted a8 a Function of A.
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Fig. bk, The experimental results of g, -g g obtained in this work
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Total reaction cross sections have been predicted by Huizenga and Igo
‘using a standard potential for all the nuclei.,8l The quantity (GR -
OCE)eXp/GRcaic is plotted in Fig. 45. The minimum in the measured oq
at Ni is very apparent in this plot. The remaining data vary systemat-
ically ﬁhen they are compared with Huizenga and Igo's standard-potential
calculation of og. A_slight correction to this potential can probably

R
be made so that all the experimental values of o, can be fitted, with

the exception of those nuclei that lie in the miiimum near Ni.

There have been very few total reaction cross sections for alpha
particles reported in the literature. No other beam-attenuation measure-
ments for alphas have been made in-this energy region. The summation
of partial reactions has been carried out for many nuclei, but with 40-MeV
alphas there are so mény probable reactions that it 1s generally im-
possib}e to measure all the products. Excitation functions for alphas
on Zﬁ :, measured by Porile, is perhpas one Gasg for which most of the
principal partial reactions have been measured. 2 His result of 1470 %

150mb for o_ at 40 MeV is in fair agreement with the value reported

R
heré. For high-Z materials for which almost the entire cross' section

.is accounted for by fission, the results of Foreman et al. for alphas

32 82

2
on Th are again in accord with the results reported hete.

G. Optical-Model Analysis of Alpha-Particle Results

Before any analysis could be carried out using GULLEY, a new
X2 had to be defined. The elastic-scattering diffraction pattern for
high-energy alpha particles scattered off nuclei is so complex that the
definition. of Xz.used in the proton analysis (Eq. 18) was found in-
adequate. It was necessary to define an empirical X2 that gave priority
to those characteristics of the diffraction pattern considered most
important, e.g., position of maximum and minimum. The following equation

was used:
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2
N E: {Ici(e) + Gi+1(9)]pred - [01(9) + 0i+l(9)]exPJ
1 (% error) o,(8) 4 75(0) |
‘ ~n
+ [Gi(e) - 0i+l(9)]pred - [Gi(e) - Gi+l<e)]eXQ4,1 , (19)
[(% error) qi(e)pred Oi(e)exp]l/2
[0.(8) - 0. .(8)]
where n = 1 when = 1+l pred >0,
[01(9) - oi+l(9)]exp
(0.(8) - 0. (6)
and where n = 2 vwhen Ol Gl+l ]pred <0
[0.(8) - IR CN .

1. Carbon

An optical-model analysis of 48-MeV alpha particles scattered
by Cl2 using GULLEY with the new definition of XZ was carried out. The
analysis was fitted to the experimental Gel (8) data of Vaughn.83 This
analysis demonstrated that cel‘(G) and Sp data enable one to determine
very accurately the extreme outer surface of both real and imaginary
parts of the nuclear potentiéie This is a consequence of the alpha
particle's having a very short mean-free path for absorption in nucleaf
matter. The alpha particle as such does not exist inside this extreme
’outer surface. Thus alpha-particle scattering and OR data can give no
information on the nuclear potential lying inside the extreme outer
surface of the nucleus. Igo, analyzing elastic-scattering data for
alphas on several heavier nuclei, came to a similar conclusion con-
cerning the shape of the real part of the optical-model potential at
the surface of the nucleus,B& Figures 46 and 47 show plots of the real
and imaginary potential for several sets of parameters that gave good

fits to the o, (6), (see Table XV). Igo's standard potential is also
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Fig. U6, Comparison of several real potentials that give good fits
to 6e1(0) for 4B8-MeV alphe particles on cle. The letters in the
graph refer to parameter sets listed in Table XV.
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Fig. 47. Comparison of several imaginary potentials that give good

fits to 0,1(6) for 4B-MeV alpha particles on cl2, The letters
in the gra%h refer to parameter sebts listed in Table XV.



(6) for LB-MeV alpha particles on ClZ; r

Table XV. Sets of parameters that give good ‘fits to OSE 1= 1.20 F.
Curve Form b -V W X2 o
Factor © w ' R
(F) (F) (F) (F) (MeV) (Mev) (mb)
A Volune 1.20 1.20 0.70 0.45 37.9 1.1 200 887
B Volume 1.30 1.30 0.70 0.3k 33.0 9.4 177 899
C Volume 1.45 1.45 0.50 0.32 20.7 5.9 470 6k
D Volume 1.30 0.88 1.00 0.36 32.2 1h.7 - 166 1001
E Surface 1.20 1.20 0.80 0.37 41.5 7.3 274 770
F Surface 1.20 1.00 1.00 0.385 40.8 7.9 220 795
G Surface 1.20 0.80 1.20 0.4%0 40.1 8.5 180 822
1 Igo's standard potential. ’

-.-W'E'E—
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shown on Figs. 46 and 47 for comparative purposes. The large dis-
crepancy between the results of this work and the Igo potential (see
Fig. 46) is not unexpected 1if one considers the deviation from unity of

the quantity (OR-- shown in Fig. 45. A comparison of the

OCE) exp/acalc

experimental and predicted values of O/OR n’ using parameter set B of

ut
Table XV, appears in Fig. 48. An experimental value of 901 * 16mb ob-

tained for 40-MeV a's on C12 compares favorably with the predicted
value of o for set B (see Table XV).

As seen in Fig. 47, it is meaningless to speak of the alpha-
particlevinteraction in terms of a Gaussian shape or Woods-Saxon shape
for the imaginary potential. It is necessary only to adjust the param-
eters of the potential until it matches a certain shape at the very
edge of the nucleus. Figure 49 shows the imaginary potential at large
values of R (R = rOAl/3 + rl)n From this figure and Table XV it is

easily seen that an accurate measurement of o_ is a necessity in deter-

R
mining the shape of the imaginary potential. All the curves in Fig. 49

are about equally good fits to Ge (6). Figure 49 illustrates that a

direct relationship exists betweei the strength of the imaginary poten-.
tial and the predicted UR in the region of about 5.5 to 7.0. From this
it can be implied that the alpha particle does not penetrate with any
appreciable probability within about 5.2 F .and still have any chance to
escape as an elastic event; otherwise, the optical model, using poten-
~tials E, F, and G would be expected to predict a large GR. To check
this result quantitatively,85 calculations of the flux and divergence
of the flux for the alpha particles inside the nucleus ‘should.be carried
out in a manner similar to that of Mc¢Carthy.

Figure 50 shows a plot of the various "best fit" real poten-
tials in this surface region. Proper adjustment of the parameters V,
ros and a , which lead to the séme shape potential beyond 5 F, gives
almost equally good fits; this explains how the nonuniqueness of param-
eters arises from the use of a nuclear potential form factor by which

one attempts to describe the interaction in a region that the alpha
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Fig. 48. A plot of o/op,y 15 shown for 48-MeV alpha particles on
€12, The solid line is the predicted value of ¢/o he Lhs
optical-model parameters for this fit are liste% a%U‘E in Table XV.
The dots are the experimental points of Vaughn. 5
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particle does not sample. It should be noted that Igo's standard
potential falls in a far different region. However, if any analogy

can be drawn from the analysis on the more weakly interacting proton,
discussed earlier, one should not expect to find a standard potential
that fits all>nuclei equaléi well. Igo's potential was determined from

analysis on A, Cu, and Pb.

2. Partial -Wave Cutoff Approximation

One of the principal difficulties involved in an optical—model
analysis of alpha particles is the considerable .amount of computer time
necessary to carry out the parameter search. The time needed for a
given calculation is proportional to (LMAX)Z, where LMAX is the total
number of partial waves used in the calculation. A technique has been
developed that saves considerable time in the preliminary searching.

It involves the assumption that the amplitude of the lowef outgoing
partial waves 1s zero. This is a good assumption for the inner partial
waves of a strongly interacting particle such as an alpha particle.
Empirically it was found that 1little or no change occurred in the pre-
dicted Gel (9) if the transmission coefficient, defined as

2
T, =1 - | exp [21 6£] s

I

was greater than 0.995. Figure 51 shows a plot of 0/ for 40-MeV

o]
Ruth
alphas on Cu for various values of LMIN, where LMIN is the lowest
partial wave that has a nonzero value for the amplitude of the outgoing
wave. The corresponding T,'s are plotted in Fig. 52. The time needed

£
)2. This

for a given calculation becomes proportional to (LMAX - LMIN
technique should have considerable merit for use in an optical -model

analysis on heavy-ion scattering.
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Fig. 52. The transmission coefficient T ‘plotted as a functions
of the partial wave L for LO-MeV alpha particles scattered
from Cu.
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The results of this optical-model analysis for 4B8-MeV alpha
particles elastically scattered from 012 point out the necessity for
accurate measurement of‘oR so that the outer surface of the nuclear
potential can be determined. iMeasurements of del (8) and GR as a
function of energy, egspecially near the Coulomb barrier, where OR
should be more sensitive to the surface shape of the potential, need
to be made. Rasmussen has pointed out that accurate knowledge of the
nuclear surface can give valuable insight into the problem of nuclear-
deformation and alpha—decay'Systemati05986 The results of this investi-
gation also suggest that a careful analysis of this surface area should
be carried out whereby the shape of the nucléar potential in this narrow.,
sensitive region can be varied systematically until an optimum fit is
obtained. Phase-shift analyses indicate that one can find a given set
of phase shifts that fit unambiguously the O (6) and ap data. In
the case of strongly interacting particles such as an alpha particle,
one may be able to go one step further and use the Uel (6) and GR data
to determine unambiguously the shape of the nuclear potential in this

sénsitive surface region.

H. Discussion of Deuteron Results

The deuteron is known to be a relatively large loosely bound

system subject to breakup processes at interaction distances larger

25

than the nuclear radius. It has not been shown conclusively whether

this breakup process is due to an interaction with the Coulomb field

or to an interaction with the nuclear forces at the extreme surface

of the nucleus. Theoretical calculations have been made for the total

87,88

electric-breakup and nuclear-breakup cross sections.

55

Hamburger,
Cohen, and Price have found that at about 15 MeV the deuteron breakup
cross section is greater by about a factor of two than the predicted

values for electric or nuclear breakup. If these breakup interactions
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are due to processes that occur outside the nuclear-force field, then
one would expect to see an enhancement of the deuteron total reaction
cross section in comparison with GR for alpha particles that do not
undergo this breakup process. If, on the other hand, these processes
occur at the nuclear surface, where thé deuteron interacts with the
nuclear-force Tield, this breakup reaction might be expected to compete
with the formation of the compound nucleus. In this case no enhancement
of the total reaction cross section would be expected. Figure 53 lists
the values of UR - GCE for 22.4-MeV deuterons. A comparison of 22.4-MeV
deuteron reaction cross sections with LO-MeV alpha particle reaction
cross sections (see Fig. 44) shows them to be almost identical for all
elements investigated. The comparison is valid since the.Coulomb-
barrier effects are almost identical in these two cases. The deuteron
reaction cross sections are apparently not enhanced by the large magni-
tude of the breakup process (ine., 400 to 650mb). This suggests that
these processes occur by the nuclear-breakup mechanism. Ancther notable
feature in Fig. 53 is the absence of the minimum in UR - GCE in the
region of Ni that was present in the alpha and proton OR measurements
(see Figs. 4L and 23). A possible explanation can be given by assuming
that the breakup process competes with the compound-nucleus formation.
The deuteron interaction has two dominant modes that lead to a reaction
event: compound-nucleus formation and breakup process. If the GCN is
inhibited by structural factors in the nucleus--i.e., a closed proton
shell at Ni--the reaction will proceed via the other channel, and %R
will remain proportiocnal to the nuclear size. If there is no other
dominant mode, as in the case of alpha particles and protons, then a
decrease in o, may occur.

Very ?ew measurements of o exist for deuterons neag 20 MeVé
Budzanowski and Grotowski have recently measured op for N15 and Ni 0
for 12.8-MeV deuterons,89 They obtained values of 1523 * 120mb for
Ni6o; and 1589 * 125mb for Ni58 This method consisted of measuring

the angular distribution of (d,q), where q is any charged particle, and



-124-

t ¥ ! 1 T I 1 T 1 L
- 2000+ B
~—~ 600 # } }{ { 1
o)
£ ¢ |
. t
[&]
1200} ,
P )
(13 3 i
b
8001 _
400 I 1 1 1 L ] 1 ] 4 ]
0 40 80 120 160 200 240
A
MU-31049
Fig. 53. The experimental results of OR-OCR obtained in this work

for 22.4-MeV deuterons plotted as a function of A.
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integrating over all the inelastic states. The (d,xn) reactions were
measured by chemical separation techniques. It is not clear how (d,2p)
events are properly accounted for by this method. Their results are
higher than the value of 1491 * 63mb reported here for 22.4-MeV deuterons
when proper account is taken of the Couloumb-barrier effects.

The importance of having reaction cross section measurements

for determining the deuteron optical-model parameters is again apparent.

90

Halbert et al. have obtained good fits to the comprehensive deuteron

elastic-scattering data at 11.8 MeV. They obtain 205lmb and 221 7mb
o1

for the predicted o, for Sn in two analyses. The measured value at

22.4 MeV for Sn is iwo analysesogl The measured value at 22.4 MeV for
Sn is 1563 + 1l7mb (see Table IV). In the case of Ni the theoretical
values of 1360 and 1396mb at 11.8 MeV, and the measured value of

1491 + 63mb at 22.4 MeV are in better agreement. It should be noted

that o, at 11.8 MeV will be lower than o, at 22.4 MeV, owing to Coulomb-

R R
barrier effects. ZFlastic-scattering data only are not sufficient to

predict the correct value of R Conversely, the experimental values
of GR are necessary data for deuteron optical-mocdel analyses.
I. Future

Optical -model analyses indicate that the value of o must be
known to 1 to 2% before a specific set of optical-model potential param-
eters can be accurately determined. The technique used to measure SR
in this work cannot give a measurement of this accuracy in a reasonable
length of time. I wish to suggest an improvement in this technique
that should help one to obtain a 1 to 2% measurement of Og-

The major source of difficulty in the charged-particle beam-
attenuation technique has been the attenuation of the beam in the stop-
Ping counter or the energy degrader immediately in front. Construction

of a "dual counter" should eliminate this problem. The dual counter
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should consist of a central plastic scintillator and a surrounding
semiconductor detector (see Fig. 54). The plastic scintillator should
subtend an angle 1arge enough to catch all the multiple scattered beam.
This angle should be small enough to keep the inelastic correction
negligible. The plastic scintillator (counter 5) is used as a yes-no

counter and retains the fast rise and decay characteristics necessary

~Tor high count rates. The semiconductor detector catches the large-

angle‘scattering,and reaction events. . This detector will receive a
relatively low count rate and thus preserve good energy resolution. It
would be gated by a (1 2 3 L 5) event. It is only necessary that Oag
remain large enough so that the elastic correction be small (see Fig.
54). With this arrangement, the attenuation and its energy dependence
in counter 5 can.be ﬁeglected. Consequently, the "dummy foil" tech-
nique need not be used, i.e., n3 correction 1is O.F‘The target-in — target-
out ratio will improve by a large factor, so that 1% statistics can be
obtained'in a short time. The good energy resolution of the semi-
conductor detector will make Oin correction very small. The major
problem will lie in the construction of a reliable detector of this
form. Other improvements concerning elimination of the scattering foil
and time—of—flighf criterion can be realized. In.the next few years,

many refinements in the general technique should occur.
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Fig. 54. Schematic diagram of the "dual counter” and the target area.
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VIiI. SUMMARY

The adaptation of charged-particle beam-attenuation methods to
millimicrosecond electronic techniques has permitted measurements of
0p on many different nuclei.

Optical-model analyses carried out here and elsewhere emphasize
the fact that knowledge of the gquantity Og is neceésary for any accu-
rate determination of optical-model potential parameters.

The results of the proton total reaction cross section in con-
gunction with an optical-model analysis have shown that a surface
peaking of the imaginary part of the optical potential is necessary to
fit the proton experimental data. v |

The structure found in the quantity GR as one proceeds from
nucleus to nucleus eliminates any hope that a single set of optical
parameters would fit all nuclei. However, more accurate knowledge of
this structure in GR, especially as a function of energy, should give
valuable insight into the structure of nuclei.

The addition of alpha-particle reaction cross sections to the
7 oélC@) data puts a powerful constraint on the shape of the extreme
surface of the optical potential. Careful analysis may yield informa-
tion regarding nuclear deformations.

It is hoped that the techniques discussed here will prove

useful as a guide for future measurements of Og
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~ APPENDIX

A. TFORTRAN listing of the optical-model
search-routine GULLEY
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T GUUCEY T ®MATN ROUTIRE" TO "WINTMIZE "A"FUNZTION "~ 77777777777~ AT
C WRITTEN BY B8, WILKINS AND R. PEHL
DIMENSTON XT10V»WT 117V GII0YEXVECTTIOT»XCT1T753T7107, X3010)
DIMENSTION DINC(10)s5(10), . XMIN{(1D), XD(120)sVv(12)
------- D S = = W A VR RS T N N s A O IO G e A €= I O

1 READ INPUT TAPE 29120sNPARSNSTEP 3L MAX S LMINS [PLOTHDELSSTEP
TTTZOTFORMAY (511D, 2F1ULsY T T T T CoTTTTTTTonTrTTTTTTe T
READ INPUT TAPE 25520 (X(1)sl=1510)
520 FORMAT (4FI0.69FB8e592F644s2F5,3512)
READ INPUT TAPE 25130 {WT{1)}sI=1sNPAR)
B 0 A o)1 ¥ B G 1 T
WRITE OUTPUT TAPE 35130 (T{1)sI=1sNPAR)

NPART = NPAR + 1
DO 15 I = NPART»10
XB(I) = X(I)
LX)y = ox(Dy
B ¥ b B S O G
15 B3(I) = x(I)

IF (STEP) 500520520
20 NPAR = NPAR -1
DO 20U T = 1sNPAR

IF (NSTEP =~ 1)210+210+205
205 CALL DIFFER (NPARS+GsFsXsDINCsNPARSIPLOTSNSTED S L MAXSLMIN)
210 JPLOT = IPLOT - 1
L KPLOT = IPLOT -2
TTUTTXANPARSY = X(NPARSY ¥ WT{NPARSY T TTTTTTTTTTTTTTToomTTmmommmmmTTT
212 WY 2y = MR 2
TTTTTDO 214 T=1LNPART LT T T TTTT T TTTTT T oo m e
214 DINC(I) = 0.01%ABRSF(WT(I))
CALL DIFFER (NPARSsGsFsXsDINCsNPARSKPLOTSMSTERP S LMAXsLMIN)

DO 209 1 =1sNPAR
__.209_GNORM = GNORM + ASSF(G(1)/WT(I)) .. ... .
_ GNORM = GNORM + .2
215 WRITE QUTPRPUT TAPE 39435sFs (X{1)sI=1sNPARS )s(G(1)s I=1sNPAR )
219 DO 220 1 = 14NPAR
220 EXVEC(I) = ~G(I)/(GNORM*WT (1))

224 S(1) = 1.
226 EXVEC(I) = SQRTF(EXVEC(IM)
_228 EXVEC(I) = SCII¥EXVEC(I)
WRITE OUTPUT TAPE 3s435s (EXVEC(I}s I=1sNPAR) sGNORM
GO TO 329
315 DO 316 I = 1sNPAR
V(I) = 1e + ABSF(GB(I1)/6G(1))
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Xl

BARTCPLATSA
(X"I’;I—ls’d"'\o“»)gﬁ

s(”LOTsNSTEP" M r‘\Xs._ﬂ w)

TTTED 3407 = CTTrTTTmTTTr

243 XD{T)y = X3 AXCOT) = X3(T))#*RAT/(1e+RAT)
e R TNBAR S T X3 | \IOAP>‘ R e T e
345 CALL DIFFER (NPARSs5GDsFDsXDsDINCSNOARS IPLOT o NSTER LY AAX s LMIN)

435 EORMAT (1P10% 120L‘)
=F3)347,3 349

7DD T3387T :’1,MOAQ TommTmmmmmmmmmmmm Ty
48 X3{(1) = X(1)
R

356750 358 TS

—te MO -1 <_) — mlN

372 DO 2 DA
Y E N Sl A RN I C YR XCT(1) CTonTnT o mmmmmmmm e mmm e mmm s
60 10 374
362 D0 A1 T =z 1yNBAR T Trorromrrmm TorTTTTTmTmmoTTmTTTT T
U X8SUYy = oXBOIY - _
361 XB{1) =7 X¢(1) o - )
FB = F(C
371700 368 I = TL,NPAR T T TToTrTTTmToTTm T
366 XCUI) = 2,#X3(1) = X35(1)
374 WRITE QUTPUT TAPE 3,367 TrorTTTTm
367 FORMAT (12H  RAT RERUN)
368 NRAT = NRAT + 17 T
o GO TO 334

"369 TF (NSTEP = 1VIS1%370
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370 DO 389 1 = 1,NPAR A.3
DUTTT = Di(Ty - - -
DI(I) = 22(1)
""""" o R G €11 o 0 e
BBII) = (D201) + DI(I)) /2. + ((DI(I) = DA(L))I=(D2(1)=DL(I})) /5.,
L A NS S Ry S R N S S E N A O IS SN S O R I S SRRV G B B /0 - T
33(MPARS) = X(NPARS) ~ WT(NPARS)

CALL DIFFER [NPARSHGDYFD 334D INCYNDAR Sy JBLATsNSTEPSLMAX s LT
XINPARSY = X(NPARS) + 2.%4T(NPARS)

3

_______ NRAT ="=1" - TTTTTTTTToTTToTTTmmmmmmmm e
NFCN = NFCN + 1

_______ DMAX "= DMAX ¥ TOEL T TUTTT T TTT T T m o m e m e o
LMAX = DMAX + o5

TF TNSTEP=NFCNTTSI52127

WT(2) = WTS*X(2)
) 10 A Lo T 3 3 R A =1 =
532 DINC(I) = QeQ1#ASSF(WT(I))
CALL DIFFER (NPARS S F Xy OTNC NP AR TPLOT s ASTEP s LMAX s LMIN)
534 GNORM = U0 : v
Tttt Do I R S A =Y -
521 GNORM = GNORM + ABSF(G(IV/WT(1))

535 WRITE QUTPUT TAPE 34435sFs (X(1)s[=1sNPARS )s (G(I)s I=LsNPAR)
5469 DO 541 T = 1,NPAR
541 EXVEC(TI) = =G(I1)/(GNORM*¥YT (1))

TTB46 EXVECTT) = SQRTF(EXVEC(Iy) T TTTTTTToTTT T
_______ = S(1)¥EXVEC(I)
TTUTWRITE OUTRUT TAPE 35435 (eXVECTTY s [z NPARYSCRNORM 777 777777777
569 DO 570 1 = 1,NPAR
X3(1)1= X(1) + EXVEC(T) ¥ WT(1)
ATV LBl = el e

IF(NSTEP- NCYN)5T72557245571
572 CALL DIFFER (NPARSsG3sF3+sX3sDINCsNPARSIPLOTsNSTEP»LMAXLMIN)

571 CALL DIFFER (NPARSsG3sF3sX3sDINCsMPARS IPLOTHMSTELSLMAXSLMIN)
573 WRITE 0QUTPUT TAPE 394235,F3s(X3(1)sI=1sNPARS ) s (G3(I)s1=1sNPAR)
580 DO 597 I = 14NPAR

IF(GR(1)/6(1))585+5854599

__B85 WTALY = WYL /2«
590 CONTINUE ~— 77 TTTTTrm T
605 DO 610 1 = 1,NPAR

R S

X(I) = xB3(I)
810 Gy = Gy e
620 NCYN = NCYN « 17~~~ TTTooTTTTTTooTmmmommmmmmmmmmmnemn
GO 19 534
TT99G T CALL EXTT T T T T s i mmm m
END
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C T TTHIRTSUARMITINE COMPUTET THE DERTVATIVE VECTOR GTIT 3Y TAKING

FINITE DIFFERANCES - - POINTS ARE CALCULATED TO TAHAE ALSZ3RAICLY
TSIHE

CALCULATES Sys
Tttt DOZY T 71610

20 XT(1)=x(1)
CELU B AR IR T e MAX SIS Y CHTTY
F= CHIT
""""""" D T I N N 2w 1 3 el e
25 JPLOT = ©
TrTTrrTTo DO IS0 T =TIy NPAR
XT{I)=x(1) + DINC(D) :
CACL ELASTIDPLOT s MAX S TN XY L, CHIT)
Fn = CHIT
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B. FORTRAN listings of subroutines DIFFER and ELAS
written by Dr. N. K. Glendenning and modified by

B. Wilkins and R. Pehl for use in search-routine analyses
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""""""" SUBROUTINE EUASTTPLOTyMARSMING X s THIT) ~~ "~ 77 7 7 m-mmmmmrmms gy
C ELASTIC SCATTERING - N K GLENDEANNING
T DIMENSTON  CRUIJOOV,CTUIDNYSSIGT }mmfv'ﬁtRSﬂTE‘ﬂTRUT HTI83Y,
X RELA(183)
"""""" R~ SRADUTE0TSCOT18UTs30(T8I1GOTIB0 s ASLTIDDs g0~~~ "~~~ " - -mwmreo=
X sPHIR(100)4PHII(100)
T T X T T S CHT IO S DATATTO0T Y WTS(I 00 s X (10 s = T T T T T UCHISTIO Y T T T
C
T NOTATTION T o ”” o e
C H1lsH2 = INTEGRATIONSTEPSsH1 FOR FIRST 20 $T=pS
T T TTRMAR T T T TE T T UMATCHTING TRADTUST T T T m e m e
C DTHET = ANGLE INCREMENT
[ ELAB ™~~~ Tz 00C LTAS ENEFRGY OF "PROJECTTUE ~ "~ "7 - 77 7 mommmme s
C CMP = PROJECTILE MASS IN AMU
C CHMT = TERGE T MASS IN AMU
C 2P = PRODUCT OF CHARGES
MAXTAUM L WRVE COMBOTEY ~~ T T T
C = E57 = = 1
C RO = RADIUS PARAMETER MULTIPLYING A®#1/3
C RT = BROJECTILE RADIUS
C TOTAL RADIUS = RO * A#%1/3 + R1
T T T T I I T IO ULOME RADIUE T E R TR AERL/ AT T T
C - A0 = SURFACE THICKNESS OF
Tttt B0 T T T TR T T T TS URFATE TTATCKRESY SFTTHMASING
C ALPHA = I€ = 2 THEN PURE SAXON IMAGINARY
C TF = 1 THJEN PURE GAUSGSIAN SURFACT
C IF = 3ETWEEN THEN LINFAR MIXTURE
Tttt 3ETA™""TTTTTTE T TF =70 THEN RW T RO~~~ T TT IO
C IF = 1 THEN RW DIFFERENT FROM RO
TTTgtttTttTtTtT MODE T TTTTTE T TTIF POSITIVE DATA INTFM/STER Tttt
C © IF 2ERO OR NEGATIVE THEN DATA/RUTH
C 12107 = 0 NO PLOT
L _PLOTS START.O ..
C 2 PLOTS STARTsD,sB8 ’
Gl ___._.3 _PLOTS START»D»38:A»85C,RAT RERUN
C

IF (NJFF = 37) 11145244111
111 NUFF = 37
________ 1_RZAD_INPUT_TAPE_ 254905 CHECK s X INSKEND s MODEs (DATA(JJ) s, JJ=KINSKEND)
490 FORMAT (F54143157 (7F10.4))
e _WRITE_OUTPUT TAPE 3,493, (DATA({JJ)s JJ = KINSKEND) e
493 FORMAT (12F1044/12F1044/12F104.4)
2 READ INPUT TAPE 254915Js JENDs (WTSIJKIs JK = JsJEND)
491 FORMAT (215/(14F543))
WRITE QUTPUT TAPE 39494 (WTS{JK) e JK = Js JEND)

494 FORMAT (24F5,3/24F543)

10 READ INPUT TAPE 245004192 sRMAX s THETMsDTHET s IPLOT o MIMNEXP sMAXEXP
NANMGLE = THETM/DTHET + 14901 ’
IF(INANGLE=182)15+1545090

15 D3 16 K=1oNANGLE

St S
TUTH(KYE (A= Y RDTHEY T T T T e
TH(1) = D,4,10E=-07
TRAD(Y ETAIKYY 77T UL 17453295 ST T T T o e
CO(K)=COSF(RADI(KY}))
SO(K)=SINF(RAD(K}/24) %%
16 GO(K)=LOGF(50(K}))

20 READ INPUT TAPE 2, 5105ELA,CMPLTMT 220 A URIN T~
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524 1F{MAX = KMAX)215523.21 B.2
2% LEARAX S KMAXI2 2L S o
UMAX =UAX + 1
"""""" 21_7\1?4'4'\7_2"TTT - - -
DO 70 %
“““““““ T TETRC - TrTTTT T - -
ESL(1sK) = 140
AST(Tsey = Co(ry T

E fsVWAX

Gl T sLEARSLULsRIN/

77 EQD\AT (ﬁfiﬁ:;:aTrr ---------------------------------------------------------------

1V FORMAT (4F10.6,2110)

e VA= B U
VI = X{2)
By = X (3)

ALPHA = X{(8)

3ETA
KONT

537 CALL ODTIC(‘Q,_L/-\_%C] CMTs7ZPsR 2AJs3Ds RESVRSVIsALPHASMAX sRMAX s
X HlsHZaPHIQapﬂlIa."\INTPQCDQFI'QIU’CKeiT—\9Q 'S RETAL LMIN)

T997D0 397 K=T,sNANGLE
=ETA%GO(K)
E A - N Yo X<
SUML = -7 % COSFLY)
SUM2 = Z * SINF(Y)
RUTHIK) = (Z /7 CK)#¥%2
B e T = T T R N J
DO 209 M=L1,MMAX
2 N YT ¥ P
z = 2e%#(SIGIM)~SIGILY)
ST= SINF(Z)
CS= COSF{2)
TTTTTTTTTISUMI TS SOMY ¥ CS TRCR MY = ST T CT MY T T
230 SUM2Z2 = SUM2 + ( CS #CI(M)y + SI #CR(M) ) =
""""""" CRSXTKY "= 1SUMI %273 QM2 w2 Yy /CRw* 2~ 7 - oTroTToman e
300 RELA(K) = CRSX(K)/RUTH(K)
1F (MODE) 305,305,301
301 DD 303 K = KIN,KEND
"""" 303 DATAIR)Y = DATATK)Y/ROTH(RY ~~~~ T TTTTTnITTTTTrmmm e m e
WRITE QUTPUT TAPE 354935 (DATA(JJ) s JJ = KINSKEND)
MQDE = J\ T CorTommmmmmmmmmm T
305 WRITE QUTPUT TAPE 3,700
T WRITE QUTPUT TAPE T3 TI0VELABSCMP s CMT»Z2ZB5 VR, VT, ALPHAS3E TA9R09R19

X R‘Hs'\’)sd)s‘:TAyC"
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400 MM=({NANGLE+2)/3 B.3
LU T G T E T MM T T s s s e e e SR e
I= MM+X
e T T R -

430 WRITE OUTPUT TAPE 39730 sTHI(K) s CRSX (K} sRELA(K}oTH(I) sCRSX (L)
"""""" X RELCACIT s THIIT Y URSXT U RELAL DY "7 77777 mmmmmmmmmmmmmmmmmmmmmmmmme e
WRITE OQUTPUT TAPE 3,750
REAC=J.
DO 44J M=1sMMAX
-------- IR, 3 bttt
’ TAN= 2¢%CR(M)/(1le=2.%CI(M})) :

C=L
REAC=REAC+ (2. #C+T T *TRANS
440 WRITZ JUTPUT TAPE 3s760sLsCRIM)IsCI(M)sSISIM) sPHIR(M)oPHIL ()
_______ 7 Y T 2
REAC=REAC#3,14159/CK¥*%2
TTTTTTTTWRTITETOJTRUT TAPE 3577077770 sREAC T~ rTT T
WRITE OUTPUT TAPE 34740sMAXsRMAXsH1sH2 SRINTP
800 CHIM = 040 ’

820 AA = K .

B30 TH(K) = (AA —T )#DTHET

B48 IF(TH(K) -CHECK)B17,850+850
TTESGTDTIV = (RELATKT TF RECAUKHFIIY ¥ {DATA (Y ¥ BATATKY IV T~~~

REL = RELA(K) = RELA(K+1)
TR TR DATATKY T OATATKEL T
CHIIK) = ((RELA(K) + RELA(K*1) = (DATA(K) + DATA(K+1)))/
X WTS(K))*#2/DIV/25.
IF (DAT/REL)B6098705870
""" 860 CHIS(K) = ((REL=-DATI/WTSIK)V¥=27/D1vy2, ~ 77 7777 mmmrmrmmmmm===r
GO T0 899

T8I0 CHISTRY TR TAREL T =DAT I ZWTS IR /SARTF DTV T T T T
890 CHIS(X) = A3SF(CHIS(K))

50.1930599905973

903. CHIS(K) = 50,

9067 CHIM = CATM + CHI (Y

CHIST = CHIST + CHIS(K}) )
901 IF(K = KENDI8I7,902,902
902 CHIT = CHIM
905 WRITE OUTPUT TAPE 3,910sCHIT s CHIM, CHIST _
910 _FORMAT( 7H CAIT=F12e4s 7H CrIM=F12.4s 7ri CHIST=2F1244 /141)

IF( IPLOT)590+59Us450
450 DO 479 K=1sNANGLE

Y = RELA(K)

CYCLE=MAXEXP-MINEXP

NPLOT = "1004/CYCLE *U.4343 #LOGF{Y7 10 %% INEXP)+IL5

CALL GRAPH(NPLOT +340)

Y = DATA{K)

NPLOT=  100,/CYCLE *044343 *LOGF(Y/10e#*MINEXP)+045

CALL GRAPH (NPLOTs&44s-1) o o mmmeem T
470 WRITE OQUTPUT TAPE 3,780sTH(K)
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710 FORMAT ( 9H ELA3=F10.46y  8H CM*=FlJebs 84 CMT=B'4
XF10e8 8H ZZP=F1J.677 7H VR=EFIOWSs A VE
XF10e6 10H ALPHA=F543, aH BETA=F3,1// 74 RI=F1)abs

“““““ OB A= R = & 11 Tl 0 - OF IR Y2y < oA
X TH AD=F1U.hs 74 3U=F1l0.5//
"""" D O < 1 N O I e e O I P <Y R i ¢ T N

720 FORMAT( 113+ THETA CR5X CRSX/RUTH THETA

X CRSX CREX7RUTH ©UTTTRETA CRSX W TR EX7RUTAI Y

730 FORMAT( 3(0PFLl24151P2513,4))

CTTEOTEFORMATIYATT T T LMAYETRS T 9 T T RMAXEF IOV TTH T T UHIER LD Vs TTH T T THZETT
X FlOe&s 10H RINTP=F1044/7/)

TS0 TFORMAT T T T I OMO T T T T T T T LT T T T T TR T T T T T T T (o SR RN
X PHIR PHII TAN T(L)Y/ /)

760 FORMAT (TIC TE1I5.5T

770 FORMAT( 28HY REACTION CROSS SECTION =1PE15.5)

B 10 A o 1 - 1 P < 7

599 GO TO (1Us206591) sXKONT

B> N = i 11012,

600 CALL EXIT

END
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