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Abstract

We study referential communication about concepts at differ-
ent levels of abstraction in an interactive concept-level refer-
ence game. To better understand processes of abstraction, we
investigate superordinate referring expressions (animal). Pre-
vious work identified two main factors that influence speakers’
choice of referring expressions for concepts: the immediate
context and the basic-level effect, i.e. a preference for basic-
level terms such as dog. Here we introduce a new concept-
level reference game that allows us to study differences in
the basic-level effect between comprehension and production
and to elicit superordinate referring expressions experimen-
tally. We find that superordinate referring expressions become
relevant for groups of objects. Further, we reproduce the basic-
level effect in production but not in comprehension. In conclu-
sion, even though basic-level terms are most readily accessi-
ble, speakers tailor their expressions to the context, allowing
the listener to identify the target concept.

Keywords: reference game; concepts; categorization; super-
ordinate level; abstraction

Introduction
Concepts allow us to make sense of the world. They help us
to structure and organize knowledge, and to generalize from
one instance to a class of objects that share similar properties
through a process that is commonly called “abstraction” (Yee,
2019; Rosch, 1978). We use referring expressions at differ-
ent levels of abstraction, ranging from subordinate terms like
dalmatian to superordinate ones like animal, to communicate
about concepts at different levels of abstraction.

Previous work suggests two main factors that influence the
choice of referring expressions (REs) people use to refer to
concepts at different levels of abstraction. On the one hand,
Rosch, Mervis, Gray, Johnson, and Boyes-Braem (1976) fa-
mously found that basic categories are special because these
are “the most inclusive categories for which a concrete im-
age of the category as a whole can be formed” (Rosch et al.,
1976). It has been shown that children acquire basic-level
terms like dog first (Clark & Johnson, 1994; Mervis & Crisafi,
1982) and that objects can be categorized faster at the ba-
sic level than at the sub- or superordinate levels (Murphy &
Smith, 1982). On the other hand, the Gricean maxim of quan-
tity predicts that speakers provide as much information as re-
quired for the listener to identify a target in a given context
and not more (Grice, 1975). This means that speakers should
tailor their utterances to the communicative situation at hand,
considering both the concept they would like to communicate

and the context of their utterance. It has also been shown
empirically that context plays a role in the selection of REs
in referential situations (see for example Hawkins, Franke,
Smith, & Goodman, 2018; Hawkins, Frank, & Goodman,
2020; Konopka & Brown-Schmidt, 2014; Sedivy, 2005). Our
goal is to pit the two factors directly against each other. We
use a reference game similar to Graf, Degen, Hawkins, and
Goodman (2016), where a speaker describes an object and a
listener needs to identify this object from a set of distractors.
Graf et al. (2016) showed that while speakers tailor their utter-
ances to the context, they also prefer basic-level expressions
(e.g, dog) overall.

Going beyond this study, we test the tradeoff between the
basic-level advantage and informativity considerations in pro-
duction and comprehension. We ask whether there are differ-
ences between the production and comprehension of basic-
level terms. The tasks that have mainly been used to study
the basic-level effect have been instance-naming, i.e. produc-
tion tasks (Clark & Johnson, 1994; Murphy & Smith, 1982;
Rosch et al., 1976). More recently, the basic-level advan-
tage has been challenged by studies on visual categorization,
which involve comprehension (Macé, Joubert, Nespoulous, &
Fabre-Thorpe, 2009; Poncet & Fabre-Thorpe, 2014). In these
studies, participants reacted faster in response to a superordi-
nate rather than a basic-level referent. One way to make sense
of these conflicting findings is to suggest that the basic-level
effect only holds in language production but not in compre-
hension.

While the basic-level advantage has been studied exten-
sively, little is known about the process of abstraction from
a basic-level category to a superordinate category, which is
crucial to understanding abstraction itself. One hypothe-
sis brought forward by Murphy and Wisniewski (1989) and
Wisniewski and Murphy (1989) is that superordinate terms
are used to refer to groups or classes of objects rather than to
specific examples. Indeed, Wisniewski and Murphy (1989)
found that superordinate terms are used more frequently in
corpora to refer to groups and classes of objects, whereas
basic-level terms are more frequently used to refer to single
objects. Thus, superordinate terms might be produced more
frequently in reference to concepts that include multiple ob-
jects. This hypothesis has not yet been tested experimentally.

Our goal is to study the process of abstraction jointly in
comprehension and production. Specifically, we investigate
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Figure 1: The speaker display in a concept-level reference
game: Two images form the superordinate level target con-
cept ANIMAL.

which referential expressions speakers produce in different
contexts and how listeners categorize objects in an interactive
setting. This will allow us to understand both pragmatic fac-
tors in referential communication as well as cognitive mecha-
nisms involved in the production and comprehension of con-
ceptual abstraction.

Current study
Reference games are the classic paradigm for studying refer-
ential expressions in dyadic communication. The goal of the
game is the successful communication about a target within
a set of distractors. Typically, one participant is assigned the
speaker role and produces utterances that help the participant
with the listener role to identify the intended target. Here,
we introduce a new concept-level reference game to study
how interlocutors communicate about concepts that comprise
more than one object. In our task, the speaker needs to find a
label that describes two targets (see Figure 1) and the listener
needs to identify the targets based on the label. Increasing the
number of targets in a reference game ensures that speakers
and listeners communicate about concepts rather than about
single objects (see Mu & Goodman, 2021, for a similar game
with artificial agents). One of the main goals of our study is
to elicit the production of the superordinate level so that we
can study the process of abstraction, i.e. the differences be-
tween the basic and the superordinate level. The interactive
setting allows us to look at production and comprehension
at the same time, and to answer questions such as whether
speakers tailor their utterances to the context and to the lis-
teners’ needs. The alternative is that speakers prefer the basic
level regardless of context or listener needs because the basic
level is more accessible and hence less costly to produce.

Our main manipulation is the conceptual context, which
is defined by the combination of targets and distractors. We
compare three critical conditions, as shown in Figure 2: In a
fine conceptual context (2A), the targets belong to the same
subordinate category and the closest distractor belongs to the
same basic-level category (dalmatian vs. other kinds of dogs).

Figure 2: Examples for a fine (A), basic (B) and coarse (C)
conceptual context: two targets and their closest distractor.

In the basic conceptual context (2B), the targets belong to the
same basic-level category and the closest distractor belongs
to the same superordinate category (dog vs. other animals).
In the coarse conceptual context (2C), the targets belong to
the same superordinate category and the closest distractor is
unrelated (animal vs. non-animals).

We develop three hypotheses based on the existing litera-
ture. First, we expect speakers to tailor their utterances to the
conceptual context, i.e. to the combination of target and dis-
tractor objects, as predicted by the Gricean maxim of quantity
(Grice, 1975). That means they will choose the optimal ex-
pression that allows the listener to identify the targets in a
given context. Accordingly, we expect speakers to produce
utterances on a subordinate level in fine conceptual contexts
(e.g. dalmatian), to produce utterances on a basic level only
in basic conceptual contexts (e.g. dog), and to produce utter-
ances on a superordinate level in coarse conceptual contexts
(e.g. animal). Second, we expect to reproduce the basic-level
advantage (Rosch et al., 1976) in the production data. This
means that we expect speakers to respond more quickly when
they produce a basic-level term than when they produce a sub-
or superordinate term. Third, we will look at how quickly lis-
teners comprehend the REs produced by the speakers. Here,
we have two mutually exclusive hypotheses: Either, we will
also see a basic-level advantage in the listener data, or, we
expect superordinate terms to be processed faster than basic-
level terms as suggested by the visual categorization studies
(Macé et al., 2009; Poncet & Fabre-Thorpe, 2014).

Methods
The study design, hypotheses and analyses have been prereg-
istered and the preregistration, data and analysis scripts are
publicly available here: https://osf.io/y7eqw/.
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Participants
We recruited 120 participants via Prolific. We only included
data from pairs that completed the full experiment or at least
80% of trials in the analysis. This led to a final sample of 116
participants, i.e. 58 pairs. We had 61 female, 48 male and 7
participants of diverse gender. Their age ranged from 18 to
30 with a median age of 26. All were English native speak-
ers currently living in the United States. All had normal or
corrected-to-normal vision and no problems with perceiving
color. Participants were also screened to have a high approval
rate of 90-100% on Prolific to ensure high-quality data. Par-
ticipants were paid around £2.35 for the approximately 10
minutes that the experiment lasted (£14.15/hour).

Design and procedure
We implemented a concept-level reference game in the tra-
dition of the classical reference game paradigm, in which a
speaker describes a target to a listener and the listener has to
pick out the correct target object from a set of distractors.1 To
bring the game to a concept-level, we introduced one main al-
teration to the classic setting: Instead of one target, we used
two targets that together form a target concept. Target con-
cepts were sampled from three levels of reference: the subor-
dinate, basic or superordinate level of a taxonomy. For exam-
ple, if the subordinate concept is DALMATIAN, two pictures
of dalmatians form the target concept.

The main manipulation in our experiment is the conceptual
context which is manipulated within-subjects. It is defined
by the combination of two target and four distractor objects
and has three levels: “fine”, “basic” and “coarse”. In the fine
condition, the two target objects share the same subordinate
category, e.g. DALMATIAN (two dalmatians), one distractor
shares the same basic category (i.e. another dog), one dis-
tractor shares the same superordinate category (i.e. another
animal) and the two other distractors are unrelated. In the ba-
sic condition, the targets share the same basic-level category,
e.g. DOG (two dogs; a pug and a dalmatian), one distractor
shares the same superordinate category and three distractors
are unrelated. And in the coarse condition, the targets share
the same superordinate category, e.g. ANIMAL (two animals;
a pug and a parrot) and the four distractors are unrelated. We
defined distractor objects that are closely related to the tar-
gets to make the production of a RE on an appropriate level,
i.e. on a level that matches the concept level, necessary for
disambiguation.

Participants played 18 rounds of the concept-level refer-
ence game together in dyads, where one participant was as-
signed the speaker role and the other participant was assigned
the listener role. Both roles stayed constant throughout the
experiment. One round of the game followed this procedure:
The speaker sees a display of target and distractor objects, in
which the target objects are marked by a green frame. The
speaker sends a message to the listener in the form of a cloze

1The experiment was programmed in Labvanced (Finger, Goeke,
Diekamp, Standvoß, & König, 2017).

task: They are asked to fill in the gap in the following sen-
tence with a noun or a compound: “Select all images with
[gap]” (see Figure 1). The listener receives the message and
selects two images from the visual display. We collected the
utterances produced by the speaker, the objects selected by
the listener, as well as response times of both speaker and
listener. Speaker response times were logged once a speaker
had typed in a label and pressed Enter on the keyboard. Lis-
tener response times were logged once a listener had clicked
on two images. We randomized the trial order and the posi-
tion of the images in the display. Participants were paired on
a random basis and were randomly assigned the speaker or
the listener role.

Stimuli and typicality norming
The image stimuli were reused from a related study on nom-
inal REs with a reference game (Degen, Hawkins, Graf,
Kreiss, & Goodman, 2020; Graf et al., 2016). We used the
same superordinate domains as in the original study: ANI-
MAL, CLOTHING, FOOD, FURNITURE, PLANT and VEHICLE.
In the superordinate domain FURNITURE, we replaced the ba-
sic category TABLE with CHAIR. In the superordinate do-
main ANIMAL we only kept the DOG basic category and ex-
cluded BIRD, BEAR and FISH such that we had the same num-
ber of basic-level categories for each superordinate domain.
Because we increased the number of targets and distractors,
we needed more stimuli than used in the original study for
each concept. We chose these stimuli from the BOSS image
database (Brodeur, Guérard, & Bouras, 2014) with coherence
to the superordinate categories. For these new stimuli, we
collected typicality ratings from 75 participants in a separate
experiment with the same typicality rating task as in Graf et
al.’s original study.2 All unrelated distractors were rated for
their (un)typicality for the superordinate category for which
they function as unrelated distractors in the experiment. For
example, the unrelated distractor BOOKSHELF in Figure 2C
would be rated for its typicality in the superordinate category
ANIMAL. On a scale from 0 (very atypical) to 1 (very typi-
cal), all unrelated distractors received a mean score below 0.1.
Targets, on the other hand, received a mean score of above 0.5
for the superordinate category they belong to.

Results
The analyses were run in R version 4.2.2 (R Core Team,
2022) with the R package brms version 2.20.4 (Bürkner,
2017) and bayestestR version 0.13.0 (Makowski, Ben-
Shachar, & Lüdecke, 2019). The models have run for 4,000
iterations with a warm-up period of 1,000 iterations and with
treatment-coded predictors if not specified otherwise. All re-
ported models have converged with an R-hat value of 1.0 and
effective sample sizes of over 1,000. We use bootstrapped
95% Confidence Intervals (CIs) for plotting error bars in the
data. We report posterior estimate means and 95% Credible

2This experiment was programmed in pcIBEX (Zehr & Schwarz,
2018).
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Intervals (CrIs) to show the size and direction of an effect.
Whether the CrI includes zero is used to indicate whether
the predictor is needed to explain the data. Bayes Factors
(BFs) are used as a hypothesis test. As an additional basis
for understanding the probabilities of the investigated effects,
we also report the results of Bayesian tests for the existence
and significance of effects, probability of direction (pd), and
ROPE (Region Of Practical Equivalence) (Kruschke, 2018;
Makowski, Ben-Shachar, Chen, & Lüdecke, 2019).3

Data cleaning
The produced utterances have been cleaned and sorted into
the levels “sub”, “basic”, and “super” depending on the tax-
onomic level of reference they contain. Following the proce-
dure described in Degen et al. (2020); Graf et al. (2016), ty-
pographical errors and meaning-equivalent alternatives have
been included as well. Utterances that did not contain a nom-
inal RE and could not be assigned to one of the three cate-
gories are coded as NA in the data. For example, if partici-
pants communicate an attribute of a category rather than the
category itself, these trials are coded as NA.

Communicative success
First, we look at whether the production of a RE at the ap-
propriate level of reference increases communicative success,
i.e. that the listener selects the correct target objects. Appro-
priate levels of reference are defined by the conceptual con-
text as described above. All other mentions have either been
references on inappropriate levels, e.g. spotted dog for DAL-
MATIAN or dog and bird for ANIMAL or attributes or asso-
ciations with a category that could not be assigned to one of
the three levels. We ran a Bayesian model with uninforma-
tive priors that predicts communicative success by the appro-
priateness of the reference level (coded as true/false) with a
Bernoulli link function.4 The model predicts that while the
success rate is quite high (83.62%) even if speakers choose a
term on an inappropriate level of reference, it is substantially
higher (98.37%) if speakers choose a term on the appropri-
ate level of reference (M=2.47, CrI=[1.92, 3.03], pd=100%,
ROPE=[-0.18, 0.18], 0% in ROPE).

Choice of reference level
Our first hypothesis was that the conceptual context deter-
mines the level of the referential expression speakers choose.
We predicted that speakers produce subordinate terms in the
fine conceptual context, basic-level terms in the basic con-
ceptual context and superordinate terms in the coarse con-
ceptual context. This predicted pattern is visible in the data
in Figure 3. As preregistered, we excluded trials in which the
communication was unsuccessful, i.e. the listener did not se-
lect both correct target objects. This led to an exclusion of
4.34% of the data. We also excluded trials in which the pro-
duced utterance could not be sorted into the three reference

3The ROPE range was calculated with the rope range function
from bayestestR (Makowski, Ben-Shachar, & Lüdecke, 2019).

4This model was not preregistered.

Figure 3: Proportion of choosing a RE on a particular level
of reference in each conceptual context. Error bars repre-
sent bootstrapped 95% CIs. Appropriate mentions are color-
coded.

levels. These were mostly utterances that referred to proper-
ties of an object rather than to the object itself, or utterances
that listed both objects in the display with a conjunction, e.g.
chair and shelf, rather than referring to the concept. This led
to the exclusion of another 5.59% of the data with a total ex-
clusion of 9.93%. We ran a Hierarchical Bayesian model with
a Bernoulli link function that predicted reference level (coded
as true/false) by conceptual context with group-level effects
for participant group and item category. We used weakly in-
formative but conservative priors5. The model confirms our
predictions: Mentions on the appropriate level are substan-
tially more frequent than mentions on an inappropriate level.
This is supported by the estimates for the basic conceptual
context (M=3.62, CrI=[2.45, 4.83]), coarse conceptual con-
text (M=4.53, CrI=[2.96, 6.25]) and fine conceptual context
(M=2.23, CrI=[0.97, 3.56]) which translate into the proba-
bilities 97.39%, 98.93% and 90.29%, respectively. We find
substantial evidence for the differences between both the ba-
sic and fine conceptual context (M=1.39, CrI=[0.34, 2.34],
pd=99.08%, ROPE=[-0.18, 0.18, 0% in ROPE]) and between
the coarse and fine conceptual context (M=2.3, CrI=[0.33,
4.35], pd=99.11%, ROPE=[-0.18, 0.18], 0% in ROPE).6 The
effect of conceptual context on the reference level is further
supported by a Bayes Factor of 13.5 in favor of the model
that includes conceptual context as a predictor against a null
model, providing strong evidence for the effect of conceptual

5The priors were specified as follows: intercept prior: student-
t(3, 0, 2.5), population-effects slope prior: student-t(3, 0, 1), group-
level effects standard deviation prior: student-t(3, 0, 1), group-level
effects correlation prior: lkj(2).

6At the suggestion of our reviewers, we also ran a model on
the data without excluding unsuccessful trials. This model pro-
vides similar evidence to the original model: basic-fine: M=1.63,
CrI=[0.35, 2.81], pd=98.65%, ROPE=[-0.18, 0.18], 0% in ROPE;
coarse-fine: M=2.58, CrI=[0.44, 4.79], pd=99.16%, ROPE=[-0.18,
0.18], 0% in ROPE.
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Figure 4: Speaker response times with bootstrapped 95% CIs.

context on the choice of the reference level.7

Response times
For the response time analyses, we were interested in re-
sponse times of trials in which the listener selected the cor-
rect target objects, i.e. communication was successful, and in
which the speaker chose an utterance on the appropriate level
of abstraction. The exclusion of data on inappropriate levels
led to a data loss of 11.12%.

Speaker response times Our second hypothesis was that
speakers choose utterances on the basic level more quickly
than utterances on sub- or superordinate levels. This hypoth-
esis was motivated by the basic-level effect found in the liter-
ature (Rosch et al., 1976; Tanaka & Taylor, 1991). We thus
predicted that speaker response times would be shorter when
the produced utterance was on the basic level compared to the
other two levels. As preregistered, trials with response times
over 2.5 standard deviations above the mean (cut-off: 22,360
ms) were excluded, leading to the exclusion of 2.61% of the
remaining data. Figure 4 shows the data means and boot-
strapped confidence intervals of the cleaned data. Indeed, re-
sponses on the basic level are shorter than response times on
the other two levels. We ran a Bayesian model with a lognor-
mal link function, predicting speaker response times by con-
ceptual context and including group-level effects for the par-
ticipant pair and item category. We specified weakly informa-
tive priors to enhance model fit. We had to deviate from one
prior specified in the preregistration: Prior predictive checks
showed that we overestimated the effect size, and the prior
we preregistered for the population-level effect was too wide.
We thus changed the prior’s standard deviation from 2 to 0.5
to enhance model convergence and fit.8

7The BF models ran for 20,000 iterations with a warm-up period
of 2,000 as recommended for BF estimation (Nicenboim, Schad, &
Vasishth, 2023).

8The priors were specified as follows: intercept prior: nor-
mal(8.65, 0.5), population-level effects slop prior: normal(0, 0.5),
group-level effects standard deviation prior: normal(0, 0.1), group-

Figure 5: Listener response times with bootstrapped 95% CIs.

The model results confirm that speakers respond substan-
tially faster on the basic level than on the other two lev-
els of reference (M=-0.22, CrI=[-0.36, -0.10], pd=99.86%,
ROPE=[-0.01, 0.01], 0% in ROPE).910

Listener response times Our third hypothesis was that we
would also find differences between levels in the listener re-
sponse times, showing that either a) listeners select the correct
targets more quickly when a basic-level term was produced or
b) listeners select the correct targets more quickly when a su-
perordinate term was produced. These hypotheses were based
on the basic-level effects literature (Rosch et al., 1976) and
more recent studies debating the basic-level effects in certain
tasks (Macé et al., 2009). The data in Figure 5 shows that we
do not find either of the expected patterns. We ran a Bayesian
model with the same model specifications and priors as the
speaker response time model.11 We employed the same data
exclusion criteria as for the speaker response time model with
one exception: We decided to exclude the highest response
time data point and defined the cut-off of 2.5 standard de-
viations above the mean after this exclusion to get a more
sensible cut-off (17,076 ms). The model predictions do not
offer enough reason to believe that either of the two proposed
patterns is at play: The difference between the basic level and
the other two levels was estimated at M=-0.04 with a CrI of
[-0.12, 0.04] (pd=84.96%, ROPE=[-0.01, 0.01], 12.28% in
ROPE). And the difference between the coarse level and the
other two levels was estimated at M=0.04 with a CrI of [-0.07,

level effects correlation prior: lkj(2), sigma prior: normal(0, 0.5).
9This posterior difference was contrast-coded as preregistered:

basic vs. (fine + coarse)/2.
10At the suggestion of our reviewers, we also ran a model includ-

ing length as a predictor. This model provides smaller evidence for
the difference of the basic level compared to the other two: M=-
0.10, CrI=[-0.19, 0.00], pd=98.07%, ROPE=[-0.01, 0.01], 0.62% in
ROPE. This is mostly driven by the difference between basic and
coarse being not as pronounced as the difference between basic and
fine.

11The only exception was the prior on the intercept that was pre-
registered to depend on the data distribution: normal(8.15, 0.38).
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0.14] (pd=79.07%, ROPE=[-0.01, 0.01], 11.81% in ROPE).12

Discussion and Conclusion
We studied the expressions speakers use to refer to concepts
at different levels of abstraction in a new interactive concept-
level reference game. We have shown that the level of ab-
straction of the utterances speakers choose to communicate
a certain concept mainly depends on the concept and con-
text in question. Speakers tailor their utterances to the con-
text, producing subordinate terms in fine conceptual contexts,
basic-level terms in basic conceptual contexts and superordi-
nate terms in coarse conceptual contexts. In fact, we found
that if speakers produce a RE on the expected level of refer-
ence, this reduces errors in the target selection by the listen-
ers, or, in other words, it increases communicative success by
about 14%. We also reproduced the basic-level effect on the
production side, i.e. speakers are faster in producing a basic-
level term than in producing a term on the other two levels.
Interestingly, even though speakers show a basic-level advan-
tage, they still tailor the utterances to fit the context and make
it easier for the listener to identify the correct targets. We did
not find evidence for an advantage of basic-level processing
on the comprehension side, i.e. listeners are equally quick in
selecting the targets regardless of the level of abstraction of
the utterance they receive. A possible reason for this is that
the basic-level advantage is mostly driven by accessibility in
production. In comprehension, on the other hand, listeners
might be as quick in categorizing objects at other levels than
at the basic level.

Despite the basic-level effect, speakers use sub- and su-
perordinate terms frequently in natural conversation. In the
case of subordinate terms, this is usually determined by the
context. When, for example, a dalmatian is the target and a
greyhound is the distractor, the basic-level term dog does not
sufficiently discriminate the target from the distractor. It has
been shown that context warrants the use of a more costly,
i.e. usually longer and less frequent, subordinate term (Graf
et al., 2016). In the case of superordinate terms, however, the
context does not sufficiently explain why these terms might
be used because participants could always use the basic-level
term to refer to single objects even in a coarse conceptual
context. Our concept-level reference game shows that super-
ordinate terms become relevant when dealing with multiple
target objects, or when communicating the idea of a more
generic class. The longer response times we see when speak-
ers use a superordinate compared to a basic-level term might
be an indicator of a process of abstraction that speakers un-
dergo when trying to find which superordinate class the two
targets have in common and retrieving the respective super-
ordinate RE. This could be a good starting point for further
research on abstraction.

One limitation of our current study setup is that so far, we
only investigate REs in a context that is very close to the tar-

12These posterior differences were contrast-coded as preregis-
tered: basic vs. (fine + coarse)/2 and coarse vs. (basic + fine)/2.

get concept, i.e. that includes a distractor from the same basic
category in the fine conceptual context or from the same su-
perordinate category in the basic conceptual context. This
means that we cannot account for overinformative REs (see
for example Degen et al., 2020) because the context makes a
certain level of reference necessary for disambiguation. Fu-
ture studies can extend our setup and include context con-
ditions that make a certain level of reference only sufficient
for discrimination, by using wider contexts that, for exam-
ple, only include unrelated distractors. Such a manipulation
would allow the investigation of over- and underspecification
in the concept-level reference game. However, even in our
current set-up, we do see some utterance choices that are at
odds with our predicted level of reference for each conceptual
context. For example, in the fine conceptual context, basic-
level expressions are produced almost 20% of the time. A
closer look at these productions reveals that speakers either
underspecify, i.e. produce dog for DALMATIAN, or they use
a modified basic-level expression, i.e. produce spotted dog.
The high proportion of these mentions provides further evi-
dence for a strong basic-level effect on the speaker side.

The response time results in which we find a basic-level
effect only for production, but not for comprehension, lead
to an interesting observation: Speakers tailor their utterances
to the conceptual context even when it results in higher pro-
cessing costs for them. On the comprehension side, however,
we do not find higher processing costs for sub- or superor-
dinate terms. This could suggest that speakers are willing
to bear a higher cost because they know that it would make
identification of the target objects easier for the listener. This
phenomenon has been discussed in the literature as audience
design (see for example Gann & Barr, 2014; Horton & Ger-
rig, 2002). We should note, however, that the comprehension
response times were logged when listeners had clicked on
both targets. Thus, our measure is rather offline, and we can-
not completely rule out that there are more immediate differ-
ences across levels in comprehension that might be revealed
by more sensitive measures. If however the differences we
observed for production and comprehension are not just due
to such methodological aspects, this could indicate that the
basic-level advantage is related to lexical accessibility and
not categorization itself. On the listener’s side, basic level
categories may not have a privileged representation.

In conclusion, the concept-level reference game allows us
to test hypotheses on the use of superordinate REs and ab-
straction. While we see differences in response times be-
tween the basic and superordinate levels on the production
side, we do not see the same differences on the comprehen-
sion side. This opens up exciting possibilities for future re-
search on audience design and costs associated with abstrac-
tion in production and comprehension. Here, we showed that
superordinate REs become relevant when a speaker needs to
describe more than one target object.
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