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Stable and radioactive carbon isotope partitioning in soils and saturated 
systems: a reactive transport modeling benchmark study

Jennifer L. Druhan1&Sophie Guillon2&Manon Lincker2&Bhavna Arora3

jdruhan@illinois.edu

Abstract

This benchmark provides the first rigorous test of a three-isotope system 
[12C,13C, and14C] subject to the combined effects of radioactive decay and 
both stable equilibrium and kinetic fractionation. We present a series of 
problems building in complexity based on the cycling of carbon in both 
organic and inorganic forms. The key components implement (1) equilibrium 
fractionation between multiple coexisting carbon species as a function of pH,
(2) radioactive decay of radiocarbon with associated mass-dependent 
speciation demonstrating appropriate correction of theΔ14C value in 
agreement with reporting convention, and (3)kinetic stable isotope 
fractionation due to the oxidation of organic carbon to inorganic forms as a 
function of time and space in an open, through-flowing system. Participating 
RTM codes are Crunch Tope, Tough React, Hytec, and The Geochemist’s 
Workbench. Across all problem levels, simulation results from all RTMs 
demonstrate good agreement.
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1 Introduction

In recent years, application of multi-component numerical re-active transport
models (RTMs) to quantify the partitioning of both stable and radiogenic 
isotopes has yielded new insight into the (bio)geochemical cycling of 
elements through marine sediments [1,5,20], secondary mineral growth 
[8,24], fluid transport and mechanisms of mixing [6,11,23,27], terrestrial 
weathering rates and mechanisms [21], and contaminant fate and 
degradation pathways [7,9,10,13,15,16,29]. It is notable that the majority of 
isotopic applications of numerical RTMs listed above involve carbon as a 
reaction driver. However, to date, the direct numerical simulation of both 
organic and inorganic carbon isotopes in multi-component reaction networks 
remains largely undemonstrated. Furthermore, carbon age and residence 
time in soils measured using radio-carbon is still largely quantified through 



box-model approaches which neglect the complexity of through-flowing, 
biogeochemically active soils. Carbon cycling in the near-surface 
environment involves a complex network of reactivity, including equilibrium 
speciation, redox transitions, biological utilization, and storage in a wide 
variety of organic and inorganic pools. The stable isotopes of carbon (δ13C) 
are commonly utilized to disentangle this complexity through the 
characteristic fractionations associated with both equilibrium and kinetically 
controlled reactions, resulting in a wide range of applications from paleo 
proxies to contaminant remediation. From this perspective, the utility of 
modern RTM techniques in quantifying subsurface carbon fate and 
transformation has yet to be fully realized [19]. To some extent, this lag may
be due to the additional complexity inherent in simulating a system where 
multiple aqueous species exist in tandem (e.g., CO2(aq),HCO3

-,andCO3
2−) 

each with distinct equilibrium partitioning of the stable isotopes of carbon. In 
addition to the use of natural stable isotope fractionation factors (α) as a 
tracer for process, stable carbon isotope partitioning is embedded in the 
standard set of corrections used to report radiocarbon values, indicating that
any mass-dependent partitioning must be tracked in tandem with radio-
carbon decay and distribution in order to accurately simulate the evolution 
and apparent age of radiocarbon across long-lived “recalcitrant” carbon 
pools. In addition, an increasing number of studies are employing 13C-labeled
carbon compounds and even radiocarbon tracers to probe the functioning of 
microbial populations, quantify contaminant degradation rates, and identify 
the pathways of carbon mobility in the subsurface. Given such widespread 
use of natural and labeled stable car-bon isotopes and radiocarbon tracers in
the earth sciences, it is necessary for reactive transport codes to accurately 
and consistently simulate carbon isotope partitioning through both 
equilibrium and kinetic pathways, as well as reproduce the distribution  of 
labeled carbon compounds bearing 13C signatures and 14C“pulses”that differ 
from natural values by many orders of magnitude. Notably, the combination 
of stable isotope partitioning, which occurs on the timescales of 
instantaneous equilibration to kinetically driven microbial activity, and a 
radioisotope with a half-life of 5730 years results in a unique multi-isotopic 
system capable of tracing processes over a broad temporal scale. This 
presents a unique challenge and opportunity to the reactive transport 
modeling community, in that the stable isotope signature of a given carbon 
pool is utilized both as a quantitative measure of microbial activity, 
degradation rates, and carbon de-composition pathways, and also as a 
correction factor for mass-dependent fractionation of radiocarbon. Therefore,
accurate models of long-term soil carbon composition must track both rapid 
stable isotope partitioning and long-term radioactive decay while 
appropriately accounting for mass-dependent partitioning of all isotopes in 
all compounds and phases. Here, we present a benchmark problem set for 
reactive trans-port software comprised of four levels, culminating in the 
simulation of a recent flow-through column study of microbial acetate 
oxidation in natural sediments containing an artificial 13C label [9,10]. The 



problem set is divided into a hierarchical sequence building in complexity to 
the final component. Part 1 describes a simple equilibrium speciation for the 
carbonate system featuring appropriate non-unity fractionation factors for 
δ13C between aqueous compounds as a function of pH. The intention of this 
exercise is to introduce the partitioning of stable isotopes and provide a 
benchmark level that is testable against an analytical solution. Part 2 
involves a simple timeseries with the introduction of radiocarbon decay. The 
purpose of this component is to demonstrate that the decay curve is 
accurately reproduced while simultaneously tracking the associated stable 
isotope ratio and applying the appropriate correction. Part 3 is subdivided 
into two sections. The first introduces kinetically controlled microbial 
oxidation of organic carbon including stable carbon isotopes subject to 
equilibrium speciation in a batch reactor. The second adds the effects of a 
1D flow, sorption, and biogenic mineral formation.

Component problem set 1: Speciation of carbonate system with non-unity 
equilibrium fractionation factors at a range of pH values 

Component problem set 2: Radiocarbon decay with ap-propriate associated 
stable carbon isotope correction factor

Component problem set 3: Simulation of natural carbon isotope fractionation
due to oxidation of an organic car-bon electron donor converted to inorganic 
carbon, including speciation and microbially mediated kinetics (a) in a batch 
reactor and (b) in a 1D flow path based on a published column experiment

2 Reactive transport software

2.1 Crunch Tope

This software is an open source multi-component reactive transport code 
originally developed and maintained by Carl Steefel and colleagues at the 
Lawrence Berkeley National Laboratory 
(https://bitbucket.org/crunchflow/crunchtope/wiki/Home). The software has 
been utilized for a broad variety of near-surface environmental simulations 
[25] and several isotope-specific modifications have been implement-ed, 
allowing for a solid solution model to form isotopically fractionated solids 
from solution [8], and fractionate isotopes through microbially mediated 
reactions [9,10].

2.2 Tough React

This software is commercially available and is developed and maintained by 
the Lawrence Berkeley National Laboratory. Itis a full multi-phase simulator 
and has been applied extensively in the context of geothermal energy and 
nuclear waste repositories [2]. Several modifications to the code have been 
made to create the same mineral and microbial isotopic capabilities as 
Crunch Tope [14,29].

2.3 The Geochemist’s Workbench (GWB)



The Geochemist’s Workbench (GWB) is a commercially available reactive 
transport simulator that is widely used in both industry and academic 
research. The code is distributed and maintained by Aqueous Solutions. 
Several isotope-specific capabilities are implemented [18] which are unique 
in approach to the rest of the software.

2.4 Hytec/chess

This software is a commercially available multi-component multi-phase 
reactive transport code originally developed and maintained by MINES Paris 
Tech, that integrates a wide variety of features and options that have 
evolved, after more than a decade of development, to a widely used and 
versatile simulation tool [28]. Several modifications to the code have 
recently been made to create the same mineral and microbial isotopic 
capabilities as Crunch Tope.

3 Implementing isotope ratios and fractionation

A complete description of the mathematical framework under-lying flow, 
transport, and reactivity in the four software pack-ages described above is 
beyond the scope of the current benchmark and the interested reader is 
referred to the supporting references as well as Steefel et al. [25]. Here, we 
describe the implementation of isotopes and their associated partitioning 
within the context of these reactive transport soft-ware packages. As 
described in the benchmark components (Section4), each isotopologue of a 
given compound is introduced in the models as a unique “species.” For 
example, a primary inorganic carbon species HCO3

- is simulated using three 
separate concentrations of H12CO-

3, H13CO-
3,andH14CO-

3, where for natural 
abundances, the concentration of H13CO-

3will be roughly 1% that of H12CO-

3,and H14CO-
3 will be on the order of parts per trillion (10−12)less than H12CO-

3. 
At this point, the three “species” all sum up to the total concentration of 
HCO-

3, but from the perspective of the model implementation, they are 
completely independent. This means that all associated equilibrium 
relationships with secondary species have to be incorporated for all three 
iso-topes. If a given equilibrium, for example, between HCO3−and CO2(aq)is 
implemented with precisely the same equilibrium constant (Keq) for all 
isotopes, then the equilibrium fractionation factor is equal to 1.0, 
i.e.,αeq=13Keq/12Keq= 1.0.Any fractionation associated with equilibrium 
partitioning is then entered into the models by changing the rare isotope 
equilibrium constant relative to the major isotope value to implement the 
desired αeq. Similarly, any kinetic reaction (see benchmark component set 3 
below) must be included for each of the isotopes, and any kinetic 
fractionation is implemented as a difference between the kinetic rate 
constants(k), i.e., αk=13k/12k. More complex reaction rate formulations 
require further consideration (e.g., [9]).

Stable isotope ratios are frequently cast in terms of delta notation, and in the
current models, this is easily calculated by taking the ratio of concentration 
of the rare 13C isotopologue relative to the common 12C counterpart. This 



ratio is then normalized relative to a standard value, for carbon typically the 
vPDB (13C/12Cstd= 0.0112372). Finally, this is converted to per mil units 
following the formulation:

The corresponding radiocarbon notation is similarly reported using standard 
methods [26]. Critically, in the process of collecting radiocarbon values, the 
ratio of 14C/12C is corrected for any mass-dependent effects using the 
corresponding δ13C of the sample (Eq.2). The resulting ratio is then converted
to Δ14C notation using a14C/12Cstdis 1.12E−12. The current year is somewhat 
arbitrary for the present application, and is taken as 2019 for the purposes of
the present paper (Eq.3).

As described in the introduction, this coupling of mass-dependent stable 
isotope partitioning and radioactive decay in theΔ14C notation is ubiquitously 
employed, but has yet to be rigorously benchmarked in a reactive transport 
context. Furthermore, we note an interesting feature of the carbon isotope 
system in that the difference in mass of radiocarbon relative to the common 
12C isotope is twice that of the difference between 12C and 13C; thus, the 
mass-dependent fractionations imposed between all radiocarbon species and
the common 12C through their equilibrium constants must be twice that of 
the fractionation factor between 13C and 12C. This is implemented in all the 
software packages in the present simulations, and in fact, failure to do so 
leads to spurious behavior when Eq.2 is applied as the 13C isotope ratio fails 
to account for the complete partitioning between radiocarbon and 12C. This 
difference has been noted previously [26] and is highlighted here to 
emphasize this important check of accuracy. 

Finally, implementation of radioactive decay for the 14C isotopologue of any 
species is easily implemented as a first order kinetic reaction. This is 
described in further detail in component set 2 (Section4.2). It is important to 
recognize that in the present simulations, the application of Eqs.2 and 



3couples shifts in radiocarbon and stable carbon isotope ratios, but the 
choice of year (here 2019) is arbitrary for this benchmarking exercise 
(normally used as a correction since atmospheric bomb pulse). In this 
benchmark, component sets including radiocarbon are running forward in 
time from some initial condition and including radioactive decay; thus, the 
value of Δ14C should decrease through time at exactly the same rate and 
value for all carbon species in the system.

4 Detailed problem description

4.1 Component problem set 1: Speciation of carbonate system with non-
unity equilibrium

fractionation factors at a range of pH values

Part 1 introduces geochemical parameters appropriate for inorganic carbon 
speciation with appropriate pH-dependent equilibrium fractionation of δ13C 
between car-bon species in solution. The solution contains dissolved 
inorganic carbon (DIC), split into 13C DIC and 12C DIC subcomponents, 
resulting in explicit tracking of the δ13C value, as well as background 
electrolytes. A gas phase CO2 component may easily be included in 
equilibrium with dissolved CO2(aq), but is omitted here for simplicity. The 
total DIC is thus a balanced sum of CO2(aq),HCO-

3 and CO3 2−in solution. Given
that the initial isotope ratio of the total DIC is input into the simulation, and 
there are no heterogeneous reactions or open system behavior implemented
in this simulation, there should be no shift in the δ13C of total DIC with time. 
Any alteration to this total concentration ratio would constitute a mass 
imbalance. However, the equilibrium partitioning between dissolved species 
comprising DIC is specified using the parameters reported by Mook [22] for a
temperature of 25 °C. These non-unity equilibrium fractionation factors 
result in a distribution in the equilibrated δ13C isotope ratios across the 
coexisting dissolved carbonate species CO2(aq),HCO -

3, and CO3
2−which is 

systematically tracked throughout a range of pH from 3.0–13.0 along with 
the species distribution of total DIC. This relatively simple exercise may be 
validated against an analytical solution to demonstrate the capacity of a 
multi-component RTM approach to quantify and predict the distribution of 
carbon isotope species subject to a suite of coupled chemical equilibria as a 
function of pH. The same approach may be readily extended to temperature-
dependent fractionation factors by implementing a range of non-unity α 
values as differences in the temperature-dependent equilibrium constants 
for the isotopes of each species.

4.1.1 Flow and transport model specification

There is no open system behavior included in part 1 and thus no flow model 
is implemented. The domain is effectively 0D.

4.1.2 Reaction network specification



The simulations are run for six initial conditions, each of which is unique only 
in the starting pH value. 

These are summarized in Table1. The resulting δ13C of total DIC is 
then0.97‰ relative to the vPDB standard (0.0112372). The secondary 
species and associated equilibrium constants at 25 °C are given in 
Table2.Though not included in the present simulations, we also pro-vide the 
appropriate equilibria for gas phase CO2. The slight differences in logK values
for each of the rare 13C isotopologues of the individual secondary carbonate 
species compared with the logK values of the major isotopologues, reflects 
the equilibrium isotopic fractionation between these species and the primary 
HCO3

- at 25 °C as reported by Mook [22].

4.1.3 Runtime parameters

The simulation is restricted to a speciation calculation and thus both 
CrunchTope and GWB are set to “speciate only” requirement so that no time 
stepping is activated. ToughReact and Hytec return an output file at the 
initiation of the run with equilibrates species for all conditions implemented, 
and is thus run for an arbitrarily short time in order to obtain this file.

4.1.4 Analytical solution

The parameter set provided in Table2 results in a series of equilibrium 
expressions for the individual carbonate species concentrations and their 
associated δ13C as a function of pH.



where all parameter values are given in Table2. The associated rare isotope 
values can be similarly calculated from the appropriate values 
independently, or through a coupled solution as given in Criss [4] and many 
others. This independent check offers a simple means of validating all 
numerical model output against a basic solution before proceeding to more 
complex scenarios.

4.2 Component problem set 2: Radiocarbon decay with appropriate 
associated stable carbon isotope correction factor

Part 2 extends the inorganic carbon system simulated in the previous step to
include14C. Total DIC is now divided into three isotopic components,14C 
DIC,13C DIC, and 12C DIC subcomponents, resulting in explicit tracking of 
theΔ14C and δ13C values. The initial radiocarbon content is set to Δ14C=−66‰
following Eqs.2–3, which is effectively a modern value [26]. While the δ13C of 
total DIC will not shift, the speciated DIC components (CO2(aq),HCO3

-
,and 

CO3
-) will all reflect unique δ13C values as in the previous exercise. The key 

demonstration of this step is that mass-dependent radio carbon partitioning 
between pools is accurately simulated such that the Δ14C of DIC (corrected 
for mass-dependent fractionation, Eqs.2and3) (1) ages with time and (2) 
remains consistent in all speciated and total DIC pools regardless of shifts in 
δ13C.



4.2.1 Flow and transport model specification

There is no open system behavior included in part 2 and thus no flow model 
is implemented. The domain is effectively 0D. In contrast to part 1, time 
stepping is included to track the progression of radiocarbon decay.

4.2.2 Reaction network specification

The simulations are built off of the parameters indicated in part 1 
(Tables1and2) with the addition of 14C. The primary species H14CO3−is 
implemented with an initial concentration of 5.65108E−13 mM and 
secondary species 14CO2(aq) and14CO32−are added with equilibrium 
constants equal to twice those given for the13C species above (Table2). This 
means that all mass-dependent partitioningexertedonthe13C species relative
to the common12Cisalso imparted on the 14C values. In addition, a simple 
first order homogeneous(aqueous) kinetic reaction of the form rate = 
constant ×activity is added in order to accommodate radioactive de-cay of 
14C. In this case, the rate constant is the half-life(λ) and the expression for 
the radiocarbon bearing total inorganic carbon concentration at any point in 
time (t)relative to an initial value (init) is:

With appropriate half-life of 5730 years, which equates to a rate constant of 
1.209628644E−4mol/kg-H2O/year. The stoichiometry of the reaction is set 
such that decay of 1 mol of H14CO3−generates 1 mol of NO3−. For the 
current simulation, this choice of product is somewhat arbitrary, but is 
intended to reflect the fact that14C decays to nitrogen and thus a nitrogen 
bearing species is used. Therefore, a low initial NO3−value is added to the 
primary species list in order to facilitate this reaction.

4.2.3 Runtime parameters

The simulation is run over a duration of 10,000 years and a timeseries is 
recovered for the batch system allowing the user to track the radioactive 
decay of radiocarbon with corresponding stable isotope corrections through 
time. The critical aspect of this component of the benchmark is the 
demonstration that implementing the same mass-dependent fractionation 
for both 13C and 14C and then following the correction indicated in Eqs.2–
3results in a decay curve that has correctly removed the influence of any 
mass-dependent differences among the species.

4.3 Component problem set 3:Simulation of natural carbon isotope ratios 
including kinetic fractionation in (a) a 0D batch reaction and (b) across a 1D 
flow path, including speciation, kinetically limited redox and biogenic mineral
formation



This component introduces mass-dependent isotope fractionation in the 
transformation of DOC to DIC through oxidation. This kinetic reactive 
pathway is included in addition to the equilibrium isotopic partitioning of DIC 
species, resulting in a shift in the net DOC and DIC δ13C pools with time in the
batch reaction (part 3a) and in space across a 1D column (part3b). The 
principal metrics of success for this stage of the benchmark are (1) that 
stable isotope partitioning is correctly and reproducibly generated as a 
function of reaction progress (length and time) in the model. Part (a) is 
principally in tended to verify that the combination of kinetic and equilibrium 
fractionation factors is functional, followed by the addition of open system 
transport subject to both initial and boundary conditions in part (b).

4.3.1 Transport model specification There is no transport in part 3a. In 3b, 
the upgradient boundary condition is fixed to a constant inlet flow velocity 
of12.657 cm day−1. Dispersivity is set to 4.0 cm and the diffusion coefficient
for all aqueous species is 0.919 ×10−5cm2s−1. Clearly, the use of a single 
diffusion coefficient for all species is not strictly accurate, but the flow rate is 
sufficiently fast that the system is not diffusion dominated. In this particular 
context, a Peclet number on the order of 1600 is obtained for the whole 
column. These values are loosely based on a prior reactive transport 
simulation and as-sociated injection of organic acid to promote redox activity
in a flow-through column experiment [9,10].

4.3.2 Reaction network specification

The concentrations of aqueous species in the initial condition and influent 
flux are given in Table3. Part 3a uses the influent condition as indicated in 
the table as the initial condition in order to start with acetate in the system; 
part 3b uses the true initial condition listed and maintains a constant influent
boundary condition thereafter. Initial solid phases are prescribed to a 
simplified representation of the composition of sediment in the column 
sourced from the Old Rifle aquifer (Table4). Redox reactions (Table5) are 
added individually for the two (or more) isotopes of carbon. Critically, in 
these simulations we make no distinction between the placement of the rare 
isotope within the acetate molecule, and thus no differentiation between 
acetate isotopomers is treated. This could be added, should interest arise, 
through the definition of up to



four distinct acetate compounds, one including only the common 12C, two 
including one 13C substitution in each of the possible locations, and a final 
doubly substituted species. This may be particularly relevant to those 
interested in carbon isotope fractionation of acetate in methanogenetic 
conditions [3].The associated homogeneous (aqueous) kinetic reactions are 
thus second order with dependence on the activity of both sulfate and 
acetate using appropriate rate constants (Table5)and follow the general form
of rate = constant × activities of dependencies. Heterogeneous reactions are
also necessary to describe the generation of elemental sulfur and 
precipitation of secondary minerals. Table6lists the minerals included in the 
simulation along with their stoichiometry, rate constants and equilibrium 
constants at 25 °C. Table7 contains secondary aqueous species included in 
the simulation with stoichiometry and equilibrium constants.

5 Results and discussion5.1 Part 1

The comparison of model output for benchmark part 1 is presented both for 
the distribution of aqueous species concentrations (Fig.1a) and the 
corresponding stable δ13C isotope ratios (Fig.1b). The total concentration of 
the primary species, or total inorganic carbon, is always a fixed value of 
5.1425 mM and the corresponding δ13Cis + 0.9685‰. As illustrated, all 
models maintain this



fixed concentration and isotope ratio of the primary species across the full 
range of pH values. In comparison to the total concentration, the individual 
species vary substantially as a function of pH, in close agreement with the 
analytical solution. The distribution favors CO2(aq) at low pH values, 
switching to primarilyHCO3−at neutral values, and CO3

2−under basic 
conditions. The resulting stable isotope ratios reflect a similar mass balance, 
in which the δ13C of CO2(aq) is effectively equivalent to the total primary 
species value when CO2(aq) makes up the majority of the concentration. The
δ13C values also agree closely with the analytical solution though slight 
deviations are noted for species that become extremely low in concentration 
as a result of rounding errors and the sensitivity of the isotopes. We further 
note that all concentrations reported here utilizeastandard Debye–Huckel 
activity model. While this may present some difficulty for benchmarking of 
future codes which utilize different activity models, for the present purpose, 
we note that there should be no difference in the corresponding isotope 
ratios based on either molar concentration or activity in any simulations of 
this type. All codes used in these simulations employ an activity model within
the speciation calculation.

5.2 Part 2

The comparison of model output for benchmark part 2 is presented first as a 
comparison of the radiocarbon values as a function of time for the total 
inorganic carbon and the

speciated individual values through time using the CrunchTope output 
(Fig.2a). The critical point we wish to emphasize here is that both 



the14Cand13Cisotopesofcarbon are subjected to the same mass-dependent 
fractionation factors which cause differences in the δ13C of the species 
illustrated in part 1 (Fig.1b). However, applying the equations presented 
earlier (Eqs.2and3), we recover a Δ14C value that has been corrected for this 
mass-dependent difference among species, and removed from the resulting 
ratio. This is the standard method by which radio carbon values are 
measured and reported by accelerator mass spectrometry facilities (see 
Section3), and thus, it is critical the reactive transport framework is able to 
accurately produce the same consistent behavior between the three-isotope 
system. Furthermore, the decay curve due to radioactivity reproduces the 
correct decrease in Δ14C, as implemented in Eq. 7 (see Section3).The second 
demonstration uses an arbitrary choice of car-bon species since the 
radiocarbon notation renormalizes all species to the same value as a result 
of the correction for mass-dependent fractionation. For any carbon species, 
the four software packages tested showed excellent agreement in both the 
half-life of radiocarbon and the associated treatment of mass-dependent 
partitioning.

5.3 Part 3

The final aspect of the benchmark is divided into two components. First, part 
3a presents a 0D batch reaction in which anorganic carbon (acetate) is 
oxidized to inorganic carbon (TIC)coupled with the reduction of sulfate to 
sulfide. Next, part 3 bimplements this simulation in a 1-m-long advective 
flow field based on the column study reported by Druhan et al. [9].

5.3.1Part3 a

The first aspect of part 3 allows us to introduce several additional reactive 
and fractionating pathways in a closed system to check the accuracy of the 
kinetic oxidation of acetate prior to opening the system to flow and 
transport. Notably, in this part 3a, the redox reaction has a first order 
dependence on both the total acetate and total sulfate concentration, and is 
thus second order overall. The 1:1



decrease in acetate and sulfate (Fig.3a) reflects their mole for mole 
stoichiometry in the redox reaction. The TIC concentration correspondingly 
increases as a result of acetate oxidation, and the sulfide concentration also 
includes a source due to sulfate reduction; however, the presence of Fe(II) 
rapidly precipitates any sulfide present as FeS and thus the concentration 
remains very low throughout the simulation. The corresponding kinetic 
isotope fractionation factor which enriches the δ13C of the residual acetate 
pool in the rare isotope is 0.99 (10‰). It is important to note that this value 
is quite large for oxidation of organic matter, which is typically on the order 
of 0.999 (1‰) in most natural settings [3,12,17,30]. The present study 
utilizes acetate, a low molecular weight dissolved species, which may 
support a higher value, but primarily, we implement 10‰simply for 
illustrative purposes to create a large shift in the isotopes which is easy to 
observe. Those adjusting this benchmark set to specific applications are 
advised to carefully constrain the fractionation factors appropriate to their 
system. In the residual acetate pool, the increase in δ13C appears effectively 
linear as the corresponding drop in concentration (Fig.3a) is relatively small. 
The more classic distillation type behavior becomes evident if the results are 
plotted as δ13C vs. 1/[acetate] as in the classic Rayleigh model. The effect of 
this enrichment is evident both in the increase in δ13C of acetate through 
time (Fig.3b) as well as the corresponding decrease in δ13C of TIC, which is 
preferentially receiving 12C carbon relative to 13C carbon as a result of this 
minor difference in rates. The isotopic values of acetate and TIC are not 
perfect mirror images of one another, due to the fact that there was TIC in 
the initial condition and thus the δ13C signature imparted by acetate 
oxidation is reflected as a function of mass balance with the original TIC 
present in the system.



signature imparted by acetate oxidation is reflected as a function of mass 
balance with the original TIC present in the system.

5.3.2Part3b

The final component of the benchmark places the simulation developed in 
part 3a into a 1D flow field with an initial condition (Table3) that includes no 
acetate. The upgradient boundary condition is then fixed to ahigh-acetate 
concentration, and the organic acid subsequently advects down gradient and
establishes a steady-state concentration profile in which both acetate(Fig.4a)
and sulfate concentrations decrease with distance. Though not illustrated 
here, this aspect of the benchmark may be used to test both the steady-
state concentration profiles, as well as the transient approach

to these steady-state values from the initial condition. Generally, the major 
ion concentrations reach steady values at the effluent end of the domain in 
approximately 10 days. A 1:1 decrease in acetate and sulfate is again noted 
as in part 3a, and again, the sulfide concentrations remain low as a result of 
secondary mineral formation. The stable carbon isotope ratios for acetate 
(Fig.4b) enrich again as a result of the fractionation factor of 0.99and all 
simulations show excellent agreement. Again, the increase in isotope ratio 
appears linear when plotted as a function of distance, and the more classic 
distillation type behavior would be clear if one chooses to replot δ13C 
vs.1/[acetate] as in the classic Rayleigh model. The corresponding inorganic 
carbon is here illustrated as speciated HCO3−rather than TIC, and again 
demonstrates a balance between influent inorganic ccarbon and the 
oxidation of



acetate as a function of flow and reaction rate. For illustrative purposes, a 
second simulation is included using CrunchTope in which the kinetic 
fractionation factor for acetate oxidation has been set to 1.0 (Fig.4b). Under 
this condition, the acetate isotope ratio remains constant, but the speciated 
HCO3−stable isotope ratio still shifts over the length of the column as a 
result of the equilibrium fractionation associated with changes in pH along 
the flow path.

6Summary

Carbon isotopes partition as a result of both mass-dependent fractionation 
pathways, and in the case of 14C, through radioactive decay. Though14C is 
not immune to mass-dependent effects, the standard method of reporting 
this value removes such influences through correction with the 
corresponding δ13C value. Though com-mon practice, this coupled behavior 
has never been systematically benchmarked in a reactive transport frame-
work. More broadly, this benchmark is the first to provide a validated and 
sequential means of testing models for multiple isotopes in which the same 
isotope system is present across multiple coexisting species 
(CO2(aq),HCO3−,CO32−) with distinct partitioning. Both batchand flow-



through examples indicate agreement across four widely used software 
platforms, and future model development for such multi-isotope applications 
may use this as a basis for validation.
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