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Test of Scale Invanance in Raf_ios of Muon ‘Scattering. Cmss-Sectims
at 150 and 56 GeV-

Y. Watanabe, L N. Hand, S. He_rb, and A. Rnssell‘
Laboratory of Nuclear Stwdies, mmell University, Ithaca, New York 14853*

and )
. Chang, K.W. Chen, D.J. be*,. A. Kotlevski, and P.F. munzs ”
Physics Department, Michigan State University, East Lansing, Michigan 48824
and :

S.C. Loken and M, Stzvvink I

Lawrence Be:keley Laboratory, miversity of California, Berkeley, Calif. 94720"

) - and
" W, Vernn

Physics Department, University of California, San Diego, La Jolla, Calif. 92037

Abstract ‘ B
Scale invariance is tested in ratios of muon scattering cross-sections

from an iron target at pairs of g values ranging to 40 (Gev/c)>

and differing
by a factor of 3/8.

The apparatus was changed with incident energy to pre~
serve acceptance and resolution in scaled variables. The scale-noninvariant

" departure fram unity of these ratios displays a statistically significant w~

dependence, The effect exceeds the systematic uncertainty by a factor of 1.7.

Cw” -w+M/q wasused(s).

 barbarding an iron target of 622 (233) g/cm® with 1.5 x 10°
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The strikingly sinblé character of deep-inelastic lepton satterihq has
ledtonodelsofthenuclemasacmposibeofneulystnnchnelssamsﬂ
éuents; Ebrscattenngangles«lthescattenmcmsssecdmis.

_620 . 2 \Jw(x,q) '
= fl“Y*Y/2(1+R)L $%)

wherex-w-l=q2/2m, Y =V/E, and R=0_/0,, withqz, v, o, and o, the 7
usual lepton 'scat;.tering variables, M the nuclecn mass, and E the laboratory

energy. "Pointlike" structure implies that the structure function W, deperxds

énly upon the scale-invariant varisble x'1). Since evidence for scale-invari-
ance first appeamd(z)', field-theoretic descriptions of the behavior of pro-
ducts of hadron currents atsmrtdistanwshavepr@ctedspemﬁcfomsof
scaling breakdomn

In tests of scaling, the high plredsim of electron-nucleon scatt'eringv '
data collected at the Stanford Linear Accelerator Center (SIAC) 4! has been
offset by anbiguity in parameterizing the approach to the scaling region at
10w w, and by kinematic bounds on g’ at high . Significant deviations from
scalmgmwwereseenneaxlytovmsh if msteadthescalmqvanable

In the higher-energy lepton beams available at
Fermilab, scattering data may be intexpreted more directly in terms of asymp-

totic behavior,

M‘a@erinmbalneﬂodarﬂpmlih}hmyresultsbasedmasubsetlofﬂ'e
data have been described previously‘®), Results reported here are based upon
4 x10%) ot of
energy 150 GeV (56 GeV) . ulsocev.‘uemmrm’openmdmw

uttingstoaoeq:tscatbe:edmmmglm»ewﬂnmluimm&em
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0.011 s 6 < 0.048. ("small angle”) and 0.017 $ 8 < 0.065 ("large angle”). At
56 GeV, the apparatus was sca.led(s)to preserve the acceptance and resolution
in scaled variables [e.g. x and y in Eq. (1)]. All data from each configur-
ation are included here. ' '

Two tests of scaling are possible: (a) the differential ratio of counting
rates at 150 and 56 GeV is oampared with unity [Eq. (1)]; (b) with Monte Carlo
simulation of_the spectrameter acceptance and resolution, the qz-depaﬁnce_ of
Wi, at fixed w is evaluated. Method (a) is the basis of this Letter; results
of method (b) have been submitted for publication’),

Muon tracks with scattered energy E” > E/3 were zecngnized(s) and women-
tum-fit making full allowance for Coulanb scattering, energy loss, and bending
in the iron magnets. Only spark chambers shielded fram the target by at least
1240 g/am? of iron (at 150 GeV) were used. Intensities were such that fewer
than 30% of randam triggers yielded one or more tracks.

The trackfinding inefficiency correction, based on studies using auwxiliary
detectors and omitting various chambers, was less than 7% and varied by less
than 1% between the two energies. An exception occurred in the 150 GeV "small
angle” sample where additional inefficiencies averaging -~10% were observed 1.n.
restricted data sets and fiducial regions. These were cut out with little loss

of statistical precision®

. The relative uncertainty in magnetic field in-
tegral ofﬂaespectzureter at the two beam energies is :0,.7%. Abeolutenﬁten-
umcalibrau&:mbasedmvnsenmuc field maps, dE/dx measurements,

" steering beam muons into the spectrameter, and studying the endpoint of the E°
spectnum, kascriheunertaindesoflitothamhtivemtmcalibraﬁm
and less than 7% to the relative nommalization of data taken at the two ener-

gies.
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Internal consistency of the "small angle” and "large angle" samples was
verified by carparing ratios r = [ Edo/dxdy (B=150))/ Bi’/dwdy (B=56)] for
each satple in comon bins smaller than the experimental resolution (16% in
1E'). The x° was 50 for 58 degrees of freedom, permitting the samples to be
combined.

The ratios r were corrected for experimental nunscaling effects by means

"of a Monte Carlo simulation assuming that W, depends only an w”., Details of

the similation are described elsewhere'’). In decreasing order of importance, .
the corrections were made necessary by (i) different radial distributions of
the beam, (ii) inexact scaling of spectrometer resolution and acceptance, and
{iii) radiative corrections. Effect (i) was greatly reduced before Monte

Carlo correction by selecting the 56 GeV events to produce agreement between
the beam distributions. Carbined corrections for (i), (ii), and (iii) typical-
ly are less than 10%. ‘

Atestofscalimmsmcbbyfittirggtoam\stantinbi.nsofE‘.‘a:il

- 6 with widths smaller than the aq:enmantal resolution. The result is consis-

tent with unity (1.02 + 0.02) with a x° of 117 for 108 degrees of freedam.
Further interpretation of the data is made with the help of Fig. 1, de-
picting r as a function of qz, w, p; (=E’sin8), 8, v, and W ). Wis the
invariant mass of final-state hadrons. Data in Figs. 1(a) and (b) are pre-
sented both in conbined form and (vespectively) in bins of w and (scaled) g2.
The hypothesis that any scale-noninvariance is a function only of q° is tested
in Fig. 1(a) by drawing the fit to cambined data through data in the four w
bands. This hypothesis has 16% confidence for either a power-law or a propa-
gatar £it in q° [Table 1(a)]. The latter is a poor representation of the data

ainceit.svalmatqz-()e:medswﬂty.
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A statistically more favorable hypothesis (718 confidence) is that r de-
pends only on w. In this case the scale-breaking parameter b = 321n(\ﬂ2)/‘
3ln(w)2ln(qd) is nearly equal to the exponent of the power-law fit to r ve.
w[Table 10)]. If assumed to be w-independent, the parameter b is 0,098 ¢
0.028. Its dependence (and also that of the g fit) upon systematic effects
is indicated in Fig. 1. In particular, if scaung,inwnmerﬂ;anu‘ is
tosted, b shifes upward by 0.047 [Fig. 1(b)]. An increase of 0.057 results
from suspending Monté Carlo corrections, which affect cnly the end bins in the
w distribution. Dropping these end bins raises b by 0.025. The effect of
using a scale-noninvariant form of R which fits SLAC data is negligible (10).
The +1% syétemtic-ermr in relative energy calibration creates an ‘uncertain-
ty of $0.056 in b, Therefore, the scale*noninvariance cbserved using enly
this method of analysis is not fully canclusive. , .

We are indebted to L. Litt and T. Markiewicz for their contributions
to the data analysis, are are grateful to the Fermilab staff and our profes-
sional and technical personnel for their sustained efforts in support of the
experirent. Two of us (S.C.L. and M.5.) wish to acknowledge our-support by
the Cornell Laboratary of Nuclear Studies during earlier phases of the experi-
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Table 1. Fits to r (defined in the text)

Fig. 1 Confidence : .
Bef. r= Level $ Fitted Parameters
(a) - (v/vo)n 16(16%)  n = -0.0830.032 Vo ™ 0.04120.011
2,-2,2 ' ‘ ‘ _
Nl ) 9ue®)  A2a(s0'2x 207! N = 1.079 10.035
(Lsaih~) | _

. . ‘.

® )" S4(71°)  n=0.09 ¢ 0.028 wy=6.08 oo

%rit is made to data at all w., This confidence level applies to
the same best fit canpared to data broken into 4 bands of &
[Fig. 1(a)]. '

¢, ,) refers to q® at 150 (56) GeV. This "propagator” fit is
mtninedtoN-lOwithagaussimenorof $0.07. The best
£it A2 corresponds to A > 10.7 GeV. (308 confidence).

“Fit ie made to data at all v. This oonfidence level applies to
t}nmbatntmmdaubtdmm3m&v
[Fig. 109].
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Figure Caption

Figwre 1. £ ve. (a) v, B) w, (c) v(~y), (@) W14, (&) y, (£) yv. vis
q /2ME Other scaled variables are proportional, x'espectxvely. to - (c) p,, ,

(d) O , (@) v, () W2 -M2 which (with r, w, ¥, M, and E) are defined in the
text. Errors are statistical. There is an additional normalization error of

% 7. ’Iyp).calmsneasurmmtermrsare q2,17\'1.nw,05 Py, 15%; 8, 5%;

" (1-y), 16%; (y-v), 0.12. Bands of reonstructed o are assigned rms values
) detﬂe.md.ned by the simulations. Solid lines in (a) and (b) are power-law fits

to combined data. These fits are also drawn through data broken into bands
of(a)wmd(b)v,inorde:tobestﬂnhypoﬂmiathatmysale—mmvanm
Qpehds (a) cnlyonqz, and (b) only on w. Fits to a constant are indicated

by dashed lines in (c)-(f); “df" refers to "degrees of freedm.®" 1In (a) and
(), the effects of increasing E” at 150 GeV by 1% are indicated by dashed
lines,andthaeffectsofass\mingscahnginwnﬁnrt)nnu mﬂe!tnte
Carlo by dotted lines.
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p, (Gev/c) for E=ISO(E=56) - v (GeV) for E=150 (E=56)
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